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ABSTRACT

**Context.** Time series generated by repeatedly observing astronomical transients are generally sparse, irregularly sampled, noisy, and multidimensional (obtained through a set of broad-band filters). In order to fully exploit their scientific potential, it is necessary to use this incomplete information to estimate a continuous light-curve behavior. Traditional approaches use ad hoc functional forms to approximate the light curve in each filter independently (hereafter, the MOSCOSMOR method).

**Aims.** We present Rainbow, a physically motivated framework that enables simultaneous multiband light-curve fitting. It allows the user to construct a 2D continuous surface across wavelength and time, even when the number of observations in each filter is significantly limited.

**Methods.** Assuming the electromagnetic radiation emission from the transient can be approximated by a blackbody, we combined an expected temperature evolution and a parametric function describing its bolometric light curve. These three ingredients allow the information available in one passband to guide the reconstruction in the others, thus enabling a proper use of multisurvey data. We demonstrate the effectiveness of our method by applying it to simulated data from the Photometric LSST Astronomical Time-series Classification Challenge (PLAsTiCC) as well as to real data from the Young Supernova Experiment (YSE DR1).

**Results.** We evaluate the quality of the estimated light curves according to three different tests: goodness of fit, peak-time prediction, and ability to transfer information to machine-learning (ML) based classifiers. The results confirm that Rainbow leads to an equivalent goodness of fit (supernovae II) or to a goodness of fit that is better by up to 75% (supernovae Ibc) than the MOSCOSMOR approach. Similarly, the accuracy improves for all classes in our sample when the Rainbow best-fit values are used as a parameter space in a multiclass ML classification. An efficient implementation of Rainbow has been publicly released as part of the Light_curve package**.

**Conclusions.** Our approach enables a straightforward light-curve estimation for objects with observations in multiple filters and from multiple experiments. It is particularly well suited when the light-curve sampling is sparse. We demonstrate its potential for characterizing supernova-like events here, but the same approach can be used for other classes by changing the function describing the light-curve behavior and temperature representation. In the context of the upcoming large-scale sky surveys and their potential for multisurvey analysis, this represents an important milestone in the path to enable population studies of photometric transients.
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### 1. Introduction

Astronomical transients can frequently be described as the observational counterpart of cataclysmic events (e.g., supernovae; hereafter SNe), compact remnant mergers, or the interaction between stars and supermassive black holes (e.g., tidal disruption events; hereafter TDE). Alternatively, they can also be generated by nonperiodic bursts in active galactic nuclei (Padovani et al. 2017), among other progenitors systems (Poudel et al. 2022).

They are often initially reported based on their light curves, and a definitive classification is obtained through spectroscopic follow-up (La Mura et al. 2017; Ishida 2019; Cannizzaro et al. 2021).

The detailed study of the evolution of their photometric measurements reveals important aspects of the underlying astrophysical properties in individual (e.g., Desai et al. 2023) as well as in population (e.g., Deckers et al. 2023) studies. It implies a complete understanding of the objects as 2D surfaces describing an evolution in time and wavelength. Because of the caveats intrinsic to astronomical observations, an analysis like this fre-
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This problem is traditionally approached by breaking the 2D nature of the objects and using an ad hoc parametric function that is fit separately to the light curve in each band. Zheng & Filippenko (2017) used a broken power-law function to estimate the light-curve behavior in each filter for SN2011fe; Yang & Soellerman (2023) presented an entire software environment for light-curve estimation, including many options of parametric fitting as well as semi-analytic models, and Demianenko et al. (2023) compared different machine-learning-based approaches to light-curve estimation, with a special emphasis on neural networks.

A popular parametric function for temporal flux evolution was proposed by Bazin et al. (2009). It was initially intended to model SNe classes, but it has inspired the development of similar approaches applied to a large variety of objects. A few recent examples include Villar et al. (2019), who proposed an extended parametric function designed to be flexible enough for a broad range of SNe behaviors; McCully et al. (2022), who use it to compare properties of light curves from SN2012Z spanning a decade of observations; Muthukrishna (2022), who employed its resulting goodness of fit as a proxy for anomaly detection; Kelly et al. (2023), who used it to model and calculate time delays from five different light curves from the same strong-lens SN; Corsi et al. (2023), who applied it to model broad-line SN Ic, and Fulton et al. (2023), who used it to obtain a continuous extrapolation for the SN light curve associated with GRB21009A.

Suitable parametric functions have also been applied as a feature-extraction procedure for classification tasks. After comparing a given parametric expression with the data, the best-fit parameter values are used as features for ML applications. In the case of a multipassband survey, this procedure is repeated independently for every passband in order to completely extract the required information (e.g. Karpenka et al. 2013; Ishida et al. 2019). Hereafter, we call this procedure the MOSLICE method. This approach ensures a full description of the object without any physical assumption, but it has three important drawbacks. i) The number of extracted features scales linearly with the number of passbands. In some cases, the number of filters can be quite large, The Vera Rubin Observatory Legacy Survey of Space and Time (LSST, Ivezić et al. 2019), for instance, will use 6 passbands, and the current Southern Photometric Local Universe Survey (S-PLUS) uses 12. Combining observations from different telescopes can further increase the number of parameters to fit. ii) The feature extraction of an object can only be performed when it contains enough data points in each passband to produce a meaningful fit. When one of them is undersampled, the final description is compromised, and the entire object might be dropped from some analysis. This can significantly affect the size of the sample and create a bias toward brighter well-sampled objects. iii) Considering each filter individually will result in highly correlated features because the fluxes in different wavelengths are not completely independent. For instance, the transient peak times in different passbands are highly correlated. In a ML context, multiple strongly correlated features should be avoided because this might lead to a decrease in the overall performances and to a sparsity in the case of small datasets (Yu & Liu 2003).

One such approach is presented here. The RAINBOW method is composed of three main ingredients: a blackbody-profile hypothesis for the emitted electromagnetic radiation, and parametric analytical functions describing its temperature evolution and its bolometric light curve. The coherent combination of these elements results in an efficient description of the light-curve behavior in different wavelengths, even for sparsely sampled light curves from different observational facilities. We demonstrate the performance of the RAINBOW method when applied to simulated data from the Photometric LSST Astronomical Time-series Classification Challenge (PLAsTiCC, Hložek et al. 2020) and real data (spectroscopically confirmed SNe light curves from the Young Supernova Experiment, hereafter YSE (Alco et al. 2023)).

This work is organized as follows: In Section 2, we describe our motivations, experiment design choices (Sect. 2.1 and 2.2), and fitting procedure (Sect. 2.3). Section 3 introduces the dataset. In Section 4, we present the results through several metrics, including goodness of fit (Sect. 4.1), maximum flux time prediction (Sect. 4.2), and full or rising light-curve classification (Sect. 4.3). We describe the method applied to the YSE data in Section 5. Finally, we present our conclusions in Section 6. Complementary figures are available in Appendix A and B.

## 2. Method

We used blackbody spectral model as a proxy for the thermal-electromagnetic behavior of the astrophysical transient. The observed spectral flux density in this model is characterized by any two of three physical quantities (or their combination): the solid angle, temperature, and bolometric flux of the object. We chose to parameterize this via two independent functions of time: one function for the bolometric flux $F_{bol}(t)$, and the other for the temperature $T(t)$, which leads to the following expression for the observed spectral flux density per unit frequency $f$:

$$F_{l}(t,v) = \frac{\pi B(T(t), v)}{\sigma_{SB}} T(t)^{4} \times F_{bol}(t),$$

where $\frac{\pi B(T(t), v)}{\sigma_{SB}} T(t)^{4}$ is the blackbody emission per unit frequency $v$. The arrival of large-scale sky surveys, such as LSST, will increase the number of available light curves by at least a few orders of magnitude, boosting the potential impact of these studies, but also imposing a new challenge. Ideally, analysis methods should be both physically motivated and computationally efficient and should thus allow not only easy application to data releases of increasing volume, but also enable immediate integration with community broker systems.
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where $B$ is the Planck function, and $\sigma_{SB}$ is the Stefan–Boltzmann constant. We did not take cosmological effects into account because the blackbody spectrum retains its properties when it is redshifted. Thus, all the quantities here, including temperature, were assumed to be in the observer frame.

For the purpose of a comparison with observations, we computed the average of the spectral flux density $F_p$ for each passband $p$. This was done by incorporating its corresponding transmission function, denoted $R_p(\nu)$

$$F_p(t) = \frac{\int F_\nu(t, \nu) R(\nu) \, d\nu}{\int \frac{1}{\nu} R(\nu) \, d\nu}. \tag{2}$$

Notably, instead of integrating over the passband transmission, this method can instead be used with the blackbody intensity at the effective wavelength of each given passband. This approach would be more efficient computationally, but it would be less accurate. In this paper, we always averaged over the passbands, as shown by Eq. (2) using transmissions provided by the SVO filter profile service (Rodrigo et al. 2012).

We called the method Rainbow after its continuous wavelength description (illustrated in Appendix A). Equation 1 is a general form and can be adapted to different problems by choosing appropriated parametric functions to describe the bolometric flux $F_{bol}(t)$ and the temperature evolution $T(t)$. These choices determine the type of object that is described, the number of free parameters, and the complexity of the equation. The method is particularly well suited to describe poorly sampled data, as the physical assumptions will coherently fill the lack of information available. It simultaneously addresses the three problems highlighted above: i) the number of parameters remains constant independently of the number of passbands. ii) An object that is correctly sampled overall, but with sparse data in one or more passbands can still be fit. Any information from the undersampled filters still helps to constrain the minimization. iii) Because a single fit is performed, repetitive information from the same parameters across different passbands is avoided. The previous small variability encompassed within the repeated parameters is now contained more densely in the temperature evolution parameters.

It is important to emphasize that in a high-cadence scenario, the physical assumptions can impose certain behaviors that will not exactly correspond to the reality of the data. Thus, Rainbow does not produce optimal results for extremely well-sampled light curves. Moreover, the small number of parameters comes at the cost of adding free parameters brought by the temperature evolution function. Therefore, this method is only useful in the case of multipassband data. Nevertheless, Rainbow is perfectly suited to process the diverse range of cadences and filter sets adopted by modern datasets.

2.1. Bolometric flux

We used the Bazin functional form (Bazin et al. 2009) to represent the bolometric light-curve behavior. It describes an exponentially rising and an exponentially decreasing light curve. While it is not perfect, especially for plateau phases, it is a reasonably good approximation for different SNe types, as illustrated in Figure 1. We used the following form of the Bazin function:

$$f(t) = A \frac{\exp\left(-\left(t-t_0\right)\frac{\Delta \nu_{\text{rise}}}{\kappa_{\text{rise}}}ight)}{1 + \exp\left(-\frac{t-t_0}{\tau_{\text{rise}}}\right)}. \tag{3}$$

Fig. 1. Example of Bazin fits on three different types of SNe from the PLAsTiCC dataset, in the LSST-r filter: SNbc (brown triangles), SNIa (blue crosses), and SNII (yellow circles). For each light curve, the flux is normalized by its maximum measured value. The time (horizontal axis) is arbitrarily shifted to display all three examples in a single frame. Error bars are included, but are contained within the points.

It contains four free parameters: $t_{\text{rise}}$ and $t_{\text{fall}}$ describe the rising and declining timescales: $t_0$ is a reference time, which is related to the time of peak, $t_{\text{peak}} = t_0 + t_{\text{rise}} \times \ln(1 + t_{\text{fall}}/t_{\text{rise}} - 1)$, and $A$ is an amplitude parameter. We did not include a baseline parameter because the flux baseline was set to zero throughout our analysis.

2.2. Temperature

Despite being used to describe different types of transients, the Bazin function is most commonly applied on SNe. Consequently, we used a temperature evolution function coherent with SN classes. Using the SUpernova Generator And Reconstructor model (SUGAR; Léget, P.-F. et al. 2020), which is a SNIa spectral energy distribution model, we took a spectrum from -12 to 48 days since maximum brightness in B band with a step of 3 days. Each spectrum was fit with a blackbody function to obtain the temperature at a given time, effectively reconstructing the temperature evolution (Figure 2). We visually inspected the results from a sigmoid-like fit (Equation 4) and confirmed that it is a good first approximation for the temperature behavior, but remains still relatively simple and general. Thus, we parameterized the temperature evolution as

$$T(t) = T_{\text{min}} + \frac{\Delta T}{1 + \exp\left(-\frac{t-t_0}{\kappa_{\text{rise}}}\right)}, \tag{4}$$

which is a four-parameter logistic function behaving as two flat curves linked by an exponential slope. $T_{\text{min}}$ is the minimum temperature that the object will reach, $\Delta T$ describes the full amplitude of temperature, $\kappa_{\text{rise}}$ corresponds to a characteristic timescale, and $t_0$ is a reference time parameter that corresponds to the time at half of the slope. Preliminary results using independent $t_0$ for Equation 3 and 4 often resulted in almost equally well fit values. Therefore, we assumed that $t_0$ from both equations are equal and merged them into a single parameter. We used Equation 4 to describe the temperature evolution in Equation 1.

2.3. Feature extraction

As a preprocessing step, each light curve was normalized by the maximum flux measured in LSST-r passband (for the data described in Section 3 or ZTF-r for the data described in Section...
Fig. 2. Best logistic function fit of temperature evolution extrapolated from the SUGAR model. The data points have been computed by fitting blackbodies to the SNIa spectra from 3250 to 8650 Å at regular time intervals. The phase corresponds to the time since maximum brightness.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial guess</th>
<th>Upper bound</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>peak</td>
<td>$10^3$</td>
<td>$0.1$</td>
</tr>
<tr>
<td>$t_0$</td>
<td>peak time</td>
<td>$10^1$</td>
<td>$-10^3$</td>
</tr>
<tr>
<td>$T_{rise}$</td>
<td></td>
<td>$-0.5$</td>
<td>$-100$</td>
</tr>
<tr>
<td>$T_{fall}$</td>
<td></td>
<td>$10^9$</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$T_{min}$</td>
<td></td>
<td>$10^9$</td>
<td>$100$</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td></td>
<td>$300$</td>
<td>$1.5$</td>
</tr>
<tr>
<td>$k_{sig}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Initial guess, lower and upper bounds of the parameters for the minimization step.

Each astronomical source was represented by a noisy and inhomogeneously sampled light curve in six different filters $u$, $g$, $r$, $i$, $z$, and $Y$. The complete dataset consisted of around 3.5 million light curves, representing 17 classes that encompassed both transient and variable objects. In principle, Rainbow could handle any number of passbands, but increasing the number of filters used in the analysis results in greater chances of objects being insufficiently sampled in at least one passband, which implies that this is not suited for the Monochromatic method and thus prevents a fair comparison of the two paradigms. Therefore, we chose to work with three passbands and discarded $u$, $z$, and $Y$, for which the blackbody approximation of SN is least valid (Pierel et al. 2018). The superluminous supernovae (SLSN) and M-dwarf models used in the PLAsTiCC dataset explicitly used a blackbody SED. Consequently, using the Rainbow method on SLSNe from this dataset results in an optimal color description.

We selected every well-populated transient types within PLAsTiCC, namely SNIa, SNII, SNIbc, SLSN, and TDEs. The first three SN types were used for all analyses, while TDE and SLSN were only added in the classification tests (Section 6.3) with the goal of increasing the complexity of the task. We required each passband to hold at least four photometric true detection points (see Kessler et al. 2019). Table 1 summarizes the initial guesses and bounds of the parameters that were used at the minimization step (for the Monochromatic method, the same choices were applied to the relevant parameters). $t_0$, $T_{rise}$, $T_{fall}$, and $k_{sig}$ are expressed in days. $T_{min}$ and $\Delta T$ are expressed in kelvin. peak is the maximum measured flux over all filters. peak time corresponds to the time of peak. We report an average run time of 120 ms per fit for the SNe from the PLAsTiCC dataset using the cuts described in Section 3.

When using the Monochromatic approach, we performed a Bazin fit (Equation 3) for each filter separately. Given the functional form, we extracted four parameters per passband. Additionally, we collected the least-squares loss of the fitting process as a feature for each passband. The $r$-band flux normalization factor computed previously was included as well. Therefore, we extracted $n_{features} = 5n_{passbands} + 1$ features for each object.

In the context of the Rainbow approach, we performed a single fit of all the filters at the same time using Equation 4 resulting in seven best-fit parameters. Additionally, we kept the least-square loss of the fitting process and the normalizing factor. Therefore, we extracted nine features for each object, independently of the dataset considered.

### 3. Data

We performed benchmark tests on data from the PLAsTiCC dataset (Hořek et al. 2020). PLAsTiCC was a classification challenge that took place in 2018, and whose goal was to mimic the data situation as expected from LSST.


[6] https://www.lsst.org/about/camera/features

consists of a measurement of the quality of the light-curve reconstruction (Section 4.1). However, since the reconstruction quality metric does not necessarily reflect the information loss, we also performed two additional indirect tests: the prediction of the peak time (Section 4.2), and two classification exercises (Section 4.3).

### 4.1. Quality of fit

This test was performed independently on all selected SNIa, SNII, and SNIbc following the method proposed in Demianenko et al. (2023). The light-curve time span was divided into 5-day-long bins. We randomly selected two bins containing at least one true detection point each, from which all photometric points were removed. This effectively resulted in two random 5-day-long gaps in the light curve. After this step, if enough points remained to fulfill the minimum requirement, they were submitted to the two feature extraction methods. The removed points were used to compute the agreement between the estimated light curve and the measured values. We used the normalized root mean squared error based on observed error (nRMSEo) as a quality metric,

\[
nRMSEo = \sqrt{\frac{1}{m} \sum_i \left( \frac{y_i - \mu(t_i)}{\epsilon_i} \right)^2},
\]

where \(t_i\) is the time of measurement, \(y_i\) is the observed flux, \(\epsilon_i\) is the observed flux error, \(\mu(t_i)\) is the estimated flux at the time \(t_i\), and \(m\) is the number of observations inside the test sample.

Figure 3 illustrates the procedure and the resulting fits on a given SNIIa example for both methods. It highlights that RAINBOW is resilient to information loss. One point removed in the \(i\)-filter carries much information regarding the maximum flux of the object. In the \(i\)-filter, the Monochromatic method misses the peak observation by 20 days with half of the intensity, while RAINBOW exploits the information brought by the \(r\) passband and produces a more realistic light curve.

Table 2 displays the median nRMSEo error for the different classes of SNe. It also provides the 25/75 percentiles. The results are presented for each separate class of SN along with the global result (All SNe). In order to facilitate comparison, we estimated after visual inspection that an nRMSEo error below 7 can reliably be considered a correct fit for SN-like light curves (the theoretical perfect fit of this metric is \(nRMSEo = \frac{1}{\sqrt{7}}\)). RAINBOW provides a better median error of 4.7 overall, against 5.6 for the Monochromatic method. The improvement in the fit quality is clear for SNIa and SNIbc, while both methods perform similarly for SNII.

We note that the 25 percentile of errors tends to be higher for the RAINBOW method. This means that the very best fits are more often produced by the Monochromatic method. This result is expected since good fits are associated with well-sampled data, and we know that the blackbody assumption is only a first-order approximation. Therefore, when many data points are available, it can act as a constraint on the fit. Conversely, the 75 percentiles show much lower error values of the RAINBOW method overall, which indicates that the method produces less extremely incorrect light curves than the Monochromatic method. This was confirmed by computing the mean nRMSEo error (less resilient to outliers), for which we obtained 8.8 and 13.1 for the RAINBOW and the Monochromatic method, respectively.

<table>
<thead>
<tr>
<th></th>
<th>SNIa</th>
<th>SNII</th>
<th>SNIbc</th>
<th>All SNe</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monochromatic</strong></td>
<td>7.9(^{[0.3]}) (^{[1.3]})</td>
<td>3.7(^{[1.2]}) (^{[1.4]})</td>
<td>4.9(^{[1.2]}) (^{[1.7]})</td>
<td>5.6(^{[1.2]}) (^{[2.1]})</td>
</tr>
<tr>
<td><strong>RAINBOW</strong></td>
<td>6.8(^{[1.4]}) (^{[1.3]})</td>
<td>3.8(^{[0.8]}) (^{[2.0]})</td>
<td>2.8(^{[0.9]}) (^{[1.5]})</td>
<td>4.7(^{[1.0]}) (^{[2.3]})</td>
</tr>
</tbody>
</table>

Table 2. Median nRMSEo (Equation 5) for the Monochromatic method and RAINBOW. The lower and upper values represent the 25 and 75 percentiles, respectively.

### 4.2. Peak time prediction

In this section, we consider a regression task aimed to estimate the time of maximum flux as an indirect approach to evaluate the quality of the light-curve reconstructions. PLAsTiCC metadata contain the value PEAKMJD corresponding to the time of the peak flux. It is defined by the time of maximum flux in the \(B\) passband in the source rest frame for SNIa (in that case, we used PLAsTiCC redshift metadata), or in received bolometric flux for every other transient.

We predict this value using a direct and an indirect method.

The direct-prediction method highlights the versatility of RAINBOW. The 2D fit function (Equation 1) gives access to the flux in any passband at any time. Additionally, RAINBOW provides a direct estimate of the bolometric flux of the object. Therefore, in the case of SNIa, we can directly compute the time of maximum flux in the \(B\) passband even when no measurements were taken at this wavelength. For the other transients, we can use the bolometric flux explicitly encoded in the equation. In this analysis, we predicted the PEAKMJD for SNIa, SNII, and SNIbc.

Figure 4 presents the distribution in the difference between the prediction and the reported peak time per class. We fit the distribution with a Gaussian to obtain a mean and a standard deviation. The method provides unbiased results for SNIa. The SNIa and SNIbc predictions are biased around 3 days before and after the peak, respectively. While the bias exist, an error of 3 days constitutes a small error for a peak prediction of the considered SNe classes. The results show a small spread overall, especially for SNIa and SNII, with a standard deviation of 2.9 days.

This method has the advantage of offering a direct computation of the time of maximum, but it can only be computed for the RAINBOW method. The Monochromatic feature extraction procedure does not provide information about the bolometric or the \(B\) passband flux. For a fair comparison of the quality of prediction, we computed a second indirect metric using the scikit-learn linear regression algorithm trained on the features extracted from both methods.

We evaluated the performances on 100 iterations (Raschka 2018) of bootstrapping (Efron 1979), which is sufficient to produce robust results. Figure 5 displays histograms of all bootstrapping predictions combined for each SN class. Additionally, we fit a Gaussian to the distribution result of each bootstrapping iteration, from which we extracted the standard deviation and the mean. The Gaussians presented in Figure 5 represent the mean Gaussian of the bootstrapping iterations. The colored area around the Gaussians represent a 1σ deviation of the bootstrapping standard deviation distribution.

The results show the excellent predictive power of the RAINBOW features for SNIa, with a mean of 0.8 and a standard deviation of 0.5.
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deviation of 2.3 days (Figure 5, top panel). The Monochromatic features resulted in a very wide distribution with a standard deviation of 8.9 days. In the case of SNII, both sets of features result in widely spread predictions. For this particular type, using a direct prediction provides a much better indicator for the time of the flux maximum. For SN Ib the results for the two methods are very similar, with a slight improvement in the standard deviation for the linear regression trained with the rainbow features.

4.3. Classification

A common way to use features extracted from light curves is in ML classification tasks (e.g., Xu et al. [2023]; Sánchez-Sáez et al. [2021]). An informative set of features provides a good summary description of an object and can be used to distinguish several types of classes. We performed a multiclass classification exercise as a way to measure the relative information quality of the features extracted using the rainbow method compared to the those resulting from the Monochromatic procedure. A grid search over the max_features and max_depth hyperparameters led to no significant improvement of either model over the default hyperparameters. Therefore, we left all hyperparameters at default values to ensure a fair comparison.

For the classification algorithm, we used the random forest implementation from the sklearn library 9 [Pedregosa et al. 2011]. We decided to perform two classification challenges, one with the full light curves, and the other using only the rising part.

For the first exercise, we subsampled the database from Section 3 and built a balanced dataset of 300 light curves of each class (SNIa, SNII, SNIb, SLSN, and TDE), thus ensuring a uniform representation of the different light-curve shapes. We evaluated the results with 100 iterations of bootstrapping.

Figure 6 displays the differences in median confusion matrix between the rainbow features and the standard features. The overall median accuracy values are 88.4% and 81.9%, respectively (see Appendix B, Figures B.1 and B.2) for the individual confusion matrices. The results clearly show that features extracted with the rainbow method enclose more discriminative information. Not only the overall accuracy is better, but every single type of transient is more accurately classified. We note that the long-lasting transients SNII, SLSN, and TDE, display the largest improvement over the Monochromatic method.

Figure 7 presents the importance of each rainbow feature in the classification process. The second and third most important features for separating the different classes are $t_{\text{full}}$ and $t_{\text{rise}}$. They come from the bolometric function and are predictably key in the description of a transient type. The most relevant feature is $T_{\text{min}}$, which describes the minimum temperature that the object will reach after the event. This underlines the importance of the blackbody approximation within the rainbow model.

In order to quantify the difference of the results between the two classifiers, we performed a corrected McNemar test as proposed in [Yu & Liu 2003]. From this test, we computed a $\chi^2$ that gives the degree of certainty with which we can reject the null hypotheses, that is, that resulting differences are due to random chance and that the two classifiers perform equally well.

We computed a 2x2 matrix (Table 3) that compared the two model predictions to each other (which should not be confused with a classical confusion matrix result from a given model). This matrix was computed at each bootstrapping step, and the table displays the average over the 100 iterations. The meaningful squares are the top right (TR) and bottom left (BL) since they displayed all the cases where the classifiers output different answers. From this we computed the $\chi^2$ metric as

$$\chi^2 = \frac{(|TR - BL| - 1)^2}{TR + BL}.$$  \hspace{1cm} (6)

After the computation, we obtained a $\chi^2 = 13$, which in the case of one degree of freedom results in a p-value of $3 \times 10^{-4}$. This result shows with a confidence higher than $3\sigma$ that the
Fig. 4. Distribution per class of SNe of the difference between the Rainbow prediction and the reported time of maximum as given within the PLaSTiCC metadata. The Rainow prediction is directly computed from the light-curve estimate using the definition of PLaSTiCC PEAK-MJD. Additionally, a Gaussian was fit to the distributions to evaluate its mean and standard deviation. Resulting differences are not due to random chance.

Previous classification results displayed good performances of the Rainbow method on complete light curves, but in some cases, an early classification on a still rising transient might be required in order to decide about a telescope follow-up (e.g., Leoni, M. et al. 2022). Thus, we evaluated the Rainbow method by repeating the classification exercise in this scenario. From the rising light-curve database described in Section 3, we randomly built a balanced dataset of 250 of each class (SNIa, SNII, SNIb, SLSN, and TDE). The number of objects per class must be reduced to 250 to maintain a balanced dataset. As previously, we applied 100 iterations of bootstrapping and used a random forest algorithm to build a classifier. Similarly to Section 4.3, we computed the differences in median confusion matrix between the Rainbow and the Monochromatic features, as shown in Figure 5. The overall median accuracies are 59.5% and 50.9%, respectively (see Appendix B, Figures B.3 and B.4 for the individual confusion matrices). The results again show that Rainbow features lead to a better classification of each type of rising transients. TDE display the largest difference with an accuracy increased by more than 19%. With the exception of SNII, all other rising SNe are clearly better disentangled using the rainbow features. The type SNII include SNII-P events that are characterized by a slowly decreasing plateau phase. In the case of rising light curves, we lose this determinant information, which could explain the decrease in the accuracy differences when compared to full SNII light-curve case.

Figure 9 presents the importance of each Rainbow feature in the classification process of rising light curves. In this scenario, \( I_{\text{rise}} \) is the most important feature, which is coherent given the
Fig. 6. Confusion matrix difference between the random forest classifiers trained on Rainbow and Monochromatic features (normalized on precision). The dataset is composed of 300 light curves of each class (SNIa, SNII, SNIbc, SLSN, and TDE). The numbers represent the difference (Rainbow - Monochromatic) in the median score of 100 iterations of bootstrapping. Individual confusion matrices for each method are given in Appendix B (Figures B.1 and B.2).

Fig. 7. Mean feature importance over 100 bootstrapping iterations of the random forest classifier trained with Rainbow features.

Table 4. Mean contingency table of rising objects correctly and incorrectly classified by the random forest models trained with Rainbow and standard features over 100 bootstrapping iteration.

<table>
<thead>
<tr>
<th></th>
<th>Correct Rainbow</th>
<th>Incorrect Rainbow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct Monochromatic</td>
<td>213</td>
<td>65</td>
</tr>
<tr>
<td>Incorrect Monochromatic</td>
<td>113</td>
<td>148</td>
</tr>
</tbody>
</table>

5. Real data application

In this section, we demonstrate the capabilities of the method when applied to a real data multisurvey scenario, and compare it to the Monochromatic procedure. We used the Young Supernova Experiment Data Release 1 (YSE DR1, Aleo et al. 2023), which contains final photometry of 1975 transients observed by the Zwicky Transient Facility (ZTF, Bellm et al. 2019) gr and Pan-STARRS1 (PS1, Chambers et al. 2016) griz. YSE DR1 is the largest available low-redshift homogeneous multiband dataset of SNe, and thus provides the perfect testing ground for early classification challenge. Other features, including those related to temperature, provide second-order information and are all equally useful overall.

We also performed a McNemar test for this scenario. The average correct and incorrect classification of the two methods are shown in Table 4. Applying Equation 6, we obtained a $\chi^2 = 10.7$, which is equivalent to a $p$-value of $1 \times 10^{-3}$. The result is again statistically robust and leads to a confidence higher than $3\sigma$. 
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for a variety of real objects. It encompasses SNe observations across vast timescales, magnitudes, and redshifts: those that last a few days to over a year, ranging in apparent magnitudes $m = [12^{m}, 22^{m}]$, and span a redshift distribution up to $z \approx 0.5$.

While adding crucial deep photometry, the PS1 global cadence is well below that of ZTF, which makes an independent filter fit impossible in many cases due to insufficient number of photometric points. This implies that a traditional feature extraction step will result in a significant loss of objects. This issue can be addressed by considering PS1-\textit{gr} and ZTF-\textit{gr} as equivalent, effectively stacking the light curves. While this approximation is generally accurate, small discrepancies can be observed because of the differences in passband transmission profiles, and the difference in photometric pipelines. Therefore, the rigorous approach is to consider the passbands independently.

In this context and in the context of multisurvey analysis in general, \textsc{Rainbow} offers the possibility to perform fits on all data available at once, without any passband approximation.

We compared \textsc{Rainbow} and the standard method using the evaluation of the quality of the fit described in Section 4.1. We used all spectroscopically confirmed SNIa, SNII, and SNIbc, including nondetections, for a total of 254 SNe available in Zenodo\footnote{http://svo2.cab.inta-csic.es/svo/theory/fps3/index.php?mode=browse&gname=PAN-STARRS&asttype=}. Additionally, we manually added two nondetection points in the ZTF-\textit{gr} passbands at $-300$ and $-400$ days before the measured maximum flux time. This provided a flux baseline that helps constrain the fit, especially when only the falling part of the light curve is available. We show results for two cases: first, where the dataset was entirely used to perform a \textsc{Rainbow} fit (seven parameters per object); and second, where the combined PS1-\textit{gr} and ZTF-\textit{gr} light curves were fit independently with the \textsc{Monochromatic} method (eight parameters per object). Since PS1-\textit{i} is poorly sampled (30\% of the objects contain fewer than four detection points) and no ZTF-\textit{i} band is available, we decided to restrict our test to \textit{gr} passbands.

This dataset provides well-sampled light curves with 15 and 19 detection points on average in the $g$ and $r$ passbands from ZTF and PS1 combined, respectively. Since \textsc{Rainbow} is particularly efficient at compensating the lack of information from poorly sampled passbands, we expect both methods to perform equally well in this scenario. Therefore, we compared the methods for different sampling levels. We created eight datasets by randomly sampling from 30\% to 100\% of the points in steps of 10\%. In order to provide uncertainties, we performed this procedure ten times with different seeds. Since we still require a minimum number of points per passband (see Section 3), the datasets contained from 123 SNe for 30\% sampling to 254 SNe for the complete sample on average. Figure 10 illustrates the fits on a SNII (SN 2020ths) sampled at 50\%. We display the average median nRMSE error (Equation 5) per sampling level in Figure 11. The error bars correspond to one standard deviation of the median error over the ten seeds. The area of each point is proportional to the mean number of SNe in each sample. \textsc{Rainbow} is clearly superior, especially in extreme situations when the number of points is severely limited. Both methods are equivalent in terms of predicting the light-curve profile when using 90\% or more of the original number of points. This result indicates that the small additional information provided by PS-\textit{i} together with the physical assumptions of the \textsc{Rainbow} framework make a crucial difference on sparse transient datasets.

### 6. Conclusion

Estimating a continuous light-curve behavior from sparse and noisy photometric measurements is of crucial importance for the study of astronomical transients. When applied to large datasets, it can help us to understand the general behavior of underrepresented classes, as well as extreme examples of the most well-studied classes (e.g., Sanders et al.\cite{2015}). Moreover, with the advent of large-scale sky surveys such as LSST, features from photometric light curves are used to feed ML classifiers, since they will be the sole information available for the majority of the observed transients (Hložek et al.\cite{2020}).

The \textsc{Rainbow} framework presented here produces a continuous 2D surface in time and wavelength (Appendix A.1), even when the light curves are sparsely sampled in a number of different passbands. It starts by assuming that the thermal-electromagnetic behavior of the transient can be approximated by a blackbody, and it incorporates user-defined parametric functions representing the temperature evolution and bolometric light-curve behavior. As a result, it uses information in the available bands to inform the reconstruction in other wavelengths, providing a simple and robust framework for the estimation and feature extraction, which is especially suited when the data are sparse or spread across a set of passbands.

We used simulated data from PLAsTiCC to demonstrate the effectiveness of the method in a series of tests: goodness of fit (Section 4.1), estimation of the time of peak brightness (Section 4.2), and using the best-fit parameter values as input to machine-learning-based classifications (Section 4.3). In all these, we compared \textsc{Rainbow} to the more traditional approach of fitting a parametric function independently to each passband (the \textsc{Monochromatic} method). The results show that \textsc{Rainbow} outperforms or equals the results obtained from the traditional method, with the advantage of being applicable to significantly more sparse light curves.

Nevertheless, the method also inherits the drawbacks of the blackbody assumption, which may not be suitable for specific science cases. For example, the energy distribution of a supernova is far from being a blackbody in the ultraviolet and infrared spectrum (e.g., Faran et al.\cite{2018}). The \textsc{Rainbow} method should be used in all wavelengths and epochs for which the blackbody assumption holds. This assumption was used as a first-order approximation for various types of objects, including supernovae, classical novae, tidal disruption events, and many others. The blackbody approximation might therefore be effective for a transient classification task across a wide range of classes, even when the specific class of the object remains unknown.

Caution should also be applied for very well sampled light curves. Even when the blackbody hypotheses is valid, it remains an approximation to physically describe the gaps in the data. In the case of high-cadence measurements, it acts as a constraint that can erase important information. Whenever a large number of data points is available, allowing the necessary number of parameters to be fit by independently fitting a parametric function to each passband will result in a better approximation. We demonstrated this issue using real data from YSE DR1 (Section 5). The results showed that \textsc{Rainbow} provides significantly more informative reconstructions for a small number of observations.
A completely data driven option for the bolometric light-curve behavior based on symbolic regression is currently under development and will be the focus of a follow-up work (Russeil et al., in prep). Thus, it can be immediately used by the community to analyze the alert data.

In the context of modern astronomical surveys, not only the volume of data will pose an important challenge. The quality and complexity of the data gathered by new surveys will also evolve. LSST will push the limits of detection to even fainter magnitudes in six different passbands, but the majority of the survey strategy (wide-fast-deep) will probably consist of significantly sparse light curves for at least a few of the passbands (Lochner et al. 2018). In this context, Rainbow represents an efficient option to enable modeling and analysis of multidimension light curves.

Rainbow has been incorporated into a well-established feature extraction package (Malanchev et al. 2021) that is already used by three different community brokers: ANTARES (Matheron et al. 2021), AMPEL (Nordin et al. 2019), and Fink (Möller et al. 2021). Thus, it can be immediately used by the community to analyze the alert data.
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Appendix A: Surface plot
Figure A.1 illustrates the shape of a 2D surface built from real light curves from SN2020thx using the Rainbow approach.

Appendix B: Rainbow classification confusion matrices
Classification confusion matrix of random forest models trained on Rainbow (Figures B.1 and B.3) and Monochromatic features (Figures B.2 and B.4).

Fig. A.1. Surface plot representation of a Rainbow fit of a SNII (SN2020thx) light curve. Representations per passband of the same object with the data points are displayed in Figure 10.

Fig. B.1. Full light-curve scenario. Confusion matrix normalized on the precision of the random forest classifier trained on Rainbow features. The dataset is composed of 300 light curves of each class (SNIa, SNII, SNIbc, SLSN, and TDE). The numbers represent the median score of 100 iterations of bootstrapping. These results were used to construct those shown in Figure 6.

Fig. B.2. Full light-curve scenario. Confusion matrix normalized on the precision of the random forest classifier trained on Monochromatic features. The dataset is composed of 300 light curves of each class (SNIa, SNII, SNIbc, SLSN, and TDE). The numbers represent the median score of 100 iterations of bootstrapping. These results were used to construct those shown in Figure 6.
**Fig. B.3.** Rising light-curve scenario. Confusion matrix normalized on the precision of the random forest classifier trained on RAINBOW features. The dataset is composed of 250 light curves of each class (SNIa, SNII, SNIbc, SLSN, and TDE). The numbers represent the median score of 100 iterations of bootstrapping. These results were used to construct those shown in Figure 8.

**Fig. B.4.** Rising light-curve scenario. Confusion matrix normalized on the precision of the random forest classifier trained on MONOCHROMATIC features. The dataset is composed of 250 light curves of each class (SNIa, SNII, SNIbc, SLSN, and TDE). The numbers represent the median score of 100 iterations of bootstrapping. These results were used to construct those shown in Figure 8.