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ABSTRACT

Context. The third Gaia Data Release (DR3) provided photometric time series of more than 2 million long-period variable (LPV) candidates. Anticipating the publication of full radial-velocity data planned with Data Release 4, this Focused Product Release (FPR) provides radial-velocity time series for a selection of LPV candidates with high-quality observations.

Aims. We describe the production and content of the Gaia catalog of LPV radial-velocity time series, and the methods used to compute the variability parameters published as part of the Gaia FPR.

Methods. Starting from the DR3 catalog of LPV candidates, we applied several filters to construct a sample of sources with high-quality radial-velocity measurements. We modeled their radial-velocity and photometric time series to derive their periods and amplitudes, and further refined the sample by requiring compatibility between the radial-velocity period and at least one of the photometric periods.

Results. The catalog includes radial-velocity and variability parameters for 9,614 sources in the magnitude range 6 ≤ G/mag ≤ 14, including a flagged top-quality subsample of 6,093 stars whose radial-velocity periods are fully compatible with the values derived from the Gaia Gp, and Gbp photometric time series. The radial-velocity time series contain a mean of 24 measurements per source taken unevenly over a duration of about three years. We identify the great majority of the sources (88%) as genuine LPV candidates, with about half of them showing a pulsation period and the other half displaying a long secondary period. The remaining 12% of the catalog consists of candidate ellipsoidal binaries.

Quality checks against radial-velocity available in the literature show excellent agreement. We provide some illustrative examples and cautionary remarks.

Conclusions. The publication of radial-velocity time series for almost all thousand LPV candidates constitutes, by far, the largest such database available to date in the literature. The availability of simultaneous photometric measurements gives a unique added value to the Gaia catalog.
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1. Introduction

Evolved stars of low and intermediate mass show various kinds of light variability summarized in the class of long period variables (LPVs). Within this class, there are radially pulsating objects showing small to large light amplitudes in various pulsation modes and with various degrees of periodicity, but also stars whose light variability is due to the presence of a binary or due to eclipses of orbiting dust clouds. For disentangling the various causes for variability in these stars, sometimes even occurring in combinations, contemporaneous monitoring of radial-velocity (RV) variations has proven to be a useful approach.

Early measurements of RV variations in LPVs date back to the 1920s (Joy 1926). It was noted already then that emission and absorption lines in Miras show different kinds of variability. This was supported by several further studies, all using lines in the blue part of the spectrum, but the observed variability pattern did not allow for a conclusive description of the pulsation in these stars (Joy 1954; Reid & Dickinson 1976). A major step forward was achieved by the first monitoring of RV changes in the near-infrared. The landmark paper by Hinkle et al. (1982) revealed the photospheric kinematics for the Mira χ Cyg, allowing for components related to stellar pulsation and to mass outflow to be identified, respectively. Line doubling of high-excitation CO lines was found near light maximum and, together with the appearance of hydrogen emission lines at those phases, interpreted as a trace of shock fronts. Combining velocity data from the violet to the radio regime allowed for a stratigraphy of a Mira’s atmosphere to be constructed out to its circumstellar layers (Wallstein 1985).

Measurements of velocity amplitudes in Mira variables have played a key role in the discussion on the pulsation mode of these stars (see Wood & Sebo 1996, for a summary). In addition, these observations constrained dynamical models of LPV atmospheres
and led to today’s understanding that the levitation of the outer layers of the stellar atmosphere driven by pulsation is essential for driving an efficient mass loss during this evolutionary phase (e.g., Höfner & Olofsson 2018).

Since the periods of LPVs can reach values of a few hundred days, obtaining velocity curves at high resolution with a good phase coverage remained challenging. The total number of Miras with such datasets available in the literature is still limited to a few tens (Hinkle et al. 1984; Hinkle & Barnbaum 1996; Lebzelter et al. 1999; Alvarez et al. 2001; Lebzelter et al. 2005a,b). However, this sample covers a wide range in period, metallicity, and chemistry, revealing a consistent pattern in the velocity variations with s-shaped velocity curves in the near-infrared and peak-to-peak velocity amplitudes, depending on the lines used to trace the variation, between 20 and 30 km s\(^{-1}\) (Lebzelter & Hinkle 2002; Nowotny et al. 2010).

For physical and observational reasons, most of these studies were done in the 1.6 or 2.2 \(\mu\)m range relying on the first and second overtone lines of CO. These lines trace parts of the stellar atmosphere close to the pulsation driving zone (Nowotny et al. 2010). Within the spectrum, they are located close to the maximum of the spectral energy distribution of Miras and in an area with comparably low line blending and telluric absorption. Atomic lines in the same spectral range show a behavior very similar to the molecular lines (Hinkle & Barnes 1979). Velocity time series from the 4000 Å region show a much less expressed pattern with an amplitude of only 8 km s\(^{-1}\). In the 4000 to 6800 Å range covered in the study of Alvarez et al. (2001), amplitudes around 20 km s\(^{-1}\) were measured, and thus the lines in this range compare well with the near-infrared range.

The semiregular variables (SRVs) show significantly smaller light amplitudes and most of them are pulsating in an overtone mode (Wood & Sebo 1996). Consequently, RV amplitudes are expected to be smaller for these stars, which has been confirmed observationally for SRVs with light amplitudes ranging from 0.1 to more than 2.5 mag (Lebzelter 1999; Lebzelter et al. 2005a). For the small amplitude and short period end, velocities of 1 to 5 km s\(^{-1}\) have been reported. Some stars have characteristics somewhere between SRVs and Miras, such as W Hya (with a period of 390 d and an amplitude of more than 2 mag in V), and reach velocity amplitudes around 10 km s\(^{-1}\). Semiregular light variability is typically reflected in the velocity variations.

From the point of view of RV variations, the ellipsoidal variables form a group of special interest among the LPVs (Soszyński et al. 2004). From their location in the period-luminosity diagram of LPVs, these stars are also known as sequence E stars. They are close binaries with one object being a red giant and the other one typically being a main sequence star. While there is no visible eclipse, regardless of it being due to an angle of orbital inclination that is too steep or due to the red giant being orders of magnitude brighter than the companion, there is a gravitational distortion of the red giant, which fills the Roche lobe. This produces an elongated shape of the object, and as the star rotates, brightness variations are observed due to this asymmetry.

As a consequence, the light and RV curves of these stars show two light cycles, but only one velocity cycle within one orbital period (Nicholls et al. 2010). Nie & Wood (2014) presented an extensive database of RV curves for 81 ellipsoidal variables. About 20% of these systems show eccentric orbits, a fraction twice as high as derived from light-curve analysis alone (Nie et al. 2017), which stresses the importance of RV data for the understanding of these variables. During their further evolution, the unseen companion will gain mass from the red giant leading to a common envelope system at some point. Ellipsoidal variables are assumed to be precursors of close binary planetary nebulae (Nicholls et al. 2010).

Another group of binaries among the LPVs are the symbiotic stars consisting of a red giant and a degenerated star such as a white dwarf or a neutron star. In the case of D-type symbiotics, the evolved star is a Mira (Hinkle et al. 2013). Radial-velocity changes thus combine pulsation and orbital motion. However, orbital periods of these systems are typically longer than decades (Seaqquist & Taylor 1990) and they are therefore difficult to detect even in long velocity time series.

Finally, RV curves play a critical role in the explanation of the mysterious sequence-D stars. These LPVs show radial pulsation in some overtone modes combined with a secondary period that is typically ten times longer. Fundamental mode pulsation has been excluded as the cause of this secondary period (Wood 2000). Binarity and strange modes were suggested as alternative solutions. Interestingly, these long periods seem to form a period-luminosity sequence by themselves.

The origin of this kind of variability remains a matter of debate. Nicholls et al. (2010) showed that sequence-D stars are not ellipsoidal. From an attempt to model the velocity curves of a small sample of sequence-D stars, Hinkle et al. (2002) concluded that binarity is unlikely the cause of the variation because almost all of the objects analyzed show extremely similar values for the orbital parameters K, e, and \(\omega\). Soszyński & Udalski (2014) and Soszyński et al. (2021) suggest from a careful analysis of light curves and infrared data that sequence-D variability can be explained by an orbiting dust cloud in combination with a low-mass companion in a close circular orbit. On the other hand, Saio et al. (2015) show that the sequence-D period-luminosity relation agrees with expectations from oscillatory convective modes.

The observation of reliable RV curves of LPVs plays an important role for interpreting various aspects of these stars and their evolution. Observational challenges have limited the collection of large datasets up to now. Considering the variety of objects found among LPVs, the small existing dataset remains insufficient.

Since its second data release, *Gaia* has provided high-quality data for the study of the variability of LPVs, with the publication of photometric time series in the \(G\), \(G_R\), and \(G_B\) bands of \(\sim\)150 000 candidate LPVs in the second data release and over 2 million candidate LPVs in the *Gaia* Data Release 3 (DR3), respectively (Mowlavi et al. 2018; Lebzelter et al. 2023). Moreover, *Gaia* has the unique capability of simultaneously obtaining photometric and spectroscopic measurements owing to its *Radial Velocity Spectrometer* (RVS), thereby substantially boosting the possibility to investigate stellar variability. This feature was first exploited with the publication of RV time series of Cepheids and RR Lyrae as part of *Gaia* DR3 (Ripepi et al. 2023; Clementini et al. 2023). Here we extend this dataset to an additional 9 614 sources that are part of the *Gaia* DR3 catalog of LPV candidates. In Sect. 2 we describe the procedures involved in the construction of this FPR catalog, while we present its content in Sect. 3 and discuss its quality in Sect. 4. In Sect. 5 we give an overview of the catalog, while Sect. 6 is dedicated to a summary and to conclusions.

Several Appendices complete the main body of the text. Appendix A gives additional details on the classification of LPV candidates presented in Sect. 3. Appendix B illustrates cases where the median RV differs significantly from the systemic RV. Appendix C analyzes the impact of the Java bug mentioned in Sect. 2.2 on the LPV results published in DR3.
pendix D gives some example queries to retrieve the data of the present catalog from the Gaia archive.

2. Catalog construction

Our starting dataset is the 2nd Gaia catalog of LPV candidates (Lebzelter et al. 2023) published as part of the Gaia DR3 (Gaia Collaboration et al. 2023). More precisely, we consider the sources that appear in the table gaiadr3.vari_long_period_variable of the Gaia Archive. All these sources have their photometric time series already published in DR3. More than 70% of them do not have median RV published in Gaia DR3, most likely because they are too faint (see Katz et al. 2023). Therefore, we discard these sources, and focus on the remaining 501 308 LPV candidates having RV data in Gaia DR3. Hereinafter we adopt the notation $V_p^{RVS}$ to indicate the median RV published as part of Gaia DR3 (it corresponds to the field radial_velocity of the gaiadr3.gaia_source table in the Gaia archive\(^1\)).

For the construction of the catalog, we proceed in three main steps. To begin with, we employ the quantities derived from the Gaia RVS, and published as part of Gaia DR3, to refine the input source list to be fed to the processing pipeline. We refer to this first step as “pre-filtering,” and describe it in Sect. 2.1.

We then analyze the time series of the selected sources with an updated version of the pipeline used for variability processing in Gaia DR3 (Eyer et al. 2023; Lebzelter et al. 2023), as we describe in Sect. 2.2. Both the RV time series and the three photometric time series (in the Gaia G, G\(_{BP}\), and G\(_{RP}\) bands) undergo this “processing” step, that involves the detection and removal of outlier epochs, the computation of time series statistics, and the determination of the best-fit model.

Lastly, we employ the resulting quantities to further refine the sample of sources for publication. This final step is referred to as “post-filtering,” and is described in Sect. 2.3. The filtering conditions and number of selected sources of each step and the corresponding sub-steps are summarized in Table 1.

2.1. Pre-filtering

At this stage we aim to limit the sample to the objects with the highest-quality RV measurements by taking advantage of the information available from Gaia DR3 (namely in the gaiadr3.gaia_source table of the Gaia Archive). This is achieved by retaining only sources with large enough RVS flux, a sufficient number of RV measurements, and relatively small RV uncertainty $\epsilon^{RV}_{V_p}$. The relevant quantities and corresponding cuts involved in this process are illustrated in Fig. 1.

We begin by applying a filter that excludes the faintest objects in our dataset, using the median value $G_{RVS}$ of the epoch $G_{RVS}$ magnitudes (grvs_mag in the Gaia Archive, see Sartoretti et al. 2023), which are obtained by integration of the RVs epoch spectra. By requiring that $G_{RVS} < 12\text{ mag}$ we limit our sample to “bright” stars (top panel of Fig. 1) following the distinction made for the DR3 RVs processing (Katz et al. 2023). Almost 250 000 sources meet this criterion. It is worth pointing out that several RV-related quantities published in DR3, such as the median RV and its uncertainty, are computed with different methods depending on whether the sources are brighter or fainter than $G_{RVS} = 12\text{ mag}$. Having required that $G_{RVS} < 12\text{ mag}$, these quantities are defined unequivocally for all sources in our sample. Namely, the RV is obtained as the median of the single-

\(^1\) https://gea.esac.esa.int/archive/

transit RVs, while the RV error is the uncertainty on the median of the epoch RVs, with a constant offset accounting for a calibration floor contribution (Sartoretti et al. 2022).

Then, we apply a condition to the number of data points in each RV time series. We note that the actual number of RV observations is not necessarily appropriate for this filtering step, as they often come in groups that span a relatively short period of time (often shorter than several days) because of the Gaia scanning law (see Eyer et al. 2017). This issue is often overcome through the concept of visibility period, that is a group of transits separated from other such groups by a gap of at least 4 days. The number of visibility periods used in the derivation of radial velocities is a parameter available from DR3, and we employ it to set the condition $\text{rv_visibility_periods_used} \geq 12$. As will be explained in Sect. 2.2, a minimum number of 9 data points is necessary to obtain a time series model, but that may still not be enough for the model to be well-constrained. At the same time, raising too much the threshold would lead to the exclusion of too many sources, as can be appreciated from the middle panel of Fig. 1. We found that a good compromise could be attained by setting the threshold at 12. The condition on visibility periods is fulfilled by about 180 000 sources in our starting dataset.

The uncertainty $\epsilon^{RV}_{V_p}$ on the median RV is provided in the radial_velocity_error data field of the gaiadr3.gaia_source table. Instead of setting an absolute upper limit to $\epsilon^{RV}_{V_p}$, we rather compare it with the amplitude of the RV curve ($\text{rv_amplitude_robust}$) estimated during DR3 processing after outlier removal\(^2\). We inspected visually the distribution of said parameters for the sources in our sample, before and after the application of the conditions on $G_{RVS}$ and number of visibility periods (bottom panel of Fig. 1), and decided to construct the filtering condition in the form

\[ \epsilon^{RV}_{V_p} < 0.175 \times \text{rv_amplitude_robust}, \]

which retains almost 225 000 objects from the starting sample. The combination of the three conditions described above results in a pre-filtered sample of 110 654 RV time series, that we input into the variability pipeline.

2.2. Time series processing

Overall, the processing of the RV and photometric time series is performed in a very similar manner as it was done for the photometric time series of LPVs in DR3. Therefore, we briefly summarize the procedure, focusing on the specific parameters for RV analysis and the few differences due to updates to the pipeline, and refer the reader to Lebzelter et al. (2023, and references therein) for more details. The processing operations involve the detection and removal of outliers, followed by the calculation of time series statistics, and the derivation of the best-fit model.

The setup for detecting outliers in the photometric time series are unchanged with respect to DR3. For the RV time series, we exclude epochs with RV that:

\[ \begin{align*}
&\text{– have an uncertainty larger than } 5\, \text{km s}^{-1}; \\
&\text{– deviate from the median of the time series by more than } 100\, \text{km s}^{-1}; \\
&\end{align*} \]

\(^2\) We remark that the outlier removal procedure employed during DR3 processing is different from the one adopted in the pipeline used in the present work (Sect. 2.2), therefore the results are not necessarily the same (see Sect. 4.1.1).
Table 1. Summary of the steps involved in the construction of the catalog. The exact criterion by which two periods are considered “similar” (indicated by $P_1 \approx P_2$) is described in Sect. 2.3.2.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Sub-steps</th>
<th>Selection</th>
<th># sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting sample</td>
<td>DR3-LPV</td>
<td>$2^{nd}$ Gaia LPV catalog</td>
<td>1720588</td>
</tr>
<tr>
<td></td>
<td>DR3-RV</td>
<td>radial velocity published in DR3</td>
<td>3381218</td>
</tr>
<tr>
<td></td>
<td>DR3-LPV-RV</td>
<td>DR3-LPV and DR3-RV</td>
<td>501308</td>
</tr>
<tr>
<td>Pre-filter</td>
<td>bright</td>
<td>DR3-LPV-RV and $G_{RVS} &lt; 12$ mag</td>
<td>249600</td>
</tr>
<tr>
<td></td>
<td>vis-periods</td>
<td>DR3-LPV-RV and rv_visibility_periods_used $\geq 12$</td>
<td>180850</td>
</tr>
<tr>
<td></td>
<td>small-err-rv</td>
<td>DR3-LPV-RV and $s_{Vr} &lt; 0.175 \times$ rv_amplitude_robust</td>
<td>224696</td>
</tr>
<tr>
<td></td>
<td>filter-0</td>
<td>bright and vis-periods and small-err-rv</td>
<td>110654</td>
</tr>
<tr>
<td></td>
<td>num-outliers</td>
<td>filter-0 and number of outliers in the RV time series $N_{Vr} \leq 1$</td>
<td>105715</td>
</tr>
<tr>
<td></td>
<td>no-trend</td>
<td>filter-0 and RV model’s polynomial degree $D_p = 0$</td>
<td>90942</td>
</tr>
<tr>
<td></td>
<td>high-snrv</td>
<td>filter-0 and $SN_{Vr} &gt; 1.5$</td>
<td>58725</td>
</tr>
<tr>
<td></td>
<td>filter-1</td>
<td>no-trend and num-outliers and high-snrv</td>
<td>44216</td>
</tr>
<tr>
<td>Post-filter</td>
<td>Prv-low-limit</td>
<td>filter-1 and $P_{Vr} &gt; 35$ days</td>
<td>24118</td>
</tr>
<tr>
<td></td>
<td>Prv-up-limit</td>
<td>filter-1 and $P_{Vr} &lt; \Delta_{Vr}$</td>
<td>43621</td>
</tr>
<tr>
<td></td>
<td>filter-2</td>
<td>Prv-low-limit and Prv-up-limit</td>
<td>23523</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-Pg</td>
<td>filter-2 and $P_{Vr} \approx P_G$</td>
<td>6392</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-Pbp</td>
<td>filter-2 and $P_{Vr} \approx P_{GnP}$</td>
<td>5768</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-Prp</td>
<td>filter-2 and $P_{Vr} \approx P_{GPR}$</td>
<td>6534</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-any-Pph</td>
<td>filter-2 and $(P_{Vr} \approx P_G \lor P_{Vr} \approx P_{GPR} \lor P_{Vr} \approx P_{GnP})$</td>
<td>7551</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-2Pg</td>
<td>filter-2 and $P_{Vr} \approx 2P_G$</td>
<td>1701</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-2Pbp</td>
<td>filter-2 and $P_{Vr} \approx 2P_{GPR}$</td>
<td>1703</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-2Prp</td>
<td>filter-2 and $P_{Vr} \approx 2P_{GPR}$</td>
<td>1703</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-any-2Pph</td>
<td>filter-2 and $(P_{Vr} \approx 2P_G \lor P_{Vr} \approx 2P_{GPR} \lor P_{Vr} \approx 2P_{GnP})$</td>
<td>2242</td>
</tr>
<tr>
<td></td>
<td>filter-3(^{(a)})</td>
<td>(Prv-sim-any-Pph or Prv-sim-any-2Pph)</td>
<td>9614</td>
</tr>
<tr>
<td>Additional</td>
<td>Prv-sim-Pph+2Pph</td>
<td>filter-3 and (Prv-sim-any-Pph and Prv-sim-any-2Pph)</td>
<td>179</td>
</tr>
<tr>
<td>statistics</td>
<td>Prv-sim-Pph-only</td>
<td>filter-3 and (Prv-sim-any-Pph and (not Prv-sim-any-2Pph))</td>
<td>7372</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-2Pph-only</td>
<td>filter-3 and ((not Prv-sim-any-Pph) and Prv-sim-any-2Pph)</td>
<td>2063</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-all-Pph</td>
<td>filter-3 and $(P_{Vr} \approx P_G \land P_{Vr} \approx P_{GPR})$</td>
<td>4899</td>
</tr>
<tr>
<td></td>
<td>Prv-sim-all-2Pph</td>
<td>filter-3 and $(P_{Vr} \approx 2P_G \land P_{Vr} \approx 2P_{GPR})$</td>
<td>1194</td>
</tr>
<tr>
<td></td>
<td>top-quality(^{(b)})</td>
<td>(Prv-sim-all-Pph or Prv-sim-all-2Pph)</td>
<td>6093</td>
</tr>
</tbody>
</table>

Notes. \(^{(a)}\) All sources belonging to the filter-3 subset are published as part of the FPR. \(^{(b)}\) The sources belonging to the subset top-quality are identified by the flag flag_rv.

– deviate from the median of the time series by more than 10 times the median absolute deviation of the time series.

The choice of these parameters was guided by physical considerations concerning the typical RV amplitude for pulsation in LPVs, that is not expected to exceed several tens of km s$^{-1}$. However, we quickly realized that the sample contains a non-negligible fraction of high-quality RV curves likely originating from binarity, that we did not want to reject. Therefore, we have launched a few runs of the pipeline using rather permissive values, and tuned them by visual inspection of the distribution of the resulting time series statistics.

To describe the RV and photometric time series we adopt the same kind of mono-periodic model with frequency $f_X$ (where the subscript $X \in \{V_r, G, G_{BP}, G_{RP}\}$ indicates the type of time series), that consists of the sum of a polynomial trend of degree $D_{p,X} \leq 1$ (i.e., no trend or a linear trend) and a Fourier series with up to $N_{X} = 3$ components (i.e., up to the second harmonic). Using a notation similar to that of Eyer et al. (2017), the model is defined as

$$y = \sum_{k=1}^{N_{X}} A_{k,X} \cos \left[ 2\pi k f_X (t - t_0,X) \right] + \psi_{k,X} + \sum_{l=0}^{D_{p,X}} c_{l,X} (t - t_0,X)^l$$  (2)

where $A_{k,X}$ and $\psi_{k,X}$ are the amplitude and phase of the $k$-th Fourier component, respectively, and $t_0,X$ is a reference epoch. To avoid overfitting, the number of Fourier components is limited by the condition $N_{v,X} < \pi / \Delta \phi_{\max,X}$ on the maximum phase gap $\Delta \phi_{\max,X}$ of the folded time series (cf. Eyer et al. 2017). While this approach is effective in most cases, it may fail for the few time series that end up having large and repeated gaps, and hence lack coverage of specific phase intervals, which makes them especially exposed to overfitting. A similar effect may result if the best-fit period is longer than the duration of the time series (see Sect. 2.3.2).

For each source, the RV time series and the three photometric time series are processed independently of each other. For each time series, we begin by computing the periodogram. It is computed over the frequency range $[7 \cdot 10^{-5}, 0.1]$ d$^{-1}$, with an even spacing in frequency of $0.33 \times 10^{-4}$ d$^{-1}$. We take the period of the time series to be equal to the value corresponding to the highest peak of the periodogram. After a first determination of the best model in the form given by Eq. 2, we employ a nonlinear Levenberg-Marquardt optimization algorithm to improve the result.

It should be clear that the main peak of the periodogram identifies the strongest periodic signal in a time series, which is not necessarily the same as the period of the underlying phys-
The parameters of the best-fit model, with the exception of the frequency. The latter quantity is considered in the second sub-step, aimed at excluding the objects whose best RV period (P_{RV}) is uncertain. We construct a filtering criterion by comparing with each other the periods derived from the RV and photometric time series.

2.3. Post-filtering

We tackle the post-filtering in two successive sub-steps. The first one involves the properties of the cleaned RV curves (i.e., after outlier removal) revealed by the time series statistics as well as the parameters of the best-fit model, with the exception of the frequency. The latter quantity is considered in the second sub-step, aimed at excluding the objects whose best RV period (P_{RV}) is uncertain. We construct a filtering criterion by comparing with each other the periods derived from the RV and photometric time series.

2.3.1. Selection on RV time series properties

To begin with, we assess the impact of outlier removal on the RV time series of the pre-filtered sample, and examine the number N_{out} = N_{RV} - N_{RV}^{out} of rejected epochs as a parameter for constructing an additional filter, where N_{RV} is the number of epochs in the cleaned RV time series and N_{RV}^{out} is the number of valid measurements in the original RV time series (i.e., excluding NaN values). The majority of the time series (about 88%) are unaffected, while N_{RV}^{out} = 1 for about 7.5% of the sources, and the remaining 4.5% of RV curves had at least two rejected epochs. Visual inspection of time series and folded RV curves with varying number of outliers reveals satisfying results for N_{RV}^{out} ≤ 1, as well as a rapid degradation with increasing N_{RV}^{out}. Therefore we restrict our sample by requiring that no more than one RV epoch is excluded during outliers removal, a condition that selects 105 715 sources from the pre-filtered sample.

One of the properties that we found to be often associated with low-quality fits is the adoption of a first-degree polynomial in the RV curve model. About 18% of the RV time series in the cleaned RV time series and folded RV curves with varying number of outliers reveals satisfying results for N_{RV}^{out} ≤ 1, as well as a rapid degradation with increasing N_{RV}^{out}. Therefore we restrict our sample by requiring that no more than one RV epoch is excluded during outliers removal, a condition that selects 105 715 sources from the pre-filtered sample.

One of the properties that we found to be often associated with low-quality fits is the adoption of a first-degree polynomial in the RV curve model. About 18% of the RV time series in the cleaned RV time series and folded RV curves with varying number of outliers reveals satisfying results for N_{RV}^{out} ≤ 1, as well as a rapid degradation with increasing N_{RV}^{out}. Therefore we restrict our sample by requiring that no more than one RV epoch is excluded during outliers removal, a condition that selects 105 715 sources from the pre-filtered sample.

One of the properties that we found to be often associated with low-quality fits is the adoption of a first-degree polynomial in the RV curve model. About 18% of the RV time series in the cleaned RV time series and folded RV curves with varying number of outliers reveals satisfying results for N_{RV}^{out} ≤ 1, as well as a rapid degradation with increasing N_{RV}^{out}. Therefore we restrict our sample by requiring that no more than one RV epoch is excluded during outliers removal, a condition that selects 105 715 sources from the pre-filtered sample.

One of the properties that we found to be often associated with low-quality fits is the adoption of a first-degree polynomial in the RV curve model. About 18% of the RV time series in the cleaned RV time series and folded RV curves with varying number of outliers reveals satisfying results for N_{RV}^{out} ≤ 1, as well as a rapid degradation with increasing N_{RV}^{out}. Therefore we restrict our sample by requiring that no more than one RV epoch is excluded during outliers removal, a condition that selects 105 715 sources from the pre-filtered sample.
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cycles metric periods show that the two quantities rapidly converge. The distribution of the values of \( r \) and that of \( \Delta P \) during the observation duration \( \Delta t_{V} \) of the RV time series. We recall that the adoption of such a lower limit by Lebzelter et al. (2023) for the photometric time series was aimed at minimizing the contamination from spurious signals. These conditions further reduce our dataset to 23,523 sources. The distribution of RV periods before and after applying the conditions is shown in Fig. 3.

Finally, we examine how close the RV period is to the periods obtained from modeling the photometric time series. To do so, we follow the method described by Mowlavi et al. (2023) (their Sect. 4.1). We quantify the similarity between the RV period \( P_{V} \) and a photometric period \( P_{ph} \) (either \( P_{G} \), \( P_{Gph} \), or \( P_{Gbp} \)) by the quantity

\[
r_{Vph} = \frac{|P_{V} - P_{ph}| \Delta t_{V}}{P_{V}} = \frac{\Delta t_{V}}{P_{V}},
\]

which represents the maximum phase deviation a signal with period \( P_{ph} \) can accumulate with respect to \( P_{V} \) during the observation duration \( \Delta t_{V} \). In order to better understand the meaning of Eq. 3, we note that \( \delta_{Vph} \) is the difference between the two periods normalized to \( P_{V} \), whereas \( \Delta t_{V} \) is the number of cycles with period \( P_{V} \) covered by the RV time series. Let us assume that the RV and photometric curves are in phase at the very beginning of the RV time series. Unless the two periods are identical, after one RV cycle \( P_{V} \), the two curves show a phase offset that is exactly equal to \( \delta_{Vph} \). After two RV cycles the phase deviation is twice as large, and so on. At the very end of the RV time series, the phase offset is \( \delta_{Vph} = \Delta t_{V} = r_{Vph} \). It is easy to see that this is also the maximum possible phase deviation for given \( P_{V} \), \( P_{ph} \), and \( \Delta t_{V} \).

From Eq. 3 it is clear that \( r_{Vph} \) is defined asymmetrically, and that \( r_{Vph} = \neq r_{ph,V} \). However, the closer the values of the period being compared, and the smaller the asymmetry is. The distribution of the values of \( r_{Vph} \) for all three photometric periods show that the two quantities rapidly converge when they are smaller than unity. We thus construct our “period similarity” condition in the form

\[
r_{Vph} = \max(r_{Vph, \max}) < 1.
\]

Fig. 4 shows the distribution of \( r_{Vph} \) versus the number of cycles \( n_{Vph} \) covered by the RV time series. A large number of sources accumulate along two slanted stripes in the diagram, that are only partially rejected by the condition defined by Eq. 4. These stripes correspond to \( r_{Vph} \approx n_{Vph} \) and \( r_{Vph} \approx 2n_{Vph} \), respectively. It is easy to show that the former case corresponds to \( P_{ph} \approx 2P_{V} \) or \( P_{ph} \ll P_{V} \), and the latter to \( P_{ph} \approx 3P_{V} \) or \( P_{ph} \approx -P_{V} \), which is not possible as periods have positive values. They clearly indicate situations of incompatibility between pairs of periods, and should be excluded. To do so, we require that

\[
\delta P_{Vph} = \max(P_{Vph}) \left( \frac{|P_{V} - P_{ph}|}{\min(P_{Vph, P_{ph}})} \right) < \frac{1}{3},
\]

which completes our condition on period similarity (Eq. 4). The combination of Eq. 4 and 5 for the \( G \)-band and RV periods is equivalent to taking only the data points that are on the left of the red lines in both panels of Fig. 4. Therefore, our definition of period similarity is given by

\[
P_{V} \approx P_{ph} \iff (r_{max} < 1) \text{ and } \delta P_{Vph} < \frac{1}{3}.
\]

It should be noted that, if a source displays variability due to binarity, the main peak in the periodogram of any one of its photometric time series can be half of the true orbital period, and hence of the RV period. Therefore, the requirement that \( P_{V} \approx P_{ph} \) could lead to exclude these sources. In order to avoid this, we are also interested in using a requirement in the form \( P_{V} \approx 2P_{ph} \), which means that any occurrence of \( P_{ph} \) in Eq. 6 is replaced by \( 2P_{ph} \). Our final requirement is therefore

\[
(P_{V} \approx P_{ph} \text{ or } P_{V} \approx 2P_{ph}) \text{ for any } P_{ph} \in \{P_{G}, P_{Gph}, P_{Gbp}\}.
\]

Fig. 5 displays the period distributions for the sources displaying compatibility between the RV period and one or more
photometric periods according to Eq. 6. Comparing with the distribution in Fig. 3 we note the effectiveness of this type of selection at rejecting periods shorter than ∼ 200 days, where a higher rate of occurrence of spurious frequencies is expected (see Holl et al. 2023). This is also true when the RV period is compared with twice one of the photometric periods.

We note that the number of sources with $P_{V_R} \approx P_G$ is slightly higher than that with $P_{V_R} \approx P_{G, BP}$, which in turn are more numerous than the objects with $P_{V_R} \approx P_{G, RP}$. The same trend is present when the comparison is made against twice the photometric period, but is less pronounced. This could be indicative of a color-dependence of the photometric variability features, typical of pulsating stars. The fact that this feature becomes less conspicuous when $P_{V_R} \approx 2P_{ph}$ would support the interpretation that the variability of these sources is extrinsic and associated with binarity.

We construct the final filter by applying the condition defined by Eq. 7 inclusively to the three photometric periods, that is, we require that the RV period is similar to at least one of them. The final dataset consists of 9,614 sources.

### 2.4. Top-quality sample

By the criteria defined above, we identified a subset of the FPR consisting of sources displaying a high degree of compatibility between the RV and photometric variability. Namely, there are 6,093 sources whose RV period is consistent with each one of the three periods derived from the photometric time series. This means that these sources fulfill the condition

$$P_{V_R} \approx P_{ph} \text{ or } P_{V_R} \approx 2P_{ph} \text{ for all } P_{ph} \in \{P_G, P_{G, BP}, P_{G, RP}\}.$$  (8)

These sources are identified by the field $flag_{rv} = True$ in the Gaia Archive (see Sect. 2.5), and form a subset that we dubbed the “top-quality sample” (TQS).

Such a high consistency between the RV and photometric periods is a strong indication that a signal originating from the same physical process is being detected in all four time series, with two important consequences. On the one hand, these sources can be used to investigate a given type of variability in its different aspects (physical motion, changes in brightness and color) with a good degree of confidence that they all trace the same phenomenon. Given the multi-periodic nature of LPVs, this is far from trivial. On the other hand, there is a comparatively small probability that the periodic signal picked up by the variability processing pipeline is spurious.

Other than this self-consistency, the sources in the TQS have on the average the same properties as the remaining FPR sources, with the only exception that they include a larger fraction of sources identified as binary variables (see Sect. 3). Indeed, binary candidates are assigned to the TQS with a higher frequency (∼ 80%) than other sources in the FPR (∼ 60%). These trends are likely to be attributed to the fact that, owing to its geometric nature, binary-induced variability shows smooth variations compared with the pulsation of LPVs, known to display irregularities.

We compared the TQS and the other FPR sources in terms of the distributions of several quantities from Gaia DR3. The sources in the former set display slightly better astrometry (smaller errors in sky coordinates and proper motions), but the
two sets are equivalent in terms of relative parallax uncertainty. These properties are to be attributed to a slightly higher number of visibility periods used in the astrometric solution. The uncertainty associated with both photometric and RV measurements as reported in the Gaia DR3 source table is slightly higher for the TQS sources, which simply reflects the fact that they tend to exhibit larger variability amplitudes. The TQS sources follow essentially the same brightness distributions of all other FPR sources in all three Gaia bands, except for slightly brighter in $G_{BP}$ and fainter in $G_{RP}$, and as a result they appear to have a slightly bluer color which reflects the larger fraction of binaries in the TQS compared to other FPR sources, see Sect. 5. The two sets do not show any particular difference in their RV distributions.

Some more significant differences between the two sets are found in terms of the variability parameters (Fig. 6). The requirement of period consistency effectively excludes from the TQS sources with short $G$-band periods (due to the lower limit at 35 days on $P_{RV}$). Moreover, the amplitude distribution of TQS sources tends to be skewed toward slightly larger values compared with the full FPR sample, as they are associated with a higher signal-to-noise ratio (and hence a higher chance of picking the same periodicity in RV and in photometry). Other amplitude-related parameters (such as standard deviation, interquartile range, or Stetson variability index) show similar trends. For similar reasons the TQS sources display smaller Abbe values (Mowlavi 2014; Mowlavi et al. 2017) than other sources in all Gaia bands, indicating smoother light curves. However, such a difference is not present for the Abbe value computed for the RV time series.

Finally, we inspected the mean value of the uncertainties associated with single epochs (either of the RV or photometric time series) and the mean of the absolute residuals of the time series models, and found differences between the distribution associated with the TQS and with other sources that are consistent with the different amplitude distributions. Therefore, we remark that we consider this subsample to be of superior quality within the FPR because of its content of coherent physical information rather than in terms of actual quality of measurements.

### 2.5. Data fields

The present catalog follows the same scheme as the 2nd Gaia catalog of LPV candidates (Lebzelter et al. 2023), and has therefore the same data fields, with the addition of the corresponding fields for the RV variability. More precisely, the fields solution_id, source_id, median_delta_w1_rp, and isCstar are left unchanged, while the fields frequency, frequency_error, and amplitude have their values replaced with the newly derived parameters of the best-fit model for the $G$-band time series (see Sect. 2.2 for the reason of the updated values). Finally, the following four data fields are added.

**frequency_rv**: Frequency of the RV curve (double, Frequency[day$^{-1}$])

This field provides the frequency determined from the RV time series.

**frequency_error_rv**: Uncertainty on the RV frequency (float, Frequency[day$^{-1}$])

This field provides the uncertainty on the frequency of the RV time series.

**amplitude_rv**: Amplitude of the RV curve (float, Velocity[km s$^{-1}$])

This field gives the half peak-to-peak amplitude (semi-amplitude in km s$^{-1}$, based on the best-fit model (see Sect. 2.2).

**flag_rv**: Flag identifying the top-quality subsample (boolean)

This field identifies the sources whose RV period is fully compatible with all three photometric periods (see Sect. 2.4).

The full RV time series for all sources in this FPR are available for download from the table gaiafpr.vari_epoch_radial_velocity in the Gaia archive, while the statistics for the cleaned RV time series are provided in the table gaiafpr.vari_rad_vel_statistics, following the same scheme adopted in Gaia DR3 for the RV time series of Cepheids and RR Lyrae (cf. Ripepi et al. 2023; Clementini et al. 2023). In Appendix D we provide some instructions on how to retrieve the FPR data.

Hereinafter we adopt the notation $A_G$ and $A_{V}$ to indicate the quantities amplitude and amplitude_rv published in this FPR, corresponding to the semi-amplitude of the fundamental component of the best-fit Fourier model of the $G$-band and RV time series, respectively. We note that roughly half of the $G$-band time series and more than 80% of the RV time series have been modeled with a single-component Fourier series, so the published value is exactly the semi-amplitude of the model. The remaining time series have harmonic components whose amplitude is typically much smaller than that of the fundamental component, so that the semi-amplitude of the latter is still representative to the semi-amplitude of the full Fourier model. Therefore, for simplicity, we often refer to $A_G$ (not to be confused with the $G$-band extinction) and $A_{V}$ as “semi-amplitude of the time series models,” whereas their formal meaning should be clear.

### 3. Catalog content

This FPR provides epoch RVs for 9,614 candidate LPVs, of which the $G$, $G_{BP}$, and $G_{RP}$ time series are available in DR3 as part of the second Gaia catalog of LPV candidates. Figure 7 shows the $G$-band distribution of these sources, which cover the range $6 \leq G/[mag] \leq 14$. The RV time series have between 12 and 90 measurements, with an average of 24 epochs, unevenly sampling a time interval of about 3 years. More precisely, the RV time series have a mean duration of 905 days, spanning a range between about 500 and 1000 days, but with a distribution skewed toward longer durations (typically $\geq 800$ days). The number of epochs in the RV and $G$-band time series, as well as the number of visibility periods adopted for deriving median RVs in DR3 (see Sect. 2.1), are illustrated in Fig. 8. We note that these numbers correspond to the cleaned time series, that is after outlier removal, and are the same values given in the Gaia archive summary tables, whereas the published Gaia light curves include
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Fig. 8. Distribution of the number of observations (top) and duration (bottom) of the RV and G-band time series of the FPR sources. The red line indicates the number visibility periods used to derive the median RV published in DR3 (a single visibility period may contain multiple epochs, see Sect. 2.1). The blue and green lines indicate the number of measurements in the cleaned RV and G-band time series (top) or their duration (bottom).

the outlier epochs as well (flagged to indicate whether they have
been rejected by the variability pipeline).

Besides the filtering steps, in Table 1 we provide a summary of a few interesting subsets of the final sample, obtained by further comparing the periods derived from the RV and photometric time series. Following the criteria defined in Sect. 2.3.1, the period comparison for a given source has three possible outcomes: (1) \( P_{V} \approx P_{ph} \), (2) \( P_{V} \approx 2 P_{ph} \), or (3) \( P_{V} \not\approx P_{ph} \) and \( P_{V} \not\approx 2 P_{ph} \). These conditions are not necessarily the same for each of the three photometric periods. For instance, a source might be such that \( P_{V} \approx P_{G} \), \( P_{V} \approx 2 P_{G} \), and at the same time \( P_{V} \not\approx P_{G} \) and \( P_{V} \not\approx 2 P_{G} \). However, due to the filters we applied, either conditions (1) or (2) must be verified for at least one of \( P_{ph} \in \{ P_{G}, P_{G+}, P_{G-} \} \) for all sources published in the FPR. These conditions allow us to distinguish between three types of sources:

- only 1:1 compatibility: \( P_{V} \approx P_{ph} \) for at least one photometric period, but none of the other periods meets the condition \( P_{V} \approx 2 P_{ph} \);
- only 2:1 compatibility: \( P_{V} \approx 2 P_{ph} \) for at least one photometric period, but none of the other periods meets the condition \( P_{V} \approx P_{ph} \);
- “mixed” compatibility: \( P_{V} \approx P_{ph} \) for at least one photometric period, and \( P_{V} \approx 2 P_{ph} \) for at least one of the other photometric periods (as in the example above).

The majority of the FPR sources fall in the first category, consisting of 7 372 sources (about 77%). There is no direct indication that the variability of these sources results from binarity, as none of the photometric period is close to a 2:1 ratio with respect to the RV period. Of course, this does not prove that they are not binary variables. However, it is reasonable to assume that most of these sources are probably pulsating stars, at least for the purpose of assessing the relative fractions of these types of variables in the FPR. Similarly, the 2 063 sources (about 21%) belonging to the second category in the list above are probably binary variables. More precisely, as they are selected among bright red giants, these sources are most likely ellipsoidal variables (ELL), and will be referred as such hereinafter. Further evidence supporting this statement will be provided in Sect. 5.

Finally, there exist 179 sources such that their RV period is consistent with one or two of the photometric periods, and twice the value of the remaining ones. We examined visually the time series of a random sample of these sources, and found that the cleaned light curves often show large phase gaps when folded with the RV period. Figure 9 shows a clear example with a lack of data near minimum light. All time series show a similar trend, and the best-fit model to the RV, \( G \), and \( G_{BP} \) time series is visually convincing, yet the \( G_{BP} \) has a best-fit model with half the period found in the other time series. A similar situation can arise when the time series covers a small number of RV cycles, so it becomes difficult to constrain the period precisely. It is clear that this kind of mixed consistency between photometric and RV periods has artificial causes and, in principle, none of the two periods can be confidently taken to be the correct one. It is not possible to make any inference on the nature of these sources based only on their periods. However, the fact that they represent less than 2% of the FPR is encouraging.

These three categories give us a general idea of the fractions of ellipsoidal and pulsating variables in the FPR based on weak conditions on period consistency. Stronger conditions can be imposed by restricting the analysis to the TQS, which includes 4899 probable pulsators (\( P_{V} \approx P_{ph} \) for each \( P_{ph} \)) and 1194 probable ELL (\( P_{V} \approx \frac{1}{2} P_{ph} \) or \( P_{V} \approx P_{ph} \)). The two kinds of sources make up for about 80% and 20% of the TQS, respectively. These percentages are fully compatible with the values found in the previous paragraph.

3.1. Candidate ellipsoidal variables

Classifying the types of variables discussed above based only on the ratio between the RV period and photometric periods is not necessarily a good approach. In particular, it might be inappropriate if one or more of the cleaned time series end up having a small number of measurements, so that the corresponding period is poorly constrained. Therefore, we use the semi-amplitude \( A_{V} \) of the RV time series model, and the corresponding value \( A_{G} \) for the \( G \)-band model, to perform a deeper analysis. In doing so we consider only the TQS in the rest of this section, so as to obtain as clean a picture as possible.

The \( G \)-band and RV semi-amplitudes derived for the sources in this sample are displayed in Fig. 10. Two groups are clearly separated in this diagram (in either panel). The first group shows \( G \)-band variations over a wide range (0.02 \( \leq A_{G} / \text{mag} < 2 \)), but is limited to relatively small RV amplitudes (\( A_{V} \leq 10 \text{ km s}^{-1} \), with only a few exceptions). The second group is characterized by large RV variations (\( A_{V} \geq 5 \text{ km s}^{-1} \)) and relatively small light amplitudes (\( A_{G} \leq 0.2 \text{ mag} \)). We can readily interpret the former group as consisting of pulsating stars, whose brightness changes can become very large (owing to strong absorption by molecules that form efficiently in the expanding phase of the cycle, Reid & Goldston 2002) while they can hardly attain pulsation velocities larger than \( \sim 20 \text{ km s}^{-1} \) (Nowotny et al. 2010). In contrast, orbital velocities can easily exceed that value in binaries, but their \( G \)-band variations do not exceed a few tenths of magnitude. This interpretation is supported by the fact that the vast majority of sources with \( P_{V} \approx P_{ph} \) are found in the former group (black points in the top panel of Fig. 10), whereas most sources in the
Fig. 9. Example time series for a source with mixed consistency between the photometric and RV time series. This source has $P_G \approx P_{GBP} \approx P_V$, while $P_{GBP} \approx 0.5P_V$. The panels in the top row show the RV data and model, while the photometric data and corresponding models are shown in the panels in the bottom row (in red, green, and blue for the $GBP$, $G$, and $GBP$ bands, respectively). For visualization purposes, an arbitrary offset is applied to the $GBP$ and $G$ time series. The Gaia DR3 source ID of this object is indicated in the title, together with the period and semi-amplitude of the best-fit $G$-band and RV time series models. The panels on the right show the four time series folded by the RV period.
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latter group have $P_{V} = 2P_{ph}$ (black points in the bottom panel), although some contamination is present in both.

Based on the distributions displayed in Fig. 10, we identify ELL candidates by the condition

$$A_G < 0.3 \text{ mag and } \frac{A_G}{\text{mag}} < 2.5 \times 10^{-3} \left( \frac{A_{V_5}}{\text{km s}^{-1}} \right)^2$$

which corresponds to the region in Fig. 10 below and to the right of the dashed red line. We prefer Eq. 9 to a condition based on the RV-to-photometric period ratios as it is based on physical arguments, and allows us to identify ellipsoidal variables more confidently. For instance, we note that there are several sources in Fig. 10 (top panel) having $20 \lesssim A_{V_5}/\text{km s}^{-1} \lesssim 50$ that are unlikely to be pulsators, but would be classified as such based only on the ratio between their RV period and photometric periods. Further evidence in support of this approach is given in Sect. 5.

At the same time, there are sources with $P_{V} = 2P_{ph}$ that end up outside of the region associated with ELLs in Fig. 10 (bottom panel). While there is no a-priori reason why they should not be binaries, their distribution in this diagram is consistent with that of the sources with $P_{V} = P_{ph}$ (top panel of Fig. 10), suggesting that they display the same kind of variability. Visual inspection of their RV and light curves indicates that the 2:1 period ratio is probably artificial. This most likely results from the fact that many stars in this part of the diagram are semi-regular variables with multi-periodic variability, not necessarily well-described by a single-period model.

3.2. Candidate LPVs: Pulsation and long secondary periods

For pulsating LPV stars the photometric amplitude of variability increases with the pulsation period, a trend that can be identified in the left and top sides of the diagram in Fig. 11 ($20 \lesssim P_G/\text{days} \lesssim 500$). A second group of stars can be seen in the bottom-right corner of the diagram, characterized by long periods and comparatively small $G$-band amplitudes. While it is likely that these sources are also pulsating LPVs, the dominant period picked up by the variability processing pipeline is probably a long secondary period (LSP; see, e.g., fig. 16 of Lebzelter et al. 2023).

We tentatively identify LSPs in the period amplitude diagram by the condition

$$A_G < 0.35 \text{ mag and } \frac{A_G}{\text{mag}} < 10^{-7} \left( \frac{P_G}{\text{days}} \right)^{2.5}.$$  

(10)

We remark that this criterion and the resulting classification is necessarily approximate, and is adopted only for the purpose of characterizing the content of the FPR. In principle, a knowledge
of the absolute brightness is required in order to accurately differentiate between pulsation periods and LSPs so that one can construct a period-luminosity diagram. This cannot be done for the entire FPR sample because of the relatively large uncertainties affecting the parallaxes of a number of sources, even though more than one third of them have relative parallax errors better than 10% (they are examined in more detail in Sect. 5.2).

We note that certain LPVs, such as some relatively massive AGB stars or red supergiants, have long pulsation periods and relatively small photometric amplitude, and their variability could thus mimic the LSP variation. These stars overlap with LSPs in the period-amplitude diagram (see e.g., fig. 18 of Lebzelter et al. 2019), and might be misclassified by our criteria. However, given the rarity of these stars, this has a negligible impact in our quantification of the relative fraction of variability types in the FPR. They are further examined in Sect. 5.2.

We also note that pulsation and LSP usually coexist in LPVs that exhibit the LSP phenomenon. The knowledge of multiperiodicity and the amplitude associated with each period can then improve the classification derived from the period-amplitude diagram. However, as only one period is extracted from each time series in this FPR, we consider our selection appropriate enough for our purposes. Additional evidence to support this is provided in Appendix A.

3.3. Summary

Table 2 provides a summary of the number of sources identified as LPVs (either showing pulsation or LSP variability) or as ellipsoidal variables. The TQS consists by about 14% of ELLs, by about 38% of pulsating LPVs, and by about 48% of LPVs for which we detect LSP-like variability. If the conditions defined by Eqs. 9 and 10 are extended to the entire FPR sample, these percentages become about 12%, 42%, and 46%, respectively.

The numbers in Table 2 also show that, overall, the TQS includes roughly 60% of the LPVs (regardless of whether they show pulsation or LSPs), and 80% of the ELL candidates, indicating that the latter enter more easily in the TQS. This is consistent with the fact that the geometric origin of the variability of the latter results in much smoother and regular variations than those presented by the former, increasing the chances of consistency between photometric and RV periods.

It is worth noting that the classification we adopted is generally consistent with ratios between RV and photometric periods. Among the sources in the TQS, 89% of the ones identified as ELLs show a 2:1 ratio between $P_V$ and $P_R$, whereas about 86% and 96% of the LPV candidates showing pulsation or LSP variability, respectively, are consistent with a 1:1 ratio. The corresponding percentages concerning the full FPR are roughly consistent with these values, although some differences arise due to the occurrence of sources showing mixed consistency. Some example time series of ELL, pulsating LPVs, and LSPs from the TQS are displayed in Figs. 12, 13, and 14, respectively.

4. Catalog quality

In the present section we check the quality of the FPR catalog. We examine the average RVs in Sect. 4.1, then we consider the RV variability in Sect. 4.2, and finally we compare with literature data in Sect. 4.3.

4.1. Radial velocity estimates

4.1.1. Median radial velocity: Consistency with Gaia DR3

The values $V_{\text{DR3}}$ of RV published in Gaia DR3 are derived with two different methods depending on the source brightness. In particular, if a source has $G_{\text{Gaia}}$ brighter than 12 mag (as is the case for all FPR sources), $V_{\text{DR3}}$ is computed as median values over the RV time series (Katz et al. 2023). It is worth comparing these values with the median values $V_{\text{Gaia}}$ resulting from the variability processing pipeline employed for the FPR sample (the field median_rv in the table gaiadfpr.vari_rad_vel_statistics). Some small deviations are expected between the two values because of slight differences in terms of data and methods. Indeed, the definition of median value adopted by the Gaia variability processing unit and by the Gaia spectroscopic data processing unit are slightly different. To compute the median value of a dataset consisting of an odd number of values, both methods sort the data and take the middle value. In contrast, if the number of values is even, after sorting the variability processing pipeline takes the smaller of the two middle values, whereas the spectroscopic processing pipeline takes the mean of the two middle values. This means that the former method systematically results in smaller median values than the latter. Moreover, compared to the RV time series used to compute $V_{\text{DR3}}$, the time series published in this FPR can have one fewer epoch as a result of outlier removal during the variability processing (Sect. 2.2).

In summary, we find differences between $\langle V_R \rangle$ and $V_{\text{DR3}}$ for 305 sources whose RV time series had one outlier removed, and for 4 672 sources whose time series had no outlier removed, but have an even number of epochs. These sources are displayed in Fig. 15, where the absolute value of the difference between $\langle V_R \rangle$ and $V_{\text{DR3}}$, normalized to the uncertainty $\sigma_{V_R}$ on $V_{\text{DR3}}$, is shown against the number of epochs in the FPR time series. For the ma-
Fig. 12. Similar to Fig. 9, but showing some example time series of ELL candidates. All data in the panels on the right-hand column are folded by the FPR RV period.
Fig. 13. Similar to Fig. 9, but for pulsating LPV candidates. All data in the panels on the right-hand column are folded by the FPR RV period.
Fig. 14. Similar to Fig. 9, but for LPV candidates for which we likely detect a LSP. All data in the panels on the right-hand column are folded by the FPR RV period.
The distribution of this quantity is displayed in Fig. 16, together with the absolute value of the systemic RV comparable with \( V_0 \) or smaller than the RV uncertainty. A white shading indicates a more densely populated area of the diagram.

The uneven sampling of \textit{Gaia} time series also means that the median RV is not necessarily a good indicator of the systemic RV, that is the center-of-mass velocity, an accurate estimate of which generally requires the RV variability to be modeled. In principle, the zero-point \( V_0 \) of the RV time series model (i.e., the constant term \( C_0 \) in Eq. 2, unpublished but computable with the published time series) is more representative of the systemic RV than an average over the time series. In order to assess this, we examine the fractional deviations between \( V_{\text{ph}} \) and \( V_0 \) by taking the absolute value of their difference and scaling it to \( |V_0| \).

The distribution of this quantity is displayed in Fig. 16, together with the zero point \( V_0 \) and the median value \( V_0 \) published in \textit{Gaia} DR3; blue: median value \( V_0 \) computed by variability processing; green: mean value \( \langle V_{\text{ph}} \rangle \) computed by variability processing). The histograms show the distribution of absolute difference between each of the average values and \( V_0 \) (computed by variability processing). The thin black histogram, limited to a subset of the FPR sample, compares \( V_\text{ph} \) with the center-of-mass velocity \( V_\text{com} \) derived by the non-single stars processing pipeline for \textit{Gaia} DR3 (see Sect. 4.1.2 for more details), and refers to the scale on the right-hand side axis.

### Table 2. Number of sources assigned to different types (LPVs showing pulsation or LSP variability, or ellipsoidal variables) in the TQS and in the full FPR, distinguishing between the stars showing compatibility between the RV and photometric periods in a 1:1 or 2:1 ratio.

<table>
<thead>
<tr>
<th></th>
<th>TQS</th>
<th>FPR</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all</td>
<td>( P_{V_0} \approx P_{ph} )</td>
<td>all</td>
</tr>
<tr>
<td>LPV pulsation</td>
<td>1992</td>
<td>304</td>
<td>2296</td>
</tr>
<tr>
<td>LSP</td>
<td>2807</td>
<td>109</td>
<td>2916</td>
</tr>
<tr>
<td>ELL</td>
<td>100</td>
<td>781</td>
<td>881</td>
</tr>
<tr>
<td>Total</td>
<td>4899</td>
<td>1194</td>
<td>6093</td>
</tr>
</tbody>
</table>

**Notes.** Sources that do not belong to the TQS may show photometric periods that are simultaneously compatible with \( P_{ph} \) in both the 2:1 and 1:1 ratios, so the corresponding “total” column is not necessarily equal to the sum of the two previous columns.
Fig. 18. Absolute difference between the median value \( (V_R) \) and the zero point \( V_R^0 \) RV estimates, scaled to the mean value of the uncertainties on individual RV epochs, and shown against the semi-amplitude \( A_{V_R} \) of the RV time series model. A white shading indicates a more densely populated area of the diagram.

Fig. 19. Absolute difference between \( (V_R) \) and \( V_R^0 \), scaled by the mean of epoch RV uncertainties, for various subsets of the FPR sample. In the top panel, the orange curve corresponds to sources flagged for high consistency between RV and photometric periods, whereas all other sources are represented by the purple curve. In the bottom panel, the red, green and blue curve correspond to sources tentatively identified as pulsating LPVs, LPVs showing LSP variability, or ellipsoidal variables, respectively (see Sect. 3). The gray curves in both panels represent the whole FPR sample.

with the fractional difference with respect to \( V_R^0 \) of \( V_R^{DR3} \) and of the mean value \( V_R \) derived from variability processing. This diagram shows that in most cases the median values are compatible with \( V_R^0 \) to within few percents, whereas the mean value performs slightly better, typically within less than a 1 %. Both indicators are consistent with \( V_R^0 \) within about 10 % for the bulk of the sample.

As is discussed in Sect. 4.2, a subset of the FPR sources are also present in the Gaia DR3 non-single stars table, which provides center-of-mass velocities based on orbital solutions. We include in Fig. 16 a comparison between these values and \( V_R^0 \), that are found to be in excellent agreement, being usually compatible within 0.03 %. We leave further comparisons with the non-single stars results for the next section.

While such fractional difference is helpful to have a quick glance at the general degree of agreement between various indicators, it fails to characterize the stars having a very small systemic RVs (comparable with or smaller than the RV uncertainty) which lead to the tail of the distribution at large values, as can also be appreciated from Fig. 17. Therefore, we further examine the sample by scaling the difference \( |(V_R)−V_R^0| \) by the mean value \( \bar{\epsilon}_{V_R} \) of the uncertainties on individual RV epochs on a given time series. The resulting quantity is displayed in Fig. 18 as a function of the semi-amplitude of the RV time series model. Its distribution peaks around one, indicating that for the majority of the time series the value \( (V_R) \) is compatible with \( V_R^0 \) within the mean RV uncertainty. However, there is a clear tendency for this compatibility to degrade with increasing RV amplitude. This is primarily due to the uneven and irregular time sampling of Gaia observations. While this is rarely an issue for sources that display little or no variability, it is something to be kept in mind when dealing with LPVs and ELLs, because:

- they have periods comparable with the observational baseline, so the Gaia time series may cover only a small number of variability cycles;
- they have large variability amplitudes, and so observations taken at a random phase of the variability cycle may be very far from the central value;
- the Gaia scanning law is such that a large number of observations may be concentrated within an interval of time much shorter than the typical time scales of LPVs and ELLs; these ‘clusters’ of epochs have a very high statistical weight, but carry little more information than a single measurement taken in the middle of that time interval.

The combination of these effects increases the chance of selectively over-sampling or under-sampling a specific phase of the variability cycle, thereby skewing the median away from the mid-point of the RV curve. For similar reasons, the amplitude of variability may be underestimated by statistical indicators such
as the standard deviation or the interquartile range. Some examples of RV curves showing these effects are provided in Appendix B.

We note that the top-quality sample shows a slightly larger difference, on the mean, between \( V_R \) and \( V_M \) than the full FPR sample. This is due to the presence of a larger fraction of ellipsoidal variables in the former sample, which have large RV ranges (see Sect. 3 and Fig. 19).

Finally, we recall that the epoch RVs are measured from RVS data by comparing observed spectra with synthetic stellar spectra used as templates (see Sect. 6.4.8 of the data by comparing observed spectra with synthetic stellar spectra ranging from 3100 K to 7500 K (typically between 3300 K and 3800 K) and \( \log(g) \) in the range -0.5 to 5.0, and are restricted to O-rich stars (Katz et al. 2023). As LPVs can have stellar parameters outside these ranges and include C-stars, the matched template is not necessarily the most appropriate in terms of atmospheric parameters \( T_{\text{eff}} \) and \( \log(g) \), which might impact the derived zero-point and median RVs. Yet, the analysis of the overall features of the FPR sample does not highlight any clear systematic discrepancy with respect to what would be reasonably expected. For instance, the distribution of RV as a function of galactic longitude (Fig. 20) does not show a wider spread for C stars than for O-rich LPVs. Likewise, the sky map presented in Sect. 5 gives essentially the same picture as Fig. 5 of Katz et al. (2023), despite being limited to a selection of stars (i.e., cool red giants and including C-stars) that are substantially more exposed to the risk of template mismatch than the bulk of sources used by these authors in their figure. More importantly, the variability properties of the RV curves, that are the object of this FPR, are not expected to be significantly affected by the template mismatches, as all epoch RV measurements should be equally impacted by the mismatch. The LPVs undergoing large changes in \( T_{\text{eff}} \) throughout the pulsation cycle may represent an exception as a different spectral template should be adopted for different epochs, but it is unclear how this might impact the RV variability data. Visual inspection of the RV curves and comparison with their photometric light curves give further support to these considerations.

### 4.2. Radial velocity variability

For the purpose of assessing the quality of the periods and amplitudes derived from RV time series of sources that are identified as ellipsoidal binary stars, we compare the FPR data with the results of non-single star (NSS) processing from \textit{Gaia} DR3. In particular, we consider the data from the \texttt{nss\_two\_body\_orbit} table from the \textit{Gaia} archive (Gosset et al. in prep.). We find that 855 of the FPR sources are also found in that table. Based on the classification outlined in Sect. 3, we identify 353 of them as ELL candidates, 296 as pulsating LPVs, and 205 as LPVs with a LSP.

We compare our RV periods with the NSS values in Fig. 21, which displays the absolute difference between the two periods scaled to the latter. In most cases we find a good degree of period compatibility (typically within a few percents), even for the sources that we do not classify as ELL candidates, although the agreement is better for the latter. In general, the comparison is slightly better for objects identified as pulsating LPVs compared with the LSP candidates. For sources that we identify as ellipsoidal variables, the periods are always within 10% of each other, and typically compatible within 0.1%. There is only one exception (whose time series are displayed in Fig. 22) for which we derive a 428.7 days period in stark difference with the NSS period of 0.35 days. As the RV time series only covers 12 visibility periods, it is hard to conclude which period is more realistic. Both values correspond to a strong signal in the periodogram, but we do not detect the latter as our processing is limited to periods longer than 10 days. In any case, periods as short as 0.35 days are not expected for ellipsoidal red giants. A similar situation occurs for a number of other sources for which NSS results in relatively short periods, and hence there exists a large difference with respect to the FPR period (sequence of points in the upper part of Fig. 21 extending to low NSS periods). However, none of these sources is identified as a ELL candidate according to our classification criteria, which casts some doubt on the validity of the orbital model adopted for modeling their RV time series for the NSS processing.

We perform a similar analysis in terms of the RV semi-amplitude, comparing the value derived by the variability processing and the value derived from the non-single star pipeline, relative to the latter, for the FPR sources that have a counterpart in the \textit{Gaia} DR3 table of orbital parameters of non-single stars. Data points are color-coded by variability type according to the classification presented in Sect. 3 (blue: ellipsoidal variables; red: pulsating LPVs; green: LPVs with LSP).

![Fig. 21. Relative difference between the period \( P_R \) estimated by variability processing and the value derived from the non-single star pipeline, relative to the latter, for the FPR sources that have a counterpart in the \textit{Gaia} DR3 table of orbital parameters of non-single stars. Data points are color-coded by variability type according to the classification presented in Sect. 3 (blue: ellipsoidal variables; red: pulsating LPVs; green: LPVs with LSP.).](image)

We searched the literature for RV data to compare with this FPR, and found them to fall into two main categories. The first one concerns large-scale spectroscopic surveys providing extensive catalogs of RV data. The chances of finding matching objects of RV curves showing these effects are provided in Appendix B.
Fig. 22. Similar to Fig. 9, showing the Gaia RV and photometric curves of the ELL candidate showing a large mismatch between the FPR RV period (428.7 days) and the value published in the Gaia DR3 NSS table (0.35 days). For the purpose of visualization, the \(G_{BP}\) and \(G_{RP}\) time series are offset by an arbitrary amount. All data in the panels on the right-hand column are folded by the FPR RV period.

Fig. 23. Similar to Fig 21, but comparing the RV semi-amplitudes rather than the periods.

Fig. 24. Comparison between the median RV from this FPR with the average values provided by external catalogs (red: APOGEE; green: GALAH; blue: RAVE). We consider the absolute difference between the two values, normalized to the peak-to-peak model amplitude. We note that the histograms are normalized to their area.

### 4.3.1. Comparison with RV surveys

We compare the FPR results with the data published by three spectroscopic surveys: the Apache Point Observatory Galactic Evolution Experiment survey (APOGEE, data release 16, Jönsson et al. 2020), the GALactic Archaeology with HERMES survey (GALAH, data release 3, Buder et al. 2021), and the RAdial Velocity Experiment survey (RAVE, data release 6, Steinmetz et al. 2020). For the former two, we rely on the cross-match with Gaia DR3 performed as part of their data release process (they provide best-match Gaia DR3 source IDs), whereas for the latter we adopt the results of the Gaia cross-match with external catalogs (galadr3.ravedr6_best_neighbour table in the Gaia archive).

A summary of the numbers of matched sources is provided in Table 3. We find 89 matches with APOGEE, 167 with GALAH, and 1,226 with RAVE (of which 60, 119, and 784, respectively, are in the TQS). In Fig. 24 we provide an overview of the comparison between the median RV \(\langle V_R \rangle\) from the FPR and the av-
erages given by each of these surveys. Namely, that figure shows the distribution of the absolute difference between \(V_\text{G}\) and the literature value, divided by the peak-to-peak amplitude of the \textit{Gaia} RV time series model. We employ the median RV rather than the zero-point RV for the purpose of comparison as the values published in each of the three surveys we compare with are also derived as averages (unless coming from single-epoch observations).

We find comparable results for all three surveys, with a slightly higher degree of compatibility with APOGEE. The differences in RV are usually comparable with or smaller than the amplitude of RV variability. As expected, larger deviations occur for sources having large RV amplitudes, and therefore typically for ellipsoidal variables, as well as for sources with few observations in the examined external surveys. Indeed, the GALAH RVs for the matched sources are all based on single-epoch measurements. Of the sources matched with APOGEE, 29 are RVs based on single-epoch data, 52 have between 2 and 4 epoch spectra, and the remaining 8 sources have at most 8 spectral observations. Similarly, the vast majority of the sources matched with RAVE (1 141) has a single epoch, while 70 have been observed during two epochs, and only 15 have more than two epochs (at most 7).

While the poor time coverage in the external surveys we compare with is the most likely cause of discrepancy with our RV values, another possible cause could be related with spectral mismatch, whether in the \textit{Gaia} pipeline (as mentioned in Sect. 4.1.2) or in the literature survey. This seems to be the case, for example, for a few sources for which the RAVE catalog indicates effective temperatures in excess of 8 000 K and that we identify as LPVs showing the largest RV differences compared to the FPR. We found no evident correlation between the RV differences and the differences between the spectral parameters adopted by the \textit{Gaia} and external survey pipelines. A mismatch between the values of \(T_{\text{eff}}\) and \(\log(g)\) does not necessarily lead to large RV differences, at least as long as these values are not unreasonably far from the range of stellar parameters typical of LPVs.

### 4.3.2. Comparison with literature multi-epoch RV data

There exist a limited number of literature studies providing multi-epoch RV data of LPVs and ellipsoidal variables, hence we found only three FPR sources that we could compare with published RV time series. They are summarized in Table 4, where the literature period is compared with the values \(P_\text{FPR}\) and \(P_\text{lit}\) given in the FPR.

The first source for which we found a match is the SRb star AR Cep observed by Alvarez et al. (2001). They obtained spectral observations at optical wavelengths and derived RVs by cross-correlation with template spectra of types KO-III or M4-V. For the matched source they provide two RV epochs separated by about 2 months (roughly 10% of the period found in the \textit{Gaia} time series). They found RVs between \(-16.0 \pm 0.3 \text{ km s}^{-1}\) and \(-16.5 \pm 0.2 \text{ km s}^{-1}\) (with little differences between the two spectral templates) that are in good agreement with our results, but they do not provide a period to compare with. Their RVs are shown on top of the \textit{Gaia} RV curve folded with the best-fit RV model in the top section of Fig. 25 (an arbitrary phase offset is applied for the purpose of visual comparison). This source is not part of the TQS, and according to the criteria defined in Sect. 3 we identify it as a pulsating LPV.

Another source for which we found a match is the SRA star RS CrB, whose RV curve has been examined by Hinkle et al. (2002) based on near-IR spectral observations. They obtained measurements for 23 epochs spanning 5 years, and derived a period of 328.3 ± 1.6 days that agrees with the value \(P_\text{G} = 330.9\) days we derived from the \(G\)-band time series, but is less consistent with our RV period, \(P_\text{VS} = 305.9\) days. The time series of this source are compared in the middle section of Fig. 25, and in Fig. 26 we limit the comparison to the RV time series, folding them with both the FPR and literature RV periods. We note that both these periods are consistent with the longest of the three periods of RS CrB reported in literature, interpreted as resulting from binarity rather than pulsation. Indeed, the value given by Hinkle et al. (2002) is based on an orbital solution. Interestingly, we classify this source as a LPV but it lies very close to the boundary line defined by Eq. 10, so that its period is identified by pulsation. As clearly seen in Fig. 25, the photometric and RV time series of this source are consistent with each other, as a result this source is part of the TQS.

Finally, we found that the O-rich Mira R Nor is present both in the FPR and in the list of sources investigated by Lebzelter et al. (2005a). They derived RV measurements from nine near-IR spectra covering about an entire pulsation period of the star, for which they report a value of 507 days. This is in good agreement with both the periods we derived from the \(G\)-band and RV time series \((P_\text{G} = 505.5\) days, \(P_\text{VS} = 496.7\) days). The time series of this star are compared in the bottom section of Fig. 25. We identify this source as a pulsating LPV, but it is not part of the TQS.

It is worth noting that the RVs we are comparing for these three sources have been derived from different spectral ranges. Indeed, the observations by Alvarez et al. (2001) are taken at short wavelengths, between 390.6 nm and 681.1 nm, whereas the \textit{Gaia} RVS covers the range between 846 nm and 870 nm. The spectral observations by Hinkle et al. (2002) and by Lebzelter et al. (2005a) cover an even more different range, being centered around 1.6 \(\mu\)m. This means that, if the observed variability results from pulsation, the RV measurements concern layers at different depths in the stellar atmosphere, and therefore the RV curves derived from different spectral ranges differ in terms of amplitude or show an offset between each other, which seems to be the case for R Nor (top-right panel in the bottom section of Fig. 25). While it should be kept in mind that the offset might be at least partially caused by a template mismatch in the processing of \textit{Gaia} RVs (see Sect. 4.1.2), this figure clearly illustrates how such effects do not impact the quality of the RV variability parameters provided as part of this FPR. In the case of AR Cep (top section of Fig. 25) the small number of literature epochs to compare with makes it difficult to draw conclusions in this respect. In contrast, we note that the RV curves of RS CrB (middle section of Fig. 25) are well compatible in terms of average RV as well as amplitude (Fig. 26). This tends to confirm the orbital nature of the variability we detect for this source.

### 5. Catalog overview

In this section we provide an overview of the FPR catalog, with the purpose of showcasing its content of physical information. We first present the sky distribution of the catalog in Sect. 5.1, then investigate in Sect. 5.2 the distributions in the color – absolute magnitude diagram of subsets of sources with good relative parallax precisions, and finally analyze in Sect. 5.3 the period-luminosity relations of various subsets of the top-quality sample.
Table 4. Properties of the sources whose RV time series are compared with literature multi-epoch RV studies.

<table>
<thead>
<tr>
<th>Name</th>
<th>Gaia DR3 source ID</th>
<th>Var. type(^{(a)})</th>
<th>Sp. type(^{(a)})</th>
<th>(P_G) (FPR)(^{(a)}) days</th>
<th>(P_{V_R}) (FPR)(^{(a)}) days</th>
<th>(P_{\text{Lit.}}) days</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR Cep</td>
<td>2300884800185315712</td>
<td>SRb</td>
<td>M4III</td>
<td>575.2</td>
<td>550.4</td>
<td>Alvarez et al. (2001)</td>
<td></td>
</tr>
<tr>
<td>RS CrB</td>
<td>1372316959598411520</td>
<td>SRa</td>
<td>M7</td>
<td>330.9</td>
<td>305.9</td>
<td>328.3±2.6</td>
<td>Hinkle et al. (2002)</td>
</tr>
<tr>
<td>R Nor</td>
<td>5985676640941632384</td>
<td>Mira</td>
<td>M3e-M6II</td>
<td>505.5</td>
<td>496.7</td>
<td>507</td>
<td>Lebzelter et al. (2005a)</td>
</tr>
</tbody>
</table>

Notes. \(^{(a)}\) The variability and spectral types are taken from the corresponding reference paper.

**Fig. 25.** Similar to Fig. 9, but showing the Gaia time series for the sources compared with literature as discussed in Sect. 4.3.2 (see also Table 4). The sources displayed from top to bottom are the SRb star AR Cep (compared with Alvarez et al. 2001), the binary SRa star RS CrB (compared with Hinkle et al. 2002), and the O-rich Mira R Nor (compared with Lebzelter et al. 2005a). Literature RV time series are displayed as magenta circles (with arbitrary phase offset) in the panels showing the folded RV curve. In each case, the Gaia RV period (indicated in the header of each panel) is used for folding.
5.1. Sky distribution

Figure 27 illustrates the sky distribution of the sources in this FPR, each being color-coded by the median RV $\langle V_R \rangle$ resulting from the Gaia variability processing pipeline. As discussed in Sect. 4.1.1, for the vast majority of the FPR sources the value of $\langle V_R \rangle$ is compatible with the value of median RV derived from the Gaia spectroscopic data processing pipeline and published as part of Gaia DR3, even though the processing details are slightly different. Indeed, the physical picture emerging from Fig. 27 is entirely consistent with the expectations in terms of the Galactic rotation curve.

This also provides support to the expectation that the occurrence of spectral template mismatches has a minor impact on the accuracy of the median RV as an indicator of the center-of-mass velocity of the observed stars, even for the long-period, large-amplitude variables. We note that the RV difference between opposite parts of the Galaxy with respect to the Sun is $\gtrsim 200 \text{ km s}^{-1}$, which is much larger than any difference we encountered between $\langle V_R \rangle$ and the zero-point RV.

Some of them are physical, such as the overdensity around the Galactic plane (but not on the plane itself, affected by strong interstellar extinction). The FPR contains a few sources located in the Small Magellanic Cloud (SMC) and Large Magellanic Cloud (LMC), with $V_R \sim 150 \text{ km s}^{-1}$ and $250 \lesssim V_R / \text{km s}^{-1} \lesssim 300$, respectively. Most (possibly all) of them are red supergiant stars, following the period-luminosity relation of fundamental-mode pulsators (see Sect. 5.3). However, some structures are artificial and result from the Gaia scanning law and the selection filters applied to construct the catalog. The most evident such structures are the lack of sources in the Galactic center, as well as the largely empty regions on the bottom-left and top-right parts of the map. These areas are aligned on the ecliptic, and are characterized by a relatively small number of Gaia transits. As a result, they are easily removed by our condition on the number of RV visibility periods (Sect. 2.1). Conversely, the “stripes” around the central hole correspond to fields of the sky often observed by Gaia.

5.2. Color – absolute magnitude diagram

We restrict the presentation in this section to the FPR sources having precise parallaxes, so that we can confidently derive their distance moduli $\mu$ and thus their absolute brightnesses. The distributions of the relative parallax errors for the FPR sample and various subsets thereof are displayed in Fig. 28 (excluding 92 sources with negative parallaxes). The results are largely independent on whether the sources are part of the TQS or not, whereas distinct distributions are observed for the different variability types present in the FPR. Indeed, ellipsoidal variables tend to have better parallax measurements than LPVs, and, within the latter category, LPVs showing an LSP have, on the average, slightly better parallax measurements than pulsating LPVs.

We set the upper limit on the relative parallax error at 15% (and require the parallax to be positive), thereby obtaining a sample of 5 977 “good-parallax” sources (3 740 in the TQS), that includes 794 ELL, 2 136 pulsating LPVs, and 3 047 LPVs showing a LSP. We examine this sample in the Gaia color – absolute magnitude diagram (CAMD, Fig. 29) constructed with the median magnitudes derived from the Gaia variability pipeline.

As expected, the majority of the LPVs are found on the asymptotic giant branch (AGB) of the CAMD, regardless of whether they show a LSP or a pulsation period. In contrast, ELL candidates are on the average fainter and bluer, and extend to the region of the red giant branch (RGB) in the CAMD. Most of the few stars with absolute $G$ brighter than about 3 mag are identified as red supergiants (RSGs) in the SIMBAD astronomical database (Wenger et al. 2000), while some other ones could include massive AGB stars as well. Their periods tend to be identified as LSPs rather than pulsation by our classification method due to their relatively low variability amplitudes (see Sect. 3.2). Their true nature can clearly be revealed once their intrinsic brightness is known.

5.3. Period – luminosity diagrams

The sample can be further investigated in the period – luminosity diagram (PLD). To reveal the period – luminosity (PL) relations we adopt the Gaia Wesenheit index $W_{\text{GpR}}$, which is an approximately reddening-free luminosity indicator (see Lebzelter et al. 2018, 2019, for the definition and details). We limit this analysis to the TQS in order to ensure higher period reliability, and note that we can construct two distinct PLDs depending on whether we adopt the period derived from photometric (taking here the $G$ band) or RV time series. The two diagrams, both shown in Fig. 30, are entirely consistent with each other, except for the lower period limit, which is at 35 days for $P_{V_R}$, whereas it reaches $\sim 17.5$ days for $P_G$ due to the presence of sources with $P_{V_R} \approx 2P_G$ in the sample.

The main features of the PLDs are the following. Regardless of the adopted period ($P_G$ or $P_{V_R}$), pulsating LPVs are found primarily on the period-luminosity sequences C’ and C associated with pulsation in the first-overtone mode and fundamental mode, respectively (top panels in Fig. 30). Some of them, that we further examine below, have a period in the area of sequence D, which is associated with LSP variability (see e.g., Pawlak 2021, and references therein). A few of them have $P_G \lesssim 40$ days, possibly on the bright part of sequence B. These might be identified with the type of variables that, in the context of the Optical Gravitational Lensing Experiment (OGLE, Udalski et al. 1992), are known as OGLE Small-Amplitude Red Giants (OSARGs, Wray et al. 2004). The LPVs whose variability we identify as LSP, on
the other hand, are mostly found on sequence D (middle panels in Fig. 30), except for the RSAGs that are located on the bright end of sequence C. The RV periods of ellipsoidal red giants align on the PL sequence E (bottom panels in the figure), that forms a continuity with sequence D (see fig. 1 of Soszyński et al. 2007).

In order to understand the presence of pulsation periods of LPVs on the PLD sequence D we have to distinguish between stars having O-rich and C-rich surface chemistry. Indeed, the PL relations corresponding to these two chemical types are different when examined through an optical-band Wesenheit index such as $W_{BP,RP}$. A similar effect can be seen, for instance, in fig. 1 of Soszyński et al. (2007) (see also Lebzelter et al. 2018, 2019). To identify potential C-stars among the FPR sources we take advantage of the $\text{is}_\text{CStar}$ flag provided with the Gaia DR3 catalog of LPV candidates (Lebzelter et al. 2023). About 7% of the FPR sources are classified as C-stars by this method, whereas 86% are identified as O-rich (another 7% are unclassified). After limiting the sample to pulsating LPV stars from the TQS and having good parallaxes, we find that 836 of them are O-rich, and 143 are C-rich. They are displayed in the PLD in Fig. 31, constructed using the photometric period $P_c$. In order to provide a visual reference for the positions of the PL relations, in the same diagrams we also show the sources from the OGLE-III catalog of LPVs in the LMC published by Soszyński et al. (2009). These authors also provide a photometry-based spectral-type classification which we use to discriminate between the O-rich and C-rich OGLE-III LPVs in Fig. 31.

As can be seen from the top panel of Fig. 31, there are some O-rich stars that we identified as pulsating LPVs and whose periods lie on the short-period, faint end of sequence D. These are LSPs mistakenly identified as pulsation periods by applying Eq. 10 because they lie close to the dividing line (between about 200 and 400 days, see Fig. 11). Let us now consider the C-rich sources in the bottom panel of Fig. 31. For the purpose of clear visualization, we do not show the C-rich OGLE sources whose primary period is flagged as a LSP. Indeed, the C-rich LPVs pulsating in the fundamental mode often lie below the corresponding PL relation (sequence C), overlapping with sequence D. This is a consequence of self-extinction by circumstellar dust which causes these sources to appear fainter than less dusty stars having similar periods (see e.g., Lebzelter et al. 2019, and references therein). This seems to be the case for the C-stars in our selection. Therefore, the presence of pulsating stars on sequence D can be correct if it results from circumstellar extinction.
Finally, we consider the TQS sources with good parallaxes and with $P_{V} \approx 2 P_{G}$. These are displayed in the PLDs in Fig. 32, constructed with $P_{G}$ (top panel) and $P_{V}$ (bottom panel). It is clear that the majority of these sources obey the PL relation E of ellipsoidal red giants, leaving little doubt on the nature of their variability. Nonetheless, some of them populate other regions of the PLD, in particular the pulsation sequences C and C′ (and possibly B), as well as the LSP sequence D. This contradicts the naive expectation that the occurrence of $P_{V}$ and $P_{G}$ in a 2:1 ratio must indicate binary-induced variability. Let us then focus on the sources showing this feature and classified as LPVs (both pulsating and showing a LSP), which are highlighted in color in Fig. 32.

To begin with, we consider the G-band periods shorter than about 35 days, that are possibly compatible with the bright end of sequence B and that correspond to RV periods in the middle of sequence C′. If these periods are correct, it could mean that the variability pipeline identified the signature of first-overtone mode pulsation in the RV time series, and of second-overtone mode pulsation in the G-band time series. This would be consistent with the fact that, upon visual inspection, their photometric time series appear poorly regular, which can be taken as an indication of multi-periodicity. However, the first-overtone and second-overtone modes do not occur in a 2:1 ratio in LPVs (e.g., Wood 2015, and references therein). Furthermore, both sequences B and C′ are actually thought to result from pulsation in the first overtone mode (Trabucchi et al. 2017; Yu et al. 2020). Another explanation could be that these short G-band periods are associated with spurious frequencies resulting from scan-angle dependent signals (Holl et al. 2023). However, the origin of these spurious frequencies as described in that paper should affect only the G band and not the $G_{\text{BP}}$ and $G_{\text{RP}}$ measurements. Yet another explanation could be that the periods derived from the RV time series are not correct. We note that this kind of stars often display irregular variations that may result in the detection of spurious periods.

Entirely similar arguments can be put forward for the G-band periods along sequence C′ in the top panel of Fig. 32 (between about 40 and 200 days), which correspond to RV periods on sequence C, in the range 80-500 days. However, in this case it is more likely that they actually correspond, respectively, to the first-overtone mode and fundamental mode periods, which can occur in a 2:1 ratio Soszyński et al. (see e.g., fig. 6 of 2007). The photometric and RV periods would then both be correct and consistent with a pulsational origin.

Finally, we consider the LPVs that appear on sequence D in either panel of Fig. 32. The vast majority of them are probably LSPs, even though some are identified as pulsating LPVs (red points in the figure). Indeed, as discussed above, they could be pulsating C-rich stars suffering from circumstellar extinction, but only a few of the sources shown in Fig. 32 are classified as probable C-stars. Another explanation for these stars showing $P_{V} \approx 2 P_{G}$ is that their LSPs are indeed caused by binarity, which would be consistent with the scenario outlined by Soszyński et al. (2021).

6. Summary and conclusions

The Gaia DR3 saw the publication of average RVs for over 33 million stars based on 34 months of observations with the Gaia RVS, whereas epoch radial velocities were published only for a very restricted list of variable sources. Anticipating the publication of the full RV data with the fourth Gaia data release, we present RV time series for a selected sample of long-period variables as part of this Gaia FPR.

We describe the construction of the catalog, starting with the set of Gaia LPV candidates with a median RV published in Gaia DR3, and applying several filtering steps to ensure the highest quality of the final sample, leading to 9614 sources. In addition to the RV time series, for each source we provide the model-derived frequency and amplitude of RV variability, as well as the RV statistics, determined by the Gaia variability processing pipeline. In addition, we publish a flag allowing the identification of a subset of 6093 sources that show a high degree of compatibility between the periods derived from the RV and photometric time series. We consider them to be of superior quality as all four of their Gaia time series (three photometric bands and the RV channel) are likely to carry a strong signature from the same physical process, enabling detailed studies of their variability.

We show how the catalog includes three groups of sources exhibiting different types of variability, namely ellipsoidal red giants, pulsating LPVs, and LPVs displaying a long secondary period. Stars from the first group are characterized by comparatively large RV amplitudes (that cannot be attained by pulsating stars) and small photometric amplitudes. They also frequently show RV periods that are twice as long as the periods derived from the photometric time series. They represent between 10

Fig. 29. Gaia color – absolute magnitude diagram of the FPR sources with positive parallaxes and parallax errors smaller than 15% (gray symbols), with $\mu$ being the distance modulus. The subsets of sources with different variability types are highlighted in the top (pulsating LPVs, red symbols), middle (LPVs with a LSP, green symbols) and bottom panels (ELL, blue symbols).

Fig. 32.
Gaia Collaboration: Gaia FPR LPV radial velocities

Fig. 30. Similar to Fig. 29, but showing the period – luminosity diagram. The panels in the left- and right-hand side columns employ the periods derived from the $G$-band and $V_R$ time series, respectively, and the Gaia Wesenheit index $W_{BP}$ is used as brightness indicator. The extent of the horizontal axis is intentionally kept the same in all panels for the purpose of comparison.

to 15% of the catalog. The remainder of the FPR consists in roughly equal parts of LPVs showing pulsation and long secondary periods, which we tentatively distinguish by their different positions in the period-amplitude diagram.

We further verify the quality of the FPR by comparison with Gaia DR3 products as well as other literature data. We show that, despite the use of a different pipeline, the median RV derived by our variability processing is entirely consistent with previous Gaia data.

When using the median RV of LPVs as a measure of the systemic velocity, one has to consider the following limitations. The first one is connected to the uneven time sampling of Gaia observations. Combined with the long periods and large amplitudes of the sources we examined, it can lead to a substantial degree of undersampling of specific phases of the variability cycle, skewing the RV distribution away from the true systemic velocity. In this case, the maximum uncertainty is given by half the peak-to-peak (true) RV variability amplitude. The occurrence of multi-periodicity might affect the median in a similar way.

The second limitation is connected with the possibly asymmetric shape of the RV curves of pulsating LPVs, in which case the median does not necessarily trace the systemic velocity, regardless of the sampling. Once again, the maximum deviation cannot be larger than half the peak-to-peak RV amplitude. Finally, a limitation could arise from the possible occurrence of template mismatches, that is the adoption, for the purpose of deriving RVs, of a spectral template whose atmospheric parameters are not suited for the target star. LPVs with C-rich chemistry, whose spectra show very distinctive molecular absorption features, are especially exposed to this risk, as all the adopted templates are for O-rich composition. In this case, it is not easy to assess the maximum deviation. However, our analysis suggests that none of these three aspects significantly affect the RV variability parameters published here.

We then present an overview of the catalog. We first show that the distribution of the RVs on the sky is physically consistent with the Galactic rotation curve. We then analyze, in the color – absolute magnitude diagram and in the period – luminosity diagram, the distribution of a subsample with good parallaxes. The sources identified as LPVs showing a LSP and as ellipsoidal variables by our classification scheme are seen to follow the period-luminosity relations D and E, respectively, as expected. The periods of pulsating LPVs, on the other hand, are found mainly on sequences C' and C, corresponding to the first-overtone mode and the fundamental mode, respectively. Some of these sources show a 2:1 ratio between the RV period and the photometric period, which is consistent with simultaneous pulsation in those two modes. These results indicate the rich content of physical information available in both the RV and photometric time series.

This FPR includes the largest dataset of RV time series of LPVs to date. Moreover, it covers sources over a largely unexplored (in terms of RV time-series analysis) range of distances, intermediate between the extragalactic investigations of variable stars in the Magellanic Clouds and the studies of nearby LPVs. The RV time series, together with the photometric time series
Fig. 31. Similar to the Fig. 30, but limited to pulsating LPVs and distinguishing between sources identified as C-stars (red symbols, bottom panel) or not (blue symbols, top panel) according to Gaia low-resolution spectra (Lebzelter et al. 2023). The numbers of these sources are indicated in the legends. Gray points in the background are O-rich (top panel) or C-rich (bottom panel) LPVs in the LMC from the OGLE-III catalog (sources whose OGLE primary period is flagged as LSP are excluded from the bottom panel). For the LMC, we adopt an average distance modulus $\mu_{\text{LMC}} = 18.49$ mag following de Grijs et al. (2017).

Fig. 32. Similar to the right-hand side panels in Fig. 30, but with the sources having $P_{\text{LSP}} = 2P_{\text{R}}$ highlighted in black. The PLD constructed with $P_{\text{R}}$ is shown in the top panel and the one constructed with $P_{\text{LSP}}$ in the bottom panel for the TQS sources with parallax errors better than 15% (gray symbols), and highlighting the sources with $P_{\text{LSP}} = 2P_{\text{R}}$. Red and green circles indicate LPVs showing pulsation and a LSP, respectively. Only five of them are identified as C-rich.
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Appendix A: Additional details on the classification of the catalog content

This FPR contains stellar sources displaying photometric and RV variability of different origins. In Sect. 3 we separated ellipsoidal variables from LPVs by comparing the amplitudes of their RV and G-band time series models. Then, among the LPV candidates, we found periods that result from pulsation as well as LSPs, and we tentatively distinguished the two types of variability in the G-band period-amplitude diagram. The separation of these two variability types in this diagram is not as clear as that between LPVs and ELLs in the G versus RV amplitude diagram. Therefore we examined in some more detail the two groups, in order to corroborate our classification.

We recall that, in absence of accurate and homogeneous knowledge about absolute brightness (i.e., distance), we have to rely on the variability parameters period and amplitude for this purpose. In addition to the variability parameters emerging from the analysis of the photometric time series, we can inspect the ones resulting from the RV curves. A combination of these four quantities is shown in Fig. A.1 (top panel), which displays the ratio between the semi-amplitude and the period of the G-band time series model against the same ratio for the RV time series model. For simplicity, we explicitly show the decimal logarithm of both quantities. There exists a clear correlation between the two ratios, indicating that the occurrence of a long period characterized by a small photometric amplitude is often associated with a relatively small RV amplitude as well.

The density contour lines in the top panel of Fig. A.1, as well as the histograms along the axes of the diagram, show that there are two regions of overdensity in the diagram. In order to better visualize them, in the bottom panel of Fig. A.1 we replaced the quantity on the vertical axis with its distance from the arbitrary reference line shown in the top panel. Fig. A.1 shows in two different colors the sources classified on the basis of Eq. 10. The latter is consistent with the distributions highlighted here with the inclusion of information related to RV variability, although it appears to lead to some contamination. It is possible that a classification that makes use of the periods and amplitudes resulting from both photometric and RV time series could help reduce such contamination. However, it would be more complex and less intuitive from a physical point of view, which supports the choice made in Sect. 3.

Fig. A.1. G-band versus RV period-amplitude ratios for the TQS sources classified as LPVs. Black contour lines represent a smoothed density map of the sample, and correspond to the black histograms on the sides of each panel. Each source is color-coded according to whether its period is identified as resulting from pulsation (red) or as an LSP (green). The same color-code is used for the histograms on the sides (normalized to their maximum). In the bottom panel the quantity log(A_G/P_G) is replaced with its distance from the dashed line displayed in the top panel, taken as an arbitrary reference.

Appendix B: Median RV in unevenly sampled time series

In this section we present a few representative examples of sources showing relatively large differences between the median RV and the zero-point RV, so that the former is not necessarily an accurate indicator of the center-of-mass velocity. The RV curves displayed in Fig. B.1 belong to sources with relatively long periods, for which Gaia observations cover only a few cycles. They also have large RV amplitudes and highly sinusoidal variations, indicating that their variability is due to binarity, and leaving little doubt concerning the authenticity of its physical origin. In all the examples displayed, the distribution of RV epochs is asymmetric as the phase near minimum RV is oversampled compared with other phases of the variability cycle. As a result, the median RV is underestimated, and shows a large difference with respect to \( V_R^0 \).

Further examples are provided in Fig. B.2, illustrating how the median of the RV time series ceases to be representative of the systemic RV due to the occurrence of clusters of RV epochs spanning an interval of time much shorter than the variability period of a given source. The RV distributions of the example time series are dominated by the effect of these groups causing large discrepancies between \( V_R \) and \( V_R^0 \), except in the fortuitous circumstances in which the clusters end up near the mid-point of the RV curve or cancel out with each other, as illustrated in panels (d) and (e) of Fig. B.2, respectively.

Overall, there exist rather specific circumstances in which the median \( V_R \) cannot be considered a good indicator of the
systemic RV. These arise primarily from the uneven and irregular time sampling of Gaia observations, as well as the relatively small number of epochs, and affect mainly the sources with large RV amplitudes and long periods. In particular, when only a few variability cycles are covered, even a relatively homogeneous phase coverage can be insufficient to obtain a well-centered median value.
Fig. B.2. Similar to Fig. B.1, but showing examples of time series dominated by a large group of RV epochs spanning an interval of time much shorter than the typical period of the source, thereby distorting the time series statistics and causing a large difference between $\langle V_R \rangle$ and $V_R^0$. Cases (d) and (e) show examples where the clustered data points are, by chance, either located near the mid-point of the RV time series (case d), or cancel out with each other (case e).
Appendix C: Numerical differences with respect to Gaia DR3

The production of this FPR required running the LPV variability pipeline on a subset of the sample of LPV candidates published as part of Gaia DR3. Despite having run the same operations on the photometric time series, we detected numerical differences with respect to the results previously obtained and published in Gaia DR3. We traced the origin of these numerical differences to the execution of the Apache Math Commons LevenbergMarquardtOptimizer, which produces different results depending on the adopted Java Development Kit (JDK) version. The differences arose after updating from JDK-8 to JDK-17.

The differences are systematically reproducible\(^3\), and a bug report was submitted to the Oracle bug submission system late in 2022, without receiving any feedback. The most plausible explanation we found for the numerical differences is that JDK-17 enforces the floating point standard IEEE 754, whereas in JDK-8 the runtime could decide to deviate from this standard in order to optimize the generated code\(^4\).

In order to assess the impact of this bug we consider the periods of the G-band time series resulting from the variability pipeline before and after upgrading to JDK-17, and examine the differences between them. We use for this purpose the sample adopted for constructing the FPR catalog after pre-filtering that consists of 110,654 sources. From this set we exclude 1,413 sources for which either of the two periods is longer than the duration of the G-band time series. Within this reference set, 50% of the time series result in the exact same period regardless of the JDK version employed in the pipeline.

In Fig. C.1 we display the distribution of the relative difference between the JDK-8 and JDK-17 periods for the sources that have a non-null difference. It shows three well-distinct groups. About 60% of the time series display relative period differences that are at the level of machine precision, and thus entirely negligible (<10\(^{-13}\), and possibly zero). A second group contains sources that display relative differences between 10\(^{-13}\) and 10\(^{-5}\), and consists of about 40% of the sample. In this case the absolute differences are on the order of a few minutes for periods of 1000 days, or a few seconds for periods of 10 days, hence they are negligible as well. Finally, there exists a third group containing fewer than 1% of the examined dataset, whose sources display relative period differences above 10\(^{-5}\), but only 28 of them show a discrepancy above the 10% level (at most as large as 35%).

We examined the distribution of G-band time series statistics separately for these three groups, looking for systematic effects and features that might be triggering a strong effect of the bug. However, given the nature of this bug, one could expect it to impact different sources in a random fashion, and to be independent of the specific properties of the time series being processed. Our analysis tends to confirm this expectation. Overall, all three groups of sources show similar distributions of number of observations, time series duration, and average brightness. Only the parameters related with the amplitude and the period itself display a connection with the strength of the effect of the bug. In particular, there is a slight tendency for the third group (shown in red in Figs. C.2 and C.3) to lack sources with relatively small amplitudes and short periods, whereas the opposite is true for the first (green) group. Moreover, there is a clear correlation between the relative difference and the period within each group. The most likely explanation is that these sources are more exposed to numerical instabilities in the period determination as their time series cover a small number of cycles, which makes the period difficult to constrain in any case.

\(^3\) See the github repository https://github.com/gjevardat/ReproduceFloatingPointBug for an executable proof of the numerical differences.

\(^4\) See https://openjdk.org/jeps/306 for more details.
Fig. C.2. Period distribution for the three groups shown in Fig. C.1 (top panel), and relation of the period with the relative period difference. The period shown is the one obtained after the upgrade to JDK-17. The same color scheme as in Fig. C.1 is adopted. The histograms are normalized by area.

Fig. C.3. Similar to Fig. C.2, but for the 5-95% interquantile range of the G-band time series.

Appendix D: Catalog retrieval

Here are two examples on how to retrieve LPV-related data from the Gaia archive. A query like the following allows for retrieving selected quantities from the source catalog and LPV FPR catalog for all LPV FPR sources.

```
SELECT gs.source_id, 
    gs.ra, gs.dec, 
    fprlpv.frequency_rv, fprlpv.frequency_rv_error, 
    fprlpv.amplitude_rv, fprlpv.flag_rv, 
...
FROM gaiadr3.gaia_source AS gs 
LEFT JOIN gaiafpr.vari_long_period_variable AS fprlpv 
ON gs.source_id = fprlpv.source_id 
WHERE fprlpv.source_id IS NOT NULL
```

In order to retrieve all data from the source table, the LPV FPR table, the RV statistics table, and the tables of data on LPVs from DR3 for all sources published in the LPV FPR, a query like the following can be used.

```
SELECT src.*, 
    fprlpv.*, 
    rvstat.*, 
    lpv.*, 
    varistat.* 
FROM gaiadr3.gaia_source AS src 
LEFT JOIN gaiafpr.vari_long_period_variable AS fprlpv 
ON src.source_id = fprlpv.source_id 
LEFT JOIN gaiafpr.vari_rad_vel_statistics AS rvstat 
ON src.source_id = rvstat.source_id 
LEFT JOIN gaiadr3.vari_long_period_variable AS lpv 
ON src.source_id = lpv.source_id 
LEFT JOIN gaiadr3.vari_summary AS varistat 
ON src.source_id = varistat.source_id 
WHERE fprlpv.source_id IS NOT NULL
```

Finally, one can download all the RV time series published as part of this FPR using a source like the following.

```
SELECT fprlpv.source_id, 
    varirv.transit_id, 
    varirv.rv_obs_time, 
    varirv.radial_velocity, 
    varirv.radial_velocity_error 
    varirv.rejected_by_variability 
FROM gaiafpr.vari_long_period_variable AS fprlpv 
LEFT JOIN gaiafpr.vari_epoch_radial_velocity AS varirv 
ON fprlpv.source_id = varirv.source_id 
WHERE fprlpv.source_id IS NOT NULL
```

We also recall that it is possible to download ancillary data such as the RV and photometric time series using the Gaia datalink service.
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