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ABSTRACT

The James Webb Space Telescope (JWST) is performing beyond our expectations. Its Near Infrared Spectrograph (NIRSpec) provides versatile spectroscopic capabilities in the 0.6-5.3 \textmu m wavelength range, where a new window is opening for studying Trans-Neptunian objects in particular. We propose a spectral extraction method for NIRSpec fixed slit observations, with the aim of meeting the superior performance on the instrument with the most advanced data processing. We applied this method on the fixed slit dataset of the guaranteed-time observation program 1231, which targets Plutino 2003 AZ\textsubscript{84}. We compared the spectra we extracted with those from the calibration pipeline.

1. Introduction

With its unprecedented sensitivity, the James Webb Space Telescope (JWST) is expected to enable great advances in many fields of astrophysics. Onboard JWST, the Near Infrared Spectrograph (NIRSpec) provides spectroscopic capabilities in the 0.6-5.3 \textmu m wavelength range with different observing modes. This provides a great versatility for observations of any type of target, from Solar System objects to very distant galaxies. Of particular interest to this work, fixed slits (FS) allow high-sensitivity observations of very faint single targets. A full description of the instrument from its design to its performance on the sky is given in several dedicated publications (Jakobsen et al. 2022; Ferruit et al. 2022; Böker et al. 2022; Birkmann et al. 2022; Böker et al. 2023). Available observing modes include multi-object spectroscopy with adjustable microshutter arrays (MSAs), an integral field unit (IFU) that provides simultaneous spatial and spectral information, and FSs of various sizes (0.2", 0.4", and 1.6" in width). Of particular interest to this work, the FSs allow higher-sensitivity observations of faint point sources than the IFU, at the cost of two-dimensional (2D) spatial information. The optical performance of the telescope is significantly better than expected, which most benefits the performance of NIRSpec (e.g., Feinberg et al. 2022). Therefore, the processing of data acquired with JWST/NIRSpec FS observations must match the superior performance of this instrument in order to ensure the best scientific outcomes.

NIRSpec data can be processed by the JWST Science Calibration Pipeline\textsuperscript{1}. The aim of this tool is to provide scientifically valuable products. All reference files are continuously updated when new calibration data are available, so that data can be reprocessed to match the evolution in detector and throughput performance. At present, raw integrations are corrected for various detector effects such as dark subtraction, linearity correction, or cosmic ray hits. In a second stage, the parametric instrument model is used to calculate the wavelength and spatial coordinates per pixel. The instrument throughput losses are corrected for using three-component flat field reference files. At this stage, spectral extractions are also performed on a per-dither basis (a later stage combines dithers together and also performs spectral extraction, but we focused on the individual dithers as this later stage is not yet ideal). As currently implemented, default parameters in the calibration pipeline specify fixed positions and a fixed aperture width in the 2D FS data from which the 1D spectrum is to be extracted. Aperture correction factors are then interpolated onto the wavelength grid of the 1D spectrum and are used to correct for the finite aperture size. Target acquisition is typically used to place the source at an expected position within the slit, so that the fixed positions are expected to be accurate to the subpixel level. The use of standard extraction (i.e., an extraction aperture with uniform weights in the along-slit direction) leads to increased noise, however, especially at shorter wavelengths.

With this work, we aim to improve the signal-to-noise ratio (S/N) in the extracted spectra by accounting for the shape of the point spread function (PSF) and the multiple dithering using an inverse approach. We wish to contribute with this to the optimal analysis of JWST/NIRSpec FS data. We adapted the EXOSPECO method (Thé et al. 2022, 2023), which was developed to extract spectra from slit data, to take the distinct diffraction limitations of NIRSpec into account, and we thus provide a spectral

\textsuperscript{1} https://jwst-docs.stsci.edu/jwst-science-calibration-pipeline-overview
extraction technique that is optimized for its FS observations. We also propose a method to directly calibrate the shape of the spectrum on the detector in preprocessed data. We compare the spectra that were extracted with our method to the spectra extracted from the science calibration pipeline.

The optimal spectral extraction problem is not new. Horne (1986) proposed an extraction method for CCD spectroscopy on data that were cleaned from the sky contribution and were divided by the PSF profile. With this method, the extracted spectrum is a least squares solution, weighted by the data precision matrix. This work was the starting point for several other methods. For instance, Kinney et al. (1991) proposed a technique modified from Horne’s method for slit data that accounted for the actual PSF profile in the data model. This PSF profile is to be estimated prior to the extraction in both methods. A remaining issue of both techniques is that they assume that the spectra are aligned with the pixel grid, which is not the case in practice due to image distortion. A prior processing is thus required that includes pixel interpolations and is not ideal because it introduces correlations and cannot correctly cope with defective pixels.

Subsequently, Lebouteiller et al. (2009) presented a multi-exposure data model to extract the spectrum from data of the infrared spectrograph of the Spitzer Space Telescope. This method accounts for the subpixel position of PSF centers by oversampling the data and the PSF model. Then, Piskunov et al. (2021) proposed an optimal extraction method based on a regularized inverse approach for echelle spectra. This method can account for the shape of the spectrum by assuming that the spectrum that is to be extracted is oversampled in the data model. Both of these later methods additionally jointly estimate the PSF profile for each row of the detector. Finally, Thé et al. (2022, 2023) proposed EXOSPECO, an algorithm based on a regularized inverse approach, for the characterization of exoplanets in long slit spectroscopy. EXOSPECO is applicable for multiframe extraction, and its direct model accounts for chromatic PSF and for spatio-spectral dispersion laws. This method has the advantage of being flexible, and it can therefore easily be adapted to the JWST/NIRSpec preprocessed FS data that have not been corrected for distortion (and thus are not resampled).

2. Our test dataset: JWST/NIRSpec FS observations of Plutino 2003 AZ₈₄

2.1. Early JWST observations of TNOs

Trans-Neptunian objects (TNOs) are among the prime targets of JWST/NIRSpec. Because of their small size, low surface albedo, and large heliocentric distance, most TNOs are too faint for ground-based spectroscopic facilities. As a result, near-infrared spectra have been acquired over the years for only ~80 objects (e.g., Barkume et al. 2008; Guilbert et al. 2009; Barucci et al. 2011). However, this population is an extremely valuable probe for testing our models of Solar System formation and evolution. Their composition can trace the thermal and chemical conditions of the protoplanetary disk and the outcomes of planetary migration.

The diversity of their physical characteristics can inform us about their formation mechanisms and evolutionary processes that may have affected them to different degrees. The largest TNOs (or dwarf planets) have been extensively studied, but the 3-5 μm wavelength range remains the key to lift degeneracies in their surface composition. Consequently, JWST/NIRSpec has been eagerly awaited (e.g., Parker et al. 2016; Météart et al. 2019) to increase both the quality of the observed spectra and the number of the observed objects, but also to open the 3-5 μm wavelength range, in which key chemical bonds display strong signatures (e.g., fundamental absorption bands of C-H, N-H, and O-H-bearing ices).

A number of guaranteed-time observation (GTO) programs, as well as a Large Program (GO 2418; Pinilla-Alonso et al. 2023; De Prâ et al. 2023), are currently targeting TNOs, with the aim of further constraining the inventory of volatile and organic species in the outer Solar System, and of understanding the physical and chemical evolution of these bodies. Among those programs, GTO 1231 is targeting the two Plutinos Orcus and 2003 AZ₈₄. These two medium-sized TNOs, located in the 3:2 mean-motion resonance with Neptune like Pluto, appear to be similar to Charon, the largest satellite of Pluto. In addition to water ice, traces of ammonia and/or ammonia hydrates have been found in ground-based spectra of Orcus (Barucci et al. 2008; Delsanti et al. 2010; Carry et al. 2011). However, ground-based observations of 2003 AZ₈₄ were only able to suggest that crystalline water ice may be the dominant ice species on its surface (Guilbert et al. 2009).

Plutino 2003 AZ₈₄ was observed on November 20, 2022, UT, at a heliocentric distance of ~44 au and a visible magnitude of ~20, using the FS mode of NIRSpec. The S200A1 slit (0.2"), a three-dither position pattern, and the NRISRS2RAPID readout pattern were used. We provide in Table 1 details of the instrument and observation configurations, and we show in Fig. 1 a simplified schematic of the data acquisition process of the JWST/NIRSpec FS mode.

2.2. NIRSpec FS observations of 2003 AZ₈₄

We aim to extract the spectrum \( \mathbf{z} \in \mathbb{R}^N \) of 2003 AZ₈₄, a spatially unresolved target. This spectrum is sampled for \( N \) wavelength values \( \lambda^Z \in \mathbb{R}^N \) that are evenly distributed between \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \), that is, with a constant step size \( \Delta \lambda = (\lambda_{\text{max}} - \lambda_{\text{min}})/(N-1) \). It is extracted from a dataset \( \mathbf{d} \in \mathbb{R}^{K \times L} \). It is composed of \( L \) frames with \( K \) pixels each, where \( K \) is the product of the quantities of pixels along the spectral and spatial dimensions. The spectral and spatial behavior of the data is given by two maps:

1. A wavelength map \( \lambda_k \in [\lambda_{\text{min}}, \lambda_{\text{max}}]^{K \times L} \), such that \( \lambda_{k,l} \) is the wavelength \( \lambda \) for the \( k \)th pixel of the \( l \)th frame, and

<table>
<thead>
<tr>
<th>Grating/Filter</th>
<th>Integrations</th>
<th>Execution time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>G140M/F100LP</td>
<td>35</td>
<td>1575</td>
</tr>
<tr>
<td>G235M/F170LP</td>
<td>60</td>
<td>2670</td>
</tr>
<tr>
<td>G395M/F290LP</td>
<td>80</td>
<td>3545</td>
</tr>
<tr>
<td>PRISM/CLEAR</td>
<td>30</td>
<td>1357</td>
</tr>
</tbody>
</table>

Table 1. Spectral elements used for the observation of 2003 AZ₈₄ with the JWST/NIRSpec FS mode.
2. A map $\rho \in \mathbb{R}^{K \times L}$, such that $\rho_{k,\ell}$ is the angular position $\rho$ along the slit of each pixel $k$ of the $\ell$th frame.

These maps account for the fact that because of image distortion and the nonlinear spectral dispersion law, the spectral and angular directions are neither aligned with the detector dimensions nor evenly sampled by the pixels.

2.3. PSF model

In the case of JWST/NIRSpec, for all $\lambda < 3.25$ $\mu$m, the full width at half-maximum (FWHM) of the PSF is smaller than a pixel and cannot be resolved. The width of the PSF is thus determined by the combination of the diffraction (scaling as the wavelength $\lambda$) and of the pixel integration.

We assume that the convolution of both effects is well approximated by a Gaussian of variance $\alpha \lambda^2 + \beta$, with $\alpha > 0$ the chromatic scaling and $\beta > 0$ the minimum width. Our PSF model is thus

$$h(\lambda, \rho; \alpha, \beta, c) = \frac{1}{\sqrt{2\pi(\alpha \lambda^2 + \beta)}} e^{-(\rho-c)^2/(2(\alpha \lambda^2 + \beta))},$$

with $c$ the target position along the slit for the considered exposure. The PSF is thus parameterized by $\theta = (\alpha, \beta, c_1, \ldots, c_L) \in \Omega$, with $\Omega \subset \mathbb{R}_+^2 \times \mathbb{R}^L$ and $c_\ell$ the target position in the $\ell$th frame. Its components are autocorrelated in our method (see Sec. 3.2). In the following, we call $h_{\theta} \in \mathbb{R}^{K \times L}$ the sampled PSF model for the entire dataset, that is, $(h_{\theta})_{k,\ell} = h(\lambda_{k,\ell}, \rho_{k,\ell}; \alpha, \beta, c_{\ell})$.

2.4. Direct model of the data

In order to go from the spectrum sampled on $\lambda^z \in \mathbb{R}^N$ to the flux sampled by the detector for each wavelength of the map $\lambda \in \mathbb{R}^{K \times L}$, we interpolate the model spectrum $z$ with a given interpolation function $\Phi: \mathbb{R} \rightarrow \mathbb{R}$, which gives the following model spectrum in the data:

$$f_{k,\ell} = \sum_{n=1}^{N} F(\lambda_{k,\ell}, \lambda^n_{\ell}) z_n = F_{k,\ell}(z), \quad (\forall k, \ell),$$

with $(F_{k,\ell})_{n} = \Phi(\lambda_{k,\ell} - \lambda^n_{\ell})$. The interpolation function $\Phi$ used in this work is a Catmull-Rom spline (Catmull & Rom 1974). Finally, we have the following data direct model:

$$d = h_{\theta} \odot (Fz) + \eta \quad \text{with} \quad F = \begin{pmatrix} F_{1,1} & \cdots & F_{1,L} \\ \vdots & \ddots & \vdots \\ F_{K,1} & \cdots & F_{K,L} \end{pmatrix},$$

where $\odot$ is the Hadamard product, and $\eta \in \mathbb{R}^{K \times L}$ is a noise vector that approximately follows a centered Gaussian law of covariance $\Sigma$. For the dataset used in this work, measurements are individually independent, and $\Sigma$ is characterized by its diagonal elements $\sigma^2_{k,\ell} = \text{Var}(d_{k,\ell})$. If the $k$th pixel is defective, $\text{Var}(d_{k,\ell}) = +\infty$. In the following, we introduce the linear operator $M_{\theta} \in \mathbb{R}^{KL \times N}$ such that the direct model writes $h_{\theta} \odot (Fz) = M_{\theta} z$.

3. Optimal spectral extraction method

3.1. Spectral extraction

The direct model is parameterized with four unknown parameters: the PSF parameters $\alpha$ and $\beta$, the target positions $c$ in the slit, and the spectrum that is to be extracted, $z$. These parameters are estimated with an alternated method through minimizing the co-log-likelihood of the data with a Tikhonov (Tikhonov & Arsenin 1977) regularization,

$$\hat{z}, \hat{\theta} = \arg \min_{z \in \mathbb{R}^N} \{ g(z, \theta) := \frac{1}{2} \|d - M_{\theta} z\|_W^2 + \frac{\mu}{2} \|Dz\|^2 \}$$

where $\forall y \in \mathbb{R}^K, \|y\|_W = y^T W y$, with $W = \Sigma^{-1}$ the diagonal weighting matrix and $D$ the finite difference operator such that $(Dz)_k = z_{k+1} - z_k$. The importance of the regularization term and the tuning of its contribution in the cost function is discussed in Sec. 3.3.

For a fixed $\theta$, the spectrum $z$ is extracted by minimizing the cost function $g(z, \theta)$, defined in Eq. 4, with respect to $z$,

$$\hat{z} = \arg \min_{z \in \mathbb{R}^N} \{ g(z, \theta) \},$$

which has a closed-form solution,

$$\hat{z} = (M_{\theta}^T W M_{\theta} + \mu D^T D)^{-1} M_{\theta}^T W d.$$
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3.2. Autocalibration of the PSF parameters

Once a first spectrum is extracted, the parameters $\alpha$, $\beta$, and $c$ were refined as follows. First, the PSF parameters are recalculated for a fixed $c$:

$$\hat{\alpha}, \hat{\beta} = \operatorname{argmin}_{(\alpha, \beta) \in \mathbb{R}^2} g(z, \theta) = \operatorname{argmin}_{(\alpha, \beta) \in \mathbb{R}^2} \|d - M_\theta z\|^2_W. \quad (7)$$

Then, the centers were refined with the PSF parameters fixed to those obtained just before,

$$\tilde{c} = \operatorname{argmin}_{c \in \mathbb{R}^L} g(z, \theta) = \operatorname{argmin}_{c \in \mathbb{R}^L} \|d - M_\theta z\|^2_W. \quad (8)$$

A new spectrum is then extracted for these values using Eq. 8, and so on until the algorithm converges. The method is summarized in Alg. 1.

**Algorithm 1: Optimal spectrum extraction algorithm**

**Input:** $\theta^{[0]} = (\alpha^{[0]}, \beta^{[0]}, c^{[0]})$

for $t = 1, 2, \ldots$ do

Update of $z^{[t]}$ by solving the problem Eq. 5:

$$z^{[t]} = \operatorname{argmin}_{z \in \mathbb{R}^N} g(z, \theta^{[t-1]})$$

Update of $\alpha^{[t]}, \beta^{[t]}$ by solving the problem Eq. 7:

$$\alpha^{[t]}, \beta^{[t]} = \operatorname{argmin}_{(\alpha, \beta) \in \mathbb{R}^2} g(z^{[t]}, (\alpha, \beta, c^{[t-1]})$$

Update of $c^{[t]}$ by solving the problem Eq. 8:

$$c^{[t]} = \operatorname{argmin}_{c \in \mathbb{R}^L} g(z^{[t]}, (\alpha, \beta, c^{[t]}))$$

end

The cost function (Eq. 7) is optimized with the BOBYQA method by Powell (1994). The same applies for Eq. 8, unless the dataset is composed of only one frame. In this case, the FMIN method by Brent (1973) is used because there is only one center to estimate. These methods optimize a given criterion using successive quadratic approximations of it. They do not require calculation of the criterion gradient.

3.3. Tuning of the regularization hyperparameter

The regularization, and thus the smoothness of the extracted spectrum, is weighted through the hyperparameter $\mu$. Because the model $M_\theta$ is not full rank ($N \neq KL$) and is ill-conditioned, the noise is amplified when the value of $\mu$ is too small (Tikhonov & Arsenin 1977; Titterington 1985). In addition, large values of $\mu$ excessively smooth the spectrum and might lead to the loss of spectral information, especially when shallow and thin absorption bands are present. Therefore, this parameter needs to be tuned optimally. The literature includes many effective methods for tuning this parameter, for instance, the generalized cross validation (GCV; Golub et al. 1979) or the Stein unbiased risk estimator (SURE; Stein 1981), which aim at minimizing an estimate of the mean square error.

We obtained the optimal value of the hyperparameter using a nonexhaustive cross validation (CV). For a given hyperparameter $\mu$, the CV is computed as

$$\text{CV} = \frac{1}{T} \sum_{t=1}^{T} \|d - M_\theta z^{[t]}\|^2_W \left| P^{[t]} \right|,$$  

where $T$ is the number of iterations used to compute the CV, and $\left| P^{[t]} \right|$ indicates the validation dataset, such that

$$W_{|P^{[t]}|} = \begin{cases} W_p & \text{if } p \in P^{[t]} \, , \\ 0 & \text{else} \end{cases} \quad (10)$$

Its complementary $C|P^{[t]}|$ indicates the training dataset from whose $z^{[t]}$ the spectrum is extracted for the given hyperparameter $\mu$.

Nevertheless, we wished to keep control over $\mu$, and we used multiple values of this parameter as a test of the robustness or resistance of spectral features against the regularization. Oversmoothing the spectrum with a high value of $\mu$ reduces the spectral resolution of the reconstructed spectrum. Real absorption bands remain observable, in contrast to the noise. We can thus ensure the actual presence of various absorption bands by testing their survival at a large $\mu$, as well as by comparing spectra extracted from LR and MR exposures. This technique is in fact similar to the study of a spectrum with wavelet decomposition (e.g., Starck et al. 1997). This also motivates the study of wavelet-based regularization for future work.

4. Application to JWST/NIRSpec observations of 2003 AZ84

4.1. Data specifications and calibration

Our method was applied to 2003 AZ84 data, preprocessed (at the detector level) by the JWST calibration pipeline. The level of preprocessing we considered was 2b with the _cal extension. These preprocessed data were not yet corrected for distortion, and thus were not resampled. For comparison, the pipeline takes these _cal files, then corrects for distortion effects to produce _s2d files, such that a column in the _s2d data is associated with a single wavelength. This particular step requires interpolating along the spatial and spectral dimensions. These interpolations introduce a noise correlation and propagate the corruption by defective pixels. By default, the pipeline then extracts the spectrum by integrating the flux in a sliding window of fixed size (here with a width of 6 pixels) for each column. An additional extraction package allows the choice of an adaptive window size, but all pixels in this window remain evenly weighted. The pipeline extraction considered in this work uses the version 11.16.22 of the calibration reference data system (CRDS).

Our extraction method requires computing four maps: the data $d$, the weights $W$, the wavelength map $\lambda$, and the position map $p$. The _cal data files contain a data map, a variance map, a map of defective pixels, and the $\lambda$, map, all of which are required for application of our method. The data maps were not corrected for the thermal background contribution, which was suppressed by subtracting the mean of the other frames for each pixel from each exposure, to obtain the map $d$ as follows:

$$d_{k,\ell} = d_{k,\ell}^{bg} - \frac{1}{L-1} \sum_{\ell' \neq \ell} d_{k,\ell'}^{bg} \quad \forall (k, \ell),$$  

where the superscript $bg$ denotes a map with the thermal background contribution. Because the data frames are
mutually independent, the variance of the background-subtracted data is given by

$$\sigma^2_{k,\ell} = (\sigma^{bg}_{k,\ell})^2 + \frac{1}{(L-1)^2} \sum_{\ell' \neq \ell} (\sigma^{bg}_{k,\ell'})^2 \quad \forall \{k, \ell\}. \quad (12)$$

The resulting variance map characterizes the diagonal element of the covariance $\Sigma$, which was then combined after inversion to the map of defective pixels to create the weight matrix $W$.

The calibration of the $\rho$ map on the data is one of our specific contributions to the analysis of JWST/NIRSpec FS data, and it is illustrated in Fig. 2. Taking into account the defective pixels, the calibration is done as follows:

1. Each column of the data map is normalized by its maximum.
2. Using BOBYQA, a Gaussian is fit to each column. A center and a FWHM are then retrieved for each of them (see Fig. 2-(a), cyan curve).
3. A second-order polynomial is fit to these centers (see Fig. 2-(a), red curve) as a function of the column number.
4. Finally, the $\rho$ map is computed as

$$\rho_{i,j} = i + p(j) - p(1), \quad (13)$$

where $p$ is the polynomial fit in step 2, while $i \in 1:I$ and $j \in 1:J$ are the respective row and column indices in the map (such that $M = I \times J$).

Fig. 2-(b) shows that the average PSF profile can be well approximated with a Gaussian model. Moreover, Fig. 2-(c) presents some normalized cross section of the data, overlapped by the corresponding chromatic Gaussian PSF that was auto-calibrated with our method. Our auto-calibrated PSF matches the data well. This strengthens the use of a chromatic Gaussian model in our direct model.

### 4.2. Optimal extraction of the 2003 AZ$\kappa_4$ spectrum

To proceed to the optimal extraction, we computed the cross validation with the global methods for each filter. We chose to compute the CV for $T = 10$, and we split randomly for each $t$ such that $p[1]$ and $C[p[1]]$ both contained half of the data. In order to use the same splitting configurations for each value of $\mu$, the random seed was reset to the same value before each CV computation. In the following, we call the spectrum extracted with the “best $\mu$” the “best extraction,” which is the minimum argument of the cross validation for the considered filter (see Fig. 3 for the CV curves).

### 4.2.1. Frame-by-frame comparison

First, we applied our extraction method on each calibrated data-frame described above. All the extracted spectra were normalized to a relative reflectance of 1 at 3 $\mu$m. This allowed a comparison of each extracted spectrum with the corresponding spectrum extracted by the pipeline, as shown in Fig. 4. The extractions performed by our method are overall less noisy. We note here that the spectra were not divided by the solar spectrum to correct for the contribution of solar light. Despite this caveat, absorption bands are clearly visible in spectra extracted by both methods, but they are more pronounced when using our method, as explained below.
4.2.3. Reduction of the noise

A direct comparison between spectra extracted with our method and with the pipeline shows that the noise level is reduced and absorption bands appear more evident. We thus further explain the reasons for these effects. Because the flux is integrated column-wise by the pipeline, it cannot account for subpixel effects. Moreover, the flux is integrated in a fixed-size window of 6 pixels, but even for _s24d, the FWHMs vary with wavelength, as presented in Fig. 6. For these wavelengths, the window is too large (see Fig. 7), and because each pixel has the same weight in the integration, almost half of the integrated flux comes from the background.

Instead, our method enhances the spectral extraction in several aspects. First, we account for the varying size of the PSF. This allows an optimal extraction with the least possible contamination from noise. The regularization also helps to smooth out the noise. This is shown in Fig. 5: Compared to the results of the standard pipeline, the spectra are less noisy. Second, for multiframe data, each frame is accounted for individually by the method, which can thus exploit the frame dithering to enhance the spectral quality of the extracted spectrum and its robustness against artifacts (e.g., defective pixels).

4.2.4. Influence of the regularization hyperparameter

We applied our extraction method for several values of $\mu$ in order to show its influence. The results are presented in Fig. 8. The values of $\mu$ were chosen from minus 5-6 to 0 orders of magnitude below the $\mu$ values minimizing the CV in Fig. 3. The best extractions are shown overlapping in black. The larger the value of $\mu$, the smoother the spectrum. Consequently, we must pay special attention to small absorption bands and verify that they survive the extraction against the value of $\mu$. As a general rule, noise is rapidly smoothed out when $\mu$ is increased, whereas actual spectral signatures remain difficult to erase. Therefore, we find that it is necessary to extract spectra for several values of $\mu$ in the case of TNOs because some ices identified on their surfaces show relatively weak, fine, and shallow bands (e.g., Pinilla-Alonso et al. in preparation). As a sanity check, a visual inspection of these multiple extractions helps to confirm that the identified absorption bands are real.

We can also observe that a fixed hyperparameter will not smooth in the same way for the short and long wavelengths. The reason is that there is less flux in the spectrum for long wavelengths than for the short ones. Hence there is more noise for long wavelengths, and a larger hyperparameter is necessary to smooth out the noise. This explains the shape and the location of the minima of the cross validation in Fig. 3.

Finally, when the MR reconstruction is oversmoothed, the extraction is coherent with LR extractions. The remaining visible bands correspond to those that are visible in the LR extraction.

5. Discussion and perspectives

As of today, only a few medium-sized TNOs have been characterized by spectroscopy with a quality sufficient to allow a robust interpretation of their compositions and of the processes that might have actively modified them from their primordial states. We know that the spectra of most medium-sized TNOs are dominated by water ice, but much less is known about the smaller objects (e.g., Barkume et al. 2008; Guilbert et al. 2009). PRISM observations will allow the detection of large and deep absorption bands for most TNOs. However, traces of volatile and organic species will be found through observations with medium and high resolving power. Because the FS mode of NIRSpec can reach fainter targets than the IFU (see Fig. 3 from Böker et al. 2023), the observation of medium-sized and smaller TNOs will benefit from this observing mode. Therefore, an effective spectral extraction method for FS medium and high spectral resolving power acquisition will need to be used on future data to ensure the best use of the telescope and of the exquisite instrument performance.

The JWST calibration pipeline is a great tool that is available to the whole community for extracting these spectra. It will continue to be improved over time. At present, we have identified non-ideal aspects that affect the quality of the extracted spectra (S/N and artifacts). We thus provided an alternative extraction method, to be applied on level 2b _cal data, which avoids these problems through a multiframe inverse approach, and which will be available in a public toolbox. Absorption bands are more evident with our method because the extraction is inherently less noisy and has a higher resistance against artifacts, which ultimately helps us to constrain the surface composition of this TNO.

Further improvement of our method could be performed in the future. As presented earlier, the Tikhonov regularization penalizes the difference between two values of the spectrum evenly, despite the great variation in the flux between short and long wavelengths (more than a factor 10). As a result, for the same hyperparameter, a spectrum can be satisfyingly regularized for short wavelengths and over-regularized for long wavelengths. Conversely, a spectrum that is satisfyingly regularized for long wavelengths can be under-regularized for shorter wavelengths. Hence, a regularization that takes the flux variation into account should be investigated. It might also be interesting to investigate a wavelet-based penalization. Finally, we aim to improve the spectral resolution by taking the spectral blur into account in the PSF model.
Fig. 4. Frame-by-frame comparison of spectra extracted from reconstructions by our method (red) and by the pipeline (black). Spectra are normalized to 1 at 3 μm.
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Fig. 5. Comparison of the spectra extracted by our method (red and orange) to the average spectra extracted from the pipeline (black and gray). Spectra are normalized to 1 at 3 µm.

Fig. 6. Comparison of the FWHM approximated from `_cal` (red) and `_s2d` (black) files. The comparison is made on PRISM second-exposure data. The FWHM obtained after autocalibration is also displayed in orange.

Fig. 7. Comparison of the pipeline window shape and the spatial PSF shape in our method (see Eq. 1) for λ ∈ {1, 1.5, 2, 2.5, 3, 3.5} microns.
Fig. 8. Comparison of the smoothness of the reconstructions for different hyperparameters.