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ABSTRACT

Context. The upcoming generation of optical spectographs on four meter-class telescopes, with their huge multiplexing capabilities, excellent spectral resolution, and unprecedented wavelength coverage, will provide high-quality spectra for thousands of galaxies. These data will allow us to examine the stellar population properties at intermediate redshift, an epoch that remains unexplored by large and deep surveys.

Aims. We assess our capability to retrieve the mean stellar metallicity in galaxies at different redshifts and signal-to-noise ratios (S/N), while simultaneously exploiting the ultraviolet (UV) and optical rest-frame wavelength coverage.

Methods. The work is based on a comprehensive library of spectral templates of stellar populations, covering a wide range of age and metallicity values and built assuming various star formation histories (SFHs), to cover an observable parameter space with diverse chemical enrichment histories and dust attenuation. We took into account possible observational errors, simulating realistic observations of a large sample of galaxies carried out with WEAVE at the William Herschel Telescope at different redshifts and S/N values. We measured all the available and reliable indices on the simulated spectra and on the comparison library. We then adopted a Bayesian approach to compare the two sets of measurements in order to obtain the probability distribution of stellar metallicity with an accurate estimate of the uncertainties.

Results. The analysis of the spectral indices has shown how some mid-UV indices, such as BL3580 and Fe3619, can provide reliable constraints on stellar metallicity, along with optical indicators. The analysis of the mock observations has shown that even at S/N = 10, the metallicity can be derived within 0.3 dex, in particular, for stellar populations older than 2 Gyr. The S/N value plays a crucial role in the uncertainty of the estimated metallicity and so, the differences between S/N = 10 and S/N = 30 are quite large, with uncertainties of ~ 0.15 dex in the latter case. On the contrary, moving from S/N = 30 to S/N = 50, the improvement on the uncertainty of the metallicity measurements is almost negligible. Our results are in good agreement with other theoretical and observational works in the literature and show how the UV indicators, coupled with classic optical ones, can be advantageous in constraining metallicities.

Conclusions. We demonstrate that a good accuracy can be reached on the spectroscopic measurements of the stellar metallicity of galaxies at intermediate redshift, even at low S/N, when a large number of indices can be employed, including some UV indices. This is very promising for the upcoming surveys carried out with new, highly multiplexed, large-field spectrographs, such as StePS at the WEAVE and 4MOST, which will provide spectra of thousands of galaxies covering large spectral ranges (between 3600 and 9000 Å in the observed frame) at relatively high S/N (> 10 Å−1).
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1. Introduction

Tracing stellar ages, chemical abundances, and masses is a very powerful way to probe the evolution of galaxies, and to explore the physical mechanisms of galaxy assembly (Conroy 2013). The metal content, in particular, holds the imprint of the baryonic cycle that regulates the star formation in galaxies by balancing the inflow of pristine gas, the outflow of metal-loaded gas blown out by stellar and active galactic nucleus (AGN) winds, and the re-accretion of this metal-enriched gas (Pagel & Patchett 1975; Peeples & Shankar 2011; Peng & Maiolino 2014; Hunt et al. 2020; Tortora et al. 2022). While the metallicity obtained from nebular emission lines refers to the gas component, the one determined from stellar continuum and absorption lines refers to the stellar component. One of the most direct ways to obtain information about the metal content of the stellar populations in galaxies is to compare the stellar spectra of galaxies with synthetic templates based on evolutionary stellar population synthesis (SPS) models (e.g. Bruzual & Charlot 1993, 2003; Maraston 1998; Vazdekis 1999; Maraston & Strömbäck 2011; Vazdekis et al. 2016). However, obtaining such an estimate is a challenging task, due to the degeneracy between the different stellar populations parameters, namely, the age, metallicity, dust content, and IMF slope of the galaxy. In fact, changes in any of these parameters can produce similar effects on the resulting spectrum. Comparisons between models and observations can be done for selected spectral absorption features that are most sensitive to the stellar populations parameters (e.g. Worthey et al. 1994; Worthey & Ottaviani 1997; Vazdekis et al. 1997; Thomas et al. 2005; Gallazzi et al. 2005; Spiniello et al. 2014; La Barbera et al. 2017; Conroy et al. 2018; Maraston & Strömbäck 2011; Vazdekis et al. 2016). Indeed, the advantage of using line-strength indices is the possibility to select specific spectral features that are mainly sensitive to the age or to the
metallicity of the stellar populations. Moreover, using only narrow regions of the whole spectrum drastically reduces the effect of dust attenuation, whose main effect is on the spectrum overall shape. Spectral indices are thus one of the most effective tools to derive stellar metallicity in galaxies. However, high-quality and at least moderate-resolution ($R \geq 2000$) spectra are needed to measure the absorption indices that are sensitive to the age and metallicity of the stellar populations, since many metallic absorption lines are shallow and narrow and thus difficult to measure.

In the last few decades, studies of Local Universe galaxies have greatly enriched our understanding of galaxy evolution. A large number of high-quality spectra from the Sloan Digital Sky Survey (SDSS, York et al. 2000) have provided a robust anchor both to theoretical and empirical approaches at $z \sim 0$. For example, Gallazzi et al. (2005) found that low-mass galaxies are on average younger and more metal-poor than higher-mass galaxies. However, evolutionary scenarios are degenerate, since different formation and evolution tracks can result in the same galaxy population at $z \sim 0$. Therefore, spectroscopic studies at higher redshift are needed to better understand the evolution of galaxies during cosmic time. Studies on stellar populations in galaxies at higher redshift are observationally challenging as they require spectroscopy with a high signal-to-noise ratio ($S/N > 10 \, \AA^{-1}$) and moderate resolution to trace the key absorption indices that are sensitive to age and metallicity. Moreover, the absorption line indices historically adopted to derive the stellar metallicity in local galaxies are mainly located in the optical rest-frame region, which move to redder wavelengths at higher redshift, that are strongly affected by sky emission lines and telluric absorptions. Indeed, medium- and high-redshift studies at the quality level required to derive stellar parameters of galaxies are limited to few spectroscopic works, mainly based on cluster galaxies at $z < 1$ (e.g. Jørgensen et al. 2005; Sánchez-Blázquez et al. 2009; Jørgensen & Chiboucas 2013; Ferré-Mateu et al. 2014), with some exceptions in the field (e.g. Ferreras et al. 2009; Gallazzi et al. 2014). The recently completed LEGA-C public survey (van der Wel et al. 2016; Straatman et al. 2018; van der Wel et al. 2021) is a first step in this direction, since it has gathered $S/N \sim 20$ spectra for $\sim 3000$ galaxies at $0.6 < z < 1.0$, suitable for obtaining statistically robust characterisations of the stellar population parameters in this redshift range for the first time (e.g. Wu et al. 2018; Chauke et al. 2018; D’Eugenio et al. 2020). Surprisingly, the intermediate redshift window $0.3 < z < 0.6$, crucial to link the high redshift observations with the Local Universe galaxies, remains unexplored due to the lack of large surveys with high-quality spectra.

The upcoming generation of spectrographs on four-meter-class telescopes, with their huge multiplexing capabilities, wide wavelength coverage, and moderate spectral resolution, can offer an interesting opportunity to fill in this redshift gap. In particular, the new version follows the PARSEC evolutionary tracks (Marigo et al. 2013; Chen et al. 2015) for 16 metallicity values, assuming a solar abundance of $Z_\odot = 0.017$. The new tracks include evolution of stars from the main sequence stage to the Wolf-Rayet phase for the most massive stars or to the thermally pulsing asymptotic giant branch (TP-AGB) for stars with mass lower than $6M_\odot$. Details on the description of the Wolf-Rayet phase adopted in the models can be found in Appendix A of Plat et al. (2019). For a more detailed description of the new adopted ingredients of the models (cited as C&B), we refer to Appendix A of Sánchez et al. (2022).

2. Stellar population models

Following Costantin et al. (2019), we used a comprehensive library of spectral templates of stellar populations (Zibetti et al. 2017). The library is based on a revised version of the BC03 models by Bruzual & Charlot (2003).\(^1\)

The new version follows the PARSEC evolutionary tracks (Marigo et al. 2013; Chen et al. 2015) for 16 metallicity values, assuming a solar abundance of $Z_\odot = 0.017$. The new tracks include evolution of stars from the main sequence stage to the Wolf-Rayet phase for the most massive stars or to the thermally pulsing asymptotic giant branch (TP-AGB) for stars with mass lower than $6M_\odot$. Details on the description of the Wolf-Rayet phase adopted in the models can be found in Appendix A of Plat et al. (2019). For a more detailed description of the new adopted ingredients of the models (cited as C&B), we refer to Appendix A of Sánchez et al. (2022).

We assumed a Chabrier initial mass function (IMF, Chabrier 2003) with $M_{\text{up}} = 100 M_\odot$ and the MILES stellar library ($3540.5 < \lambda < 7350.2 \, \AA$; Sánchez-Blázquez et al. 2006; Falcón-

\(^1\) The models used in Costantin et al. (2019) were a CB16 version, while the models adopted in this work are the official 2019 public release (http://www.bruzual.org/CB19), referred as C&B in Sánchez et al. 2022 (private communication by G. Bruzual).
Barroso et al. 2011, 2.5Å FWHM resolution), extended in the UV (911 < λ < 3540 Å) with theoretical high-resolution models (Martins et al. 2005, 1Å FWHM, see also Table 12 in Sánchez et al. 2022). Each simple stellar population (SSP) model provides 220 spectra computed at different time steps ranging from 0.01 Myr to 14 Gyr, with a metallicity ranging from −1.7 dex to 0.4 dex (more details in Plat et al. 2019; Sánchez et al. 2022). The templates in our library have been built assuming different SFHs, chemical enrichment histories, and dust attenuation values (following the two components attenuation model of Charlot & Fall 2000), covering extensively the space of observables. The SFHs are composed of a secular component, described by a Sandage (1986) law:

$$SFR(t) \propto \frac{t}{\tau} \exp\left(-\frac{t^2}{2\tau^2}\right),$$

with a superposition of random bursts (in two-thirds of the templates). The total mass formed in these bursts ranges between 1/1000 and two times the total stellar mass formed in the secular component. The resulting templates library roughly uniformly covers the mean mass-weighted log age-Z plane, between $-1.70 < [Z/H] < 0.4$ in the metallicity range, where solar metallicity is $[Z/H]_{\text{sol}} = 0$, and $8.5 < \log(\text{age} \text{ yr}^{-1}) < 10.2$ in the age range. All the galaxy types are well represented, from the star forming galaxies to the quasi-ones, with the only exception of the starburst galaxies at their very early stage (i.e. characterised by high star formation rate and very small mass formed). More details about these templates can be found in Zibetti et al. (2017) and Costantini et al. (2019). We used a representative subset of the above library to generate mock WEAVE-StePS-like spectroscopic observations, while the remaining ones have been used as a comparison library to recover the input physical parameters using the Bayesian statistical tools described in Sect. 5 (see also Gallazzi et al. 2005).

3. Optical and UV spectral indices: A direct comparison

In the literature, stellar metallicity is usually determined by measuring the equivalent width of optical absorption line-strengths with respect to pseudo-continua, as defined in Worthey et al. (1994). In particular, specific optical spectral indices such as Mgb and Fe5335, combined with age-sensitive indices (e.g. Hβ), help to break the age-metallicity degeneracy (e.g. Boardman et al. 2017; Sarzi et al. 2018). Figure 1 shows the distribution of Hβ, Mgb, and Fe5335 values as a function of the r-band light-weighted age for three narrow bins of mass-weighted metallicities, [Z/H], measured in our templates library, but excluding cases with secondary bursts. As expected, Hβ values show a strong dependence on the r-band light-weighted age of the galaxy stellar populations, while Mgb and Fe5335 reveal a clear metallicity dependence, in addition to the age dependency. In particular the two metallicity-sensitive indices display similar behaviour, with a strong stellar metallicity dependence for ages older than 2 Gyr, whereas the age dependency nearly disappears. Typically, metallicity indices start to be mainly sensitive to the presence of hot stars for ages younger than 2 Gyr, implying a dependence on stellar age in that regime. This is particularly true for Mgb, whose absorption is prominent in the atmosphere of giant stars.

In recent decades, UV spectral indices, also sensitive to the stellar age and metallicity, have been used to infer stellar population properties in galaxies (e.g. Fanelli et al. 1992; Daddi et al. 2005; Maraston et al. 2009; Vazdekis et al. 2016; Lonczo et al. 2020; Salvador-Rusiló et al. 2021). Figure 2 shows, as an example, the dependence of three UV indices, namely, the age-sensitive index BL2538 and the metallicity-sensitive indices BL3580 and Fe3619, on r-band light-weighted age. As for Mgb and Fe5335, the indices BL3580 and Fe3619 show a prominent dependence on [Z/H] for ages older than 2 Gyr, while the BL2538 index depends on both age and metallicity. For a more complete understanding of the behaviour of the UV indices (and continuum), particularly below 3000Å, as function of age and metallicity, it should be noted that they can be strongly affected by the presence of even a tiny fraction (i.e. < 0.1% of the overall mass) of very young (i.e. age < 100 Myr) and hot stars, with drastic changes seen in the continuum and spectral features (Casarà et al. 2013; Vazdekis et al. 2016; Salvador-Rusiló et al. 2020, 2021; Corcho-Caballero et al. 2021; Salvador-Rusiló et al. 2022). In our simulations cases of quiescent galaxies with a tiny fraction of a very young populations are rare; however, they seem quite common, at least in the Local Universe, therefore we explored the behaviour of UV and optical indices considering a combination of two SSPs model. In Figures 1 and 2, the green arrows indicate the effect of adding 0.1% of mass fraction of a 70 Myr SSP to an old SSP of 7 Gyr, both at solar metallicity. As we can see from Figs. 1 and 2, even a tiny fraction of a very young population has an important effect in the spectral region below 3000Å. Strong effect on the UV wavelength region of rather old stellar populations can be produced also by old hot stars such as the post-asymptotic giant branch (PAGB) (e.g. Le Cras et al. 2016), whose treatment in stellar population models is rather uncertain (e.g. due to the effect of mass-loss on advanced phases of stellar evolution; see Maraston et al. 2006; Conroy 2013), or those on the blue horizontal branch (not included in our templates). On the contrary, the effect is drastically reduced for indices in the wavelength region around 3500Å, and becomes even more negligible when moving to optical indices.

Classically, index-index diagnostics, which combine an age and a metallicity index indicator, are used to infer the metallicity (and the age) of stellar populations to reduce the age-metallicity degeneracy (e.g. Trager et al. 2000; Longhetti et al. 2000). The (Fe5335, Hβ) or (Mgb, Hβ) diagnostic diagrams have been often used to constrain the metallicity from low-to high-redshift galaxies (see Cervantes & Vazdekis 2009, and references therein). Figure 3 shows the (Fe5335, Hβ) diagnostic plane colour-coded according to the median mass-weighted metallicity (left panel) and to the intrinsic scatter of the metallicity (right panel) for the library previously described, including secondary bursts but considering galaxies with r-band light-weighted age > 2 Gyr. The different metallicity values occupy different regions of the index-index plane, with some mixing of values restricted only in the lower left corner (i.e. low values of both Hβ and Fe5335 indices) corresponding to complex templates with a burst added over the secular SFH component. This is clearly shown in the right panel of Fig. 3, where the average low scatter in metallicity at each bin of the index-index diagram confirms that we can effectively disentangle age and metallicity using this diagnostic plane.

Figure 4 shows, for the same set of galaxies, an index-index plane and its scatter based on the UV indices Fe3619 and BL2538. We can see that the metallicity values follow a roughly linear trend, where metallicity increases with increasing Fe3619, irrespective of the complexity of the SFHs. The small intrinsic scatter confirms the good quality of the diagnostic plane, showing a similar degeneracy as the (Fe5335,Hβ) one. Following the green arrows in Figs. 3 and 4, again the effect is clear of a tiny
4. WEAVE-StePS-like observations

In this section, we explore the advantages offered by a wide spectral range provided by new-generation spectrographs, such as WEAVE and 4MOST. Since both spectrographs have similar performances in terms of resolution and wavelength coverage, we followed the same approach as in Costantin et al. (2019) by simulating observations of a large sample of galaxies as will be carried out in the WEAVE-StePS survey. From the library described in Section 2, we selected a statistically significant and representative chunk of 25000 templates to produce mock WEAVE-StePS-like observations, while the remaining templates are used as comparison library. The selected chunk of templates adopted to reproduce mock observations contains twice the number that was used in Costantin et al. (2019) in order to have a better populated sample of old galaxies at different metallicities. Simulated spectra that realistically resemble the observations were obtained considering the throughputs of the combined atmospheric transmission of the WHT and of the WEAVE spectrograph. The contributions to the noise are due to the extended Poisson noise from the sky background and to the read-out noise of the WEAVE CCDs. In this way, our simulations aptly reproduce a realistic S/N distribution as a function of wavelength for a variety of galaxy spectral types (including red galaxies), accounting for the reduced efficiency of the WEAVE+WHT system going to bluer wavelengths. The possible systematic effects present in real observed data (e.g. sky subtraction residuals, flux calibration errors) are not included, as their study is beyond the scope of the present paper. For details on the procedure to transform the rest-frame subsample to mock WEAVE-StePS-like observations, we refer to Sect. 3 in Costantin et al. (2019).

We considered three reference redshifts $z = [0.30, 0.55, 0.70]$ to reproduce the galaxies targeted by WEAVE-StePS and four bins of $S/N_{\text{obs}} = [10, 20, 30, 50]\text{Å}^{-1}$. The $S/N_{\text{obs}} = 50\text{Å}^{-1}$ bin has been added to the set adopted in Costantin et al. (2019) because, while not representing the expected WEAVE-StePS observations, it can provide more general useful insights on the
possibility to estimate the stellar metallicity with higher S/N surveys, as it will be in 4MOST-StePS, or using a stacking procedure to increase the quality of observations at relatively low S/N. For each redshift, observations have been created selecting from the set of 25000 templates those corresponding to \( t_{\text{form}} < \frac{A_g}{\text{g-band effective attenuation}} < 2 \) mag, and mass-weighted metallicity \(-1 < [Z/H] < 0.3\). Figure 5 shows the distribution in metallicity of the mock WEAVE-StePS-like observations (red histogram) and the comparison library (blue histogram) at \( z = 0.30 \). Metallicities below \(-1\) dex are extremely rare, in particular for massive galaxies as the targets of WEAVE-StePS survey. In fact, massive galaxies tend to have high metallicity values (e.g. Gallazzi et al. 2005; Thomas et al. 2010; Gallazzi et al. 2021). The final simulated sample consists of 9635 spectra at \( z = 0.30 \), 8498 at \( z = 0.55 \), and 7884 at \( z = 0.70 \), while the comparison library consists of more than 300000 templates, selected to have \( t_{\text{form}} < \frac{A_g}{\text{g-band effective attenuation}} \). The selected subsamples are fully representative of the comparison library, without bias in physical properties, and large enough to explore the parameter space of the physical properties of the galaxies with robust statistics. Both the mock observations and the comparison library are convolved with a fixed velocity dispersion of 150 km s\(^{-1}\) in order to account for the typical velocity dispersion expected for WEAVE-StePS galaxies. The templates do not include emission lines, assuming that their contribution has been removed from the spectra.
5. Analysis

The main goal of our analysis is to exploit the information provided by key UV and optical absorption-line indices coupled with a Bayesian approach in order to infer the stellar metallicity of galaxies. The analysis is performed on the spectral data for each redshift and $S/N_{\text{obs}}$, as described in Section 4.

5.1. Spectral indices

We considered a set of spectral indices to be used in our analysis, as listed in Table 1. The indices we selected present some differences with respect to those reported in Costantin et al. (2019). In fact, 12 indices among the optical and UV ones have been removed, while 3 UV indices (BL2720, BL2740, BL3619) have been added. Removed indices have been discarded because, even if they appear to be good metallicity or age indicators, they are strongly dependent on other unknown parameters (e.g., specific elements abundances or IMF) or they can be strongly affected by observational issues (e.g., accuracy of the relative flux calibration). In particular, we excluded indices strongly sensitive to C, N, and Ti abundances (NH3360, CN3883, CN4170, Fe4668, Ca4227, and Fe5782), because they could alter the final results, due to their strong dependence on abundance ratios. We also excluded indices potentially affected by chromospheric emission from the stellar atmospheres (MgII, CaHK) and those possibly affected by interstellar absorption (NaD). TiO1 and TiO2 have been excluded as they are very broad indices, possibly affected by uncertainty on flux calibration. Moreover, both TiO’s are strongly dependent on the assumed IMF (e.g., Spiniello et al. 2014). Finally, we excluded the MgWeak because it is a very wide index that needs a reliable flux calibration of the observed data in the UV part of the spectral range, which is not easy to achieve in many spectroscopic surveys. In Table 1 we also show the variation of the UV indices when adding 0.1% of the total mass of very young SSP to an otherwise old SSP (see Sect. 3), normalised to the range of values covered by each index in the whole spectral library, namely, the relative sensitivity of each index to the presence of young populations. It is appreciable how the effect due to the presence of a tiny fraction of a very young population decreases as the wavelength increases, from 70% of variation for the bluest UV index to 10% for the reddest one.

We measured all the spectral indices that fall in the WAVE observed spectral range at each selected redshift, and we estimated the observational errors for each index by generating 1000 random gaussian distributed realisations within the noise of each single spectrum at any $S/N_{\text{obs}}$. For each realisation, we calculated the systematic and statistical errors as the median and the standard deviation of the relative difference between true and simulated values, respectively. Moreover, we added an extra error of ~ 5% to the D$_{n,4000}$ to take into account the possible uncertainty of the spectrophotometric calibration that do not explicitly enter into our simulations, as in Costantin et al. (2019). This extra error budget of 5% has been estimated given the expected relative flux calibration errors for the future WAVE-STEPS survey within spectra windows of 200Å.

5.2. Bayesian inference

The Bayesian approach provides a powerful framework for deriving the age and metallicity of stellar populations in galaxies. Our application of the Bayesian statistics consists on the comparison between a set of indices measured in the WAVE-STEPS simulations and those measured in the comparison library, as introduced by Gallazzi et al. (2005) and also described in Costantin et al. (2019). We computed the posterior probability of the age and metallicity parameters, where the likelihood is described by $\mathcal{L} = e^{-x^2/2}$, with

$$\chi^2 = \sum_i \left( \frac{I_{\text{obs},i} - I_{\text{mod},i}}{\sigma_{\text{obs},i}} \right)^2,$$

where $I_{\text{obs},i}$ and $I_{\text{mod},i}$ are the $i$-th spectral index measured in the simulated and in the comparison spectra, respectively, and $\sigma_{\text{obs},i}$ is the observational error of the $i$-th spectral simulated index. The observational error has been evaluated as the standard deviation of the relative differences of 1000 random gaussian realisations of the perturbed spectrum, as described in Section 5.1. With a Bayesian analysis we are able to retrieve for each observation the full probability density function (PDF) of any physical parameter, and we assume its median value as the expected value and the 16 – 84% percentile range as the uncertainty of the estimated parameters. The PDF of a physical parameter for each simulated spectrum is given by the distribution in that parameter of the $\mathcal{L}$ of all the templates in the comparison library.

6. Metallicity estimates

As detailed in the previous paragraph, we measured all optical and UV indices listed in Table 1 for the simulated and the comparison spectra (17 indices at $z = 0.3$, 22 at $z = 0.55$ and 23 at $z = 0.7$). Then we compared the observed spectral indices with those obtained in the comparison library taking into account the expected observational errors to finally obtain metallicity measurements of our WAVE-STEPS-like observations by marginalising over the other parameters.

Figure 6 shows examples of metallicity PDFs of four simulated galaxies which differ for the mean $r$-band light-weighted ages of their stellar content ($\text{Age}_r = [0.5, 3, 5, 7]$ Gyr), and for...
Table 1: UV and optical spectral indices.

<table>
<thead>
<tr>
<th>UV index</th>
<th>%</th>
<th>ref.</th>
<th>opt. index</th>
<th>z</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(1a)</td>
<td>(2)</td>
<td>(3)</td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>FeII4204</td>
<td>70</td>
<td>&gt; 0.66</td>
<td>a</td>
<td>Dσ4000</td>
<td>all</td>
</tr>
<tr>
<td>BL2538</td>
<td>60</td>
<td>&gt; 0.56</td>
<td>a</td>
<td>HαFe</td>
<td>all</td>
</tr>
<tr>
<td>FeI6209</td>
<td>47</td>
<td>&gt; 0.48</td>
<td>a</td>
<td>HγFe</td>
<td>all</td>
</tr>
<tr>
<td>BL2720</td>
<td>37</td>
<td>&gt; 0.43</td>
<td>b</td>
<td>Gband</td>
<td>all</td>
</tr>
<tr>
<td>BL2740</td>
<td>44</td>
<td>&gt; 0.43</td>
<td>b</td>
<td>Fe4383</td>
<td>all</td>
</tr>
<tr>
<td>Mg2852</td>
<td>37</td>
<td>&gt; 0.35</td>
<td>a</td>
<td>Ca4455</td>
<td>all</td>
</tr>
<tr>
<td>Fe3000</td>
<td>23</td>
<td>&gt; 0.31</td>
<td>a</td>
<td>Fe453</td>
<td>all</td>
</tr>
<tr>
<td>BL2906</td>
<td>23</td>
<td>&gt; 0.25</td>
<td>a</td>
<td>Hβ</td>
<td>all</td>
</tr>
<tr>
<td>BL3580</td>
<td>11</td>
<td>&gt; 0.09</td>
<td>a</td>
<td>Fe5015</td>
<td>all</td>
</tr>
<tr>
<td>Fe3619</td>
<td>10</td>
<td>&gt; 0.06</td>
<td>c</td>
<td>Mgβ</td>
<td>all</td>
</tr>
<tr>
<td>Fe5270</td>
<td>&lt; 0.79</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe5335</td>
<td>&lt; 0.77</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe5406</td>
<td>&lt; 0.75</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe5709</td>
<td>&lt; 0.66</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. (1) index name; (1a) variation of the UV index due to a 0.1% young population on top of 99.9% of 7 Gyr population; (2) redshift range in which the index is within the spectral range of the WEAVE spectrograph (z_{max} = 0.8); (3) reference for indices definition: (a) Fanelli et al. (1992), (b) Chavez et al. (2007), (c) Gregg (1994), (d) Balogh et al. (1999), (e) Worthey et al. (1994).

Fig. 7: Examples of 68% confidence interval of joint r-band light-weighted age and mass-weighted metallicity distributions at z = 0.3 and S/N_{I,obs} = 10 (blue lines), S/N_{I,obs} = 30 (red lines), and S/N_{I,obs} = 50 (black lines). The blue hexagons mark the median age-metallicity values of the distribution at S/N_{I,obs} = 10, the black diamonds the median age-metallicity at S/N_{I,obs} = 50, and the green stars represent the true age-metallicity values.

that from S/N_{I,obs} = 30 to S/N_{I,obs} = 50 the improvement in the uncertainty of the metallicity measurements is smaller, in particular for old ages.

Figure 7 shows examples of joint age and metallicity probability distributions for another four simulated galaxies with different values of age and metallicity at z = 0.3, where the contours with different colours (blue, red, and black) correspond to different S/N_{I,obs} = [10, 30, 50], respectively. The age-metallicity degeneracy can be clearly seen for galaxy n.2 and 4, for which the corresponding probability distributions are elongated diagonally in the diagram, in particular at S/N_{I,obs} = 10. It can also be seen that the constraints on the metallicity estimates are tighter with increasing age. This is expected, as already noticed in Sect. 3, because for old stellar populations metallic lines become stronger and their variation becomes steeper and independent of age, giving better constraints. Instead, age indicators (e.g. Balmer lines) become weaker and their variation flatter for older populations. On the contrary, metallicity indicators (both optical and UV) become weaker for hot stars, and change very little with metallicity at ages lower than 2 Gyr, becoming mainly sensitive to the age.

Figure 8 shows the difference between the observed metallicity and the true one as a function of the r-band light-weighted age for the simulations at z = [0.3,0.7] and S/N_{I,obs} = [10, 20, 30, 50]. Figure 9 shows the same difference but as a function of the true metallicity values. Points are colour-coded according to the metallicity errors obtained from the PDF. Table 2 summarises our capability to retrieve the mass-weighted metallicity (as presented in Fig. 8) by showing the 1σ errors for seven age bins with equal number of data points, at all the simulated redshift and S/N_{I,obs}, while Table 3 shows the same 1σ errors for seven metallicity bins. In this table, we also added the errors estimated at S/N_{I,obs} = 10 for simulated galaxies with r-band light-weighted age > 2 Gyr, showing that for older populations, we obtain lower uncertainties on metallicity. It is worth noticing

Fig. 6: Examples of PDFs of mass-weighted metallicity of observations at z = 0.3 for Age = [0.5, 3, 5, 7] Gyr (from left to right) and S/N_{I,obs} = [10, 30, 50] (from top to bottom). The filled region represents the 16 − 84 confidence interval of the PDF. The solid green line marks the true value of metallicity, while the dashed blue line represents the median value of the corresponding distribution.

the mass-weighted metallicity ([Z/H] = [−0.25,−0.9,0.5,0.2] dex) and S/N_{I,obs} = [10,30,50], respectively. It is noticeable that the uncertainty on the metallicity estimates decreases with increasing age, in particular at low S/N_{I,obs}. Moreover, S/N_{I,obs} plays a crucial role in the uncertainty of the derived metallicity estimate, and differences in the PDF width between S/N_{I,obs} = 10 and S/N_{I,obs} = 30 are quite large. However, it clearly appears
Fig. 8: Difference between observed and true metallicity, as a function of true \( r \)-band light-weighted age values at different redshifts. **Top panel:** Difference between observed and true metallicity, as a function of true \( r \)-band light-weighted age values at \( z = 0.30 \). Each dot is colour-coded according to \( \sigma_{[Z/H]} \) obtained from the posterior. The green dots are the median values of the \([Z/H]\) differences in bins of \( \text{Age}_r \), while the error bars are the median of the \( \sigma_{[Z/H]} \) with each bin having the same number of data points. The cyan dashed line represents the 0 value of the y-axis. **Bottom panel:** Same as the top panel for \( z = 0.70 \).

Table 2: Error estimates of all the simulated galaxies reported in seven \( r \)-band light-weighted age bins at all the redshift and \( S/N_{I,obs} \). The total number of available galaxies has been divided in seven bins equally populated. Each bin has different width, assuming the median value as reference. The errors are the 68% confidence interval of the PDF of mass-weighted stellar metallicity, and are expressed in dex.

<table>
<thead>
<tr>
<th>( \text{Age}_{bin} ) [Gyr]</th>
<th>( z = 0.30 )</th>
<th>( z = 0.55 )</th>
<th>( z = 0.70 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S/N_{I,obs} = 10 )</td>
<td>( S/N_{I,obs} = 20 )</td>
<td>( S/N_{I,obs} = 30 )</td>
<td>( S/N_{I,obs} = 50 )</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
<tr>
<td>([0.07, 0.5])</td>
<td>([0.5, 0.8])</td>
<td>([0.8, 1.1])</td>
<td>([1.1, 1.7])</td>
</tr>
</tbody>
</table>
that the typical uncertainties of metallicity estimates well match the median dispersion around the true values.

The main result from Fig. 8 is that the median differences between the measured and the true metallicities as a function of the $r$-band light-weighted age are consistent with 0 for all the cases explored. This indicates that, on average, metallicity can be inferred with no systematic deviations at any galaxy age for all the $S/N_{\text{obs}}$. On the other hand, the typical median errors decrease with increasing $r$-band age for all the $S/N_{\text{obs}}$, with values, at $S/N_{\text{obs}} = 10$, from $\sigma = 0.38$ dex for $\text{age}_{\text{em}} = [0.07, 0.5]$ Gyr to $\sigma = 0.26$ dex for $\text{age}_{\text{em}} = [4.4, 9]$ Gyr, improving ~ 0.1 dex at older ages. A similar effect is obtained by increasing the $S/N_{\text{obs}}$ from 10 to 20, reducing the uncertainties for older galaxies down to less than 0.2 dex. The lower panels of Figure 8 show the results for simulations at $z = 0.70$. As the number and the typical errors of available indices falling into the WEAVE wavelength range varies with the redshift considered, the upper and lower panels of Figure 8 differ. Errors in the metallicity estimate at $z = 0.7$ for galaxies older than 1 Gyr are slightly lower than those obtained at $z = 0.3$, up to 0.04 dex around 5 Gyr. This is mainly due to the higher number of UV indices available at higher redshift.

The expected precision in the metallicity estimate as a function of the true metallicity values is shown in Fig. 9, both at low (upper panel) and at high (lower panel) redshift. At $S/N_{\text{obs}} = 10$, the uncertainties decrease from $\sigma = 0.37$ dex for very low metallicity (i.e. $[Z/H] \leq -0.8$) to $\sigma = 0.22$ dex for supersolar metallicities. Concerning the expected accuracy, at the lowest/highest metallicities, there is a overestimation or underestimation of ~ 0.1 dex. To better appreciate this trend, Figure 10 shows the median values in seven metallicity bins of the difference between the observed and true values of mass-weighted metallicity compared to the difference for $r$-band light-weighted age as a function of the true values of metallicity at $z = 0.55$ and $S/N_{\text{obs}} = 10$. When metallicity is underestimated, age is overestimated – and the other way around as well, consistently with the well-known age-metallicity degeneracy. Moreover the offset at the highest metallicity likely reflects the lack of templates above $[Z/H] \sim 0.3$ (the maximum value in the input library), making the lowest $[Z/H]$ the most preferable in the index analysis (see Sect. 5.1). In other words, at the highest as well as the lowest metallicity, our metallicity estimates, for $S/N_{\text{obs}} = 10$, are affected by the prior distribution. Nevertheless, the systematic offset is well within the errors (~ 0.3 dex at $S/N_{\text{obs}} = 10$), and it drastically decreases already at $S/N_{\text{obs}} = 20$.

The results displayed in Figs. 8, 9, and 10 are based on all the available indices listed in Table 1 depending on the simulated redshift. However, as already noted in Sect. 3, UV indices located at restframe wavelength lower than 3000Å are strongly affected by the presence of even a tiny fraction of hot stars (e.g. very young or PAGB/HB stars). Since both the origin and the effect of these populations are still poorly understood and hard to model (see e.g. Le Cras et al. 2016; Salvador-Rusinol et al. 2020, 2021, 2022), and an extensive treatment of these components is beyond the scope of the present paper, we also repeated our analysis by excluding UV indices at $\lambda < 3000$Å (i.e. the ones potentially affected by these components, see Table 1). Figure 11 shows the comparison between the main analysis of this work and the same analysis performed excluding UV indices below 3000Å. We found very similar uncertainties in both cases, thus, our ability to constrain metallicity is the same when excluding UV indices below 3000Å. We also verified that the age limit within the comparison library, selected to be lower than the age of the universe at each redshift, does not affect the results, which are consistently derived even using the entire available range of ages. We checked the effect on the results of simulating galaxies based on α-enhanced stellar populations (which is particularly relevant for massive galaxies) keeping the comparison template library based on solar chemical composition (see Appendix A for details). Although we found that the effect of $[\alpha/Fe] = 0.4$ dex can introduce systematic offsets in metallicity estimates up to ~0.3 dex at $S/N = 10$, our test is an extreme case, since usually massive quiescent galaxies have $[\alpha/Fe]$ up to 0.3 dex (e.g. Thomas et al. 2010; La Barbera et al. 2013; Carnall et al. 2022). Moreover, the effect of varying chemical abundances might be not so severe, as the overabundance of different elements affects spectral features in a different way. For instance, the relative response of an SSP model spectrum to increasing $[\alpha/Fe]$ tends to go into the opposite direction of increasing [$C/Fe$], so that for several spectral indices, increasing both elements (as it is the case in massive galaxies) affects only marginally the line-strengths (see La Barbera et al. 2017). In future works, we will take this issue into account by using models with varying $[\alpha/Fe]$ and other elemental abundances.

We compared the accuracy of our metallicity estimates for simulated WEAVE-StePS-like spectra with those reported in the literature. Using SDSS spectra, Gallazzi et al. (2005) inferred metallicity of early-type and late-type galaxies in the Local Universe using five absorption indices, of which three are composites ($D_{4000}$, H$\delta_A$ + H$\gamma_A$, H$\beta$, [Mg$\text{II}$Fe], [MgFe$^+$]). To test the advantage of using a large number of indices, we performed our analysis considering only the five indices adopted by Gallazzi et al. (2005) and compare the results with our more general simulations including all the available indices at redshift $z = 0.3$. Both analyses are based on $S/N$ derived from WEAVE-StePS-like simulations, and the results are presented in Fig. 12. Both the systematic offset between true and measured values, and the errors affecting the metallicity estimates are lower (up to 0.1 dex) when using all the available indices with respect to the restricted number of indices in Gallazzi et al. (2005).

Another instructive comparison can be made with the work of Choi et al. (2014), who inferred the metallicity by performing full spectral fittings in the 4700–5500Å range on simulated spectra (see Fig. A.1 of Choi et al. 2014). They considered mock observations for a sample of quiescent galaxies at age ~ 6 Gyr and solar metallicity, and obtained metallicity values without particular systematic offset and with error $\sigma_{\text{Choi}} \sim 0.15$ dex. Considering a sample of galaxies from our simulations in the same age and metallicity range as in Choi et al. (2014), we found an error of 0.15 dex in $[Z/H]$, perfectly matching the result obtained in Choi et al. (2014). This result is mainly due to the large set of indices used in our analysis.

López Fernández et al. (2016) performed a full spectral fitting analysis in the 3700 – 6800Å range on simulated CALIFA (Calar Alto Legacy Integral Field Area, Sánchez et al. 2012) spectra to infer stellar metallicity. They considered mock observations with age and metallicity parameters similar to those of the sample used in the analysis of this work, and they obtained metallicity values without particular systematic offset from the true value and with error $\sigma_{\text{López}} = [0.33, 0.22, 0.13]$ at $S/N = [10, 20, 50]$. Considering the metallicity constraints on our entire sample at $z = 0.30$, we found errors of [0.32, 0.21, 0.11] at $S/N = [10, 20, 50]$, consistent to the results obtained in López Fernández et al. (2016). Spectral fitting is expected to provide lower error bars, as all the information in the galaxy spectrum is used. Nevertheless, spectral indices help to extract...
In this section, we present a more generic test to explore the difference in the capability of retrieving the stellar metallicity of galaxies when using a small set of indices at high S/N (≥ 20) or a larger one at a moderate S/N (= 10). In particular, we compared the results obtained using the classic set of optical indices ([Hβ, Mgb, Fe5270, Fe5335, Fe5406]) with those obtained using a larger set of indices between 3500 and 5000 Å. This test is not specifically related to StePS-like spectra, and aims to inform other possible future spectroscopic surveys. For this reason, we did not use WEAVE-StePS-like simulated spectra (i.e. with S/N in the UV region depending on the spectral shape of the simulated galaxies for the same S/N fixed in the I-band region), but relied on a new set of ad hoc simulations, assigning a fixed S/N to the continuum adjacent to each spectral index considered. We selected three different set of indices: (1) [Hβ, Mgb, Fe5270, Fe5335, Fe5406], that is, the so-called “classic” indices, (2) [Hβ, Mgb, Fe5270] and (3) [BL3580, Fe3619, Hδf, Hγf, Gband4300, Fe4383, Ca4455, Fe4531, and Hβ], the first two at wavelengths larger than 4800 Å, while the last one at wavelengths lower than 5000 Å. We want to test whether it is more profitable for the stellar metallicity estimates to invest in observing time to obtain S/N = 20-30 around the first two set of indices or to obtain a S/N = 10 around the larger and bluer set of indices. The upper panel of Figure 13 shows the comparison of the results obtained using the five “classic” redder indices (i.e. case 1) at S/N = 20 (red error bars) and the larger set of 9 bluer indices (case 3) at a lower S/N of 10 (black error bars). It is clear that doubling the number of indices at lower S/N at 3500 Å < λ < 5000 Å gives similar results than using only the five classic indices at higher S/N (4600 Å < λ < 5600 Å). Moreover, the use of bluer indices allows us to obtain a better metallicity constraint at younger ages (as demonstrated by the black error bars in Fig. 13) becoming smaller than the red ones at ages younger than 1 Gyr. The lower panel of Figure 13 shows the comparison of the results obtained using even a smaller set of three “classic” redder indices (case 2, 4600 Å < λ < 5400 Å) at S/N = 30 (red error bars) and the full set of 9 bluer indices (case 3) at S/N = 10 (black error bars). As in the upper panel, we found that results similar to those obtained with few optical indices at a relative high S/N can be obtained with a wider set of bluer indices, over a larger wavelength baseline, for spectra at a lower S/N. In this second comparison, the...
Table 3: Same as Table 2 with simulated galaxies reported in seven metallicity bins. The values in parenthesis represent the error estimates at $S/N_{I,obs} = 10$ for simulated galaxies with $r$-band light-weighted age $> 2$ Gyr.

<table>
<thead>
<tr>
<th>$[Z/H]_{true}$ [dex]</th>
<th>$z = 0.30$</th>
<th>$z = 0.55$</th>
<th>$z = 0.70$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S/N_{I,obs} = 10$</td>
<td>0.42 (0.39)</td>
<td>0.37 (0.36)</td>
<td>0.41 (0.36)</td>
</tr>
<tr>
<td>$S/N_{I,obs} = 20$</td>
<td>0.28 (0.39)</td>
<td>0.31 (0.31)</td>
<td>0.27 (0.34)</td>
</tr>
<tr>
<td>$S/N_{I,obs} = 30$</td>
<td>0.22 (0.20)</td>
<td>0.19 (0.19)</td>
<td>0.19 (0.29)</td>
</tr>
<tr>
<td>$S/N_{I,obs} = 50$</td>
<td>0.16 (0.10)</td>
<td>0.15 (0.15)</td>
<td>0.08 (0.08)</td>
</tr>
</tbody>
</table>

Fig. 10: Median values of the difference between observed and true values of mass-weighted metallicity (black points and lines) and $r$-band light-weighted age (violet point and lines), as a function of true metallicity at $z = 0.55$ and $S/N_{I,obs} = 10$. The blue vertical dashed line marks the solar metallicity value ($[Z/H] = 0$). The green dashed line represents the 0 value of the y-axis.

Fig. 11: Median values of the difference between observed and true metallicity as a function of the true values of metallicity at $z = 0.70$ and $S/N_{I,obs} = 10$. The black error bars indicate the main case of our work, while the red dashed error bars represent the case excluding indices below 3000Å. The blue vertical dashed line marks the solar metallicity value ($[Z/H] = 0$). The green dashed line represents the 0 value of the y-axis.

improvement on the metallicity estimates is higher, in particular at young ages when using the larger and bluer set of indices at $S/N = 10$, namely, one-third of the $S/N$ value considered for the redder indices only. This result is in agreement with what previously found by López Fernández et al. (2016). They obtained similar constraints of the stellar metallicity combining optical spectra with FUV and NUV photometric data at $S/N = 10$ than using only optical spectra at $S/N = 20$.

Our results show that metallicity can still be reliably measured with optical and blue spectral indices even at relatively low $S/N$ values. Indeed, this is relevant when also taking into consideration that bluer indices are less affected by the sky emissions at $\lambda > 6000$Å up to $z \sim 1$, whereas above $z \sim 0.5$, the redder indices are significantly affected by strong sky emission lines and telluric absorptions. This results could be useful for wavelength range selection in planning future spectroscopic surveys.

While our analysis shows that blue indices have a significant constraining power to metallicity, we caution that generally, they are also sensitive to the effect of non-solar abundance ratios (see e.g. Vazdekis et al. 2015), and therefore it would be ideal to esti-
mate metallicity with both optical and UV features if modelling based on different chemical composition is not available.

8. Summary and conclusions

In this paper we investigate the capability to retrieve the mass-weighted metallicity in galaxies at different redshifts and S/N values, simultaneously exploiting the UV and optical rest-frame wavelength coverage. Our analysis is based on a wide stellar templates library derived from the latest version of the Bruzual & Charlot (2003) models. We showed that the mid-UV indices BL3580 and Fe3619 can provide reliable constraints on stellar metallicity, when used along with other optical indicators. At the same time, we emphasised that UV indices below 3000Å can be strongly affected by the presence of even a tiny fraction (i.e. < 0.1% of the overall mass) of very young (i.e. age < 100 Myr) stars. The same effect is expected from the presence of old hot stars (e.g. PAGB/BHB stars) which can mimic the same behaviour of very young ones (e.g. Salvador-Rusinol et al. 2020, 2021, 2022). Nevertheless UV spectral indices can be used to infer the metallicity of the stellar populations in galaxies, in particular considering the spectral region around ~ 3500Å.

To analyse the expected constraining power of different sets of indices on real observations, we simulated spectra as will be observed by the upcoming WEAVE-StePS survey. This intermediate redshift survey will observe around 25000 galaxies at 0.3 < z < 0.7 covering a wide spectral range. Therefore, we simulated 25000 spectra at three different redshift (z = [0.30, 0.55, 0.70]) and at four values of S/N in the observed I-band $S/N_{I,obs} = [10, 20, 30, 50]$. We focused on the constraint of the metallicity by measuring key UV and optical absorption-line indices for each simulated galaxy and using a Bayesian approach with an extended galaxy templates library to retrieve the mass-weighted metallicity with an accurate estimate of the expected observational errors. We found that, in general, the available spectral indices can be used to reliably constrain stellar metallicity already at $S/N_{I,obs} = 10$, with $\sigma \leq 0.3$ dex for galaxies older than ~ 2 Gyr. Below this age, metallicity indices are weak, and mostly sensitive to the temperature of the stars, namely, to the age of the stellar population.

Our results are in good agreement with other theoretical (Choi et al. 2014) and observational (Gallazzi et al. 2005) results in literature, also demonstrating how metallicity estimates can take advantage of including bluer and UV indices together with the classic optical ones.

Finally, we performed a direct comparison among different sets of indices when characterising the stellar metallicity to show the importance and the efficiency of using bluer and UV indices. For the comparison to be fair, we relied on a new set of simulated spectra with fixed S/N along each spectral index. We found that results similar to those obtained with fewer optical (e.g. $[\text{H}\beta, \text{Mgb, Fe5270}]$) indices at relative high S/N can be obtained with a wider set of bluer indices ($\text{BL3580, Fe3619, H}_\beta, \text{H}_\gamma, \text{G}_\text{band4300, Fe4383, Ca4455, Fe4531, H}_\beta$), over a larger wavelength baseline, at lower S/N. We emphasised that one main advantage of blue spectral indices is that of avoiding wavelength regions, in the galaxy observed frames, that are strongly affected by atmospheric contamination (both emission lines and telluric lines) at intermediate redshift. However, blue indices are expected to be more affected by the effect of non-solar abundance ratios, though the latter become less and less important at young ages (i.e. higher redshifts).

This work has demonstrated the good level of accuracy that can be reached when measuring the stellar metallicity in galaxies even at quite low S/N if a large number of indices can be employed, including (in particular) some UV indices above 3000Å. This is very a promising result for the upcoming surveys with new, high multiplexed, large field spectrographs, such as StePS at the WEAVE and 4MOST instruments, which will provide spectra of thousands of galaxies covering large spectral ranges (between 3600 and 9000Å) at $S/N > 10^4$.
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Fig. 12: Median values of the difference between observed and true metallicity as a function of true metallicity values at $z = 0.30$ and $S/N_{I,obs} = 10$. The black error bars show results for our analysis including all spectral indices, while the red dashed error bars represent the case using only the 5 absorption indices used in Gallazzi et al. (2005). The blue vertical dashed line marks the solar metallicity value ($[\text{Z/H}] = 0$). The green dashed line represents the 0 value of the y-axis.
Fig. 13: Median values of the difference between observed and true metallicity as a function of true r-band light-weighted age values. In both left panels, black error bars denotes case 3 ([BL3580, Fe3619, Hδr, Hγr, G3900, Fe4383, Ca4455, Fe4531, Hβ]) at S/N = 10, while the red dashed error bars indicates case 1 ([Hβ, Mgβ, Fe5270, Fe5335, Fe5406]) at S/N = 20 (upper left panel) and case 2 ([Hβ, Mgβ, Fe5270]) at S/N = 30 (lower left panel). The green dashed line in the left panels represents the 0 value of the y-axis. The blue curves in the right panels represent an example of a rest-frame template with 3 Gyr and solar metallicity. The black filled zone is the spectral range considered in case 3, while the red filled zone marks the spectral range considered in cases 1 and 2 (upper right and lower right panels, respectively).
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Appendix A: \(\alpha\)-enhancement

Our analysis relies on stellar population models constructed with stars having the same abundance pattern as in the solar neighbourhood. Since massive galaxies are over-abundant in several elements (e.g. \([\alpha/\text{Fe}]\)), we estimate the possible impact of \([\alpha/\text{Fe}]\) on metallicity estimates by adding the \([\alpha/\text{Fe}]\) information on the simulated spectra, while the comparison library remains unaltered. We consider the most extreme case of \([\alpha/\text{Fe}]=0.4\), which is typical of the most massive galaxies in the nearby Universe.

We added the \([\alpha/\text{Fe}]\) information in a differential way, by measuring the indices used in this work on \([\alpha/\text{Fe}]=0.4\) and \([\alpha/\text{Fe}]=0\) templates and then we subtract the values of the \([\alpha/\text{Fe}]=0\) indices to the ones at \([\alpha/\text{Fe}]=0.4\), to obtain the differential offset caused by the \(\alpha/\text{Fe}\). The differential offset is added on the indices values of the WEAVE-StePS-like simulations. For the UV part (below 3500Å) we used the E-MILES preliminary models (see Eftekhari et al. 2022) calculated with Teramo isochrones, age values between 4 and 10 Gyr, metallicity values between \(-0.35\) dex and \(0.26\) dex, with \([\alpha/\text{Fe}]=0\) and \([\alpha/\text{Fe}]=0.4\), respectively. For the optical part (above 3500Å) we used the \(\alpha\)-enhanced E-MILES models from Vazdekis et al. (2015). For ages below 4 Gyr and metallicity below \(-0.35\) dex we consider the differential offset obtained at 4 Gyr and at \(-0.35\) dex, as no \(\alpha\)-enhanced models have been computed in the UV spectral range.

Figure A.1 shows the difference between the estimated metallicity and the true ones, as a function of the true values of r-band light-weighted age, at \(z=0.30\), considering \(\alpha\)-enhanced simulations. There is a systematic underestimation up to \(-0.3\) dex at \(S/N_{\text{obs}}=10\), while the errors decrease as the \(S/N_{\text{obs}}\) increases. The underestimation is large because our metallicity indices mostly consist of Fe indicators, which decrease as \(\alpha/\text{Fe}\) increases. While Figure A.1 shows the importance of taking the effect of abundance ratios into account, in practice, the effect of chemical abundances might be not so severe, as the overabundance of different elements (e.g. \([\text{C}/\text{Fe}]\)) tend to cancel out the effect of \([\alpha/\text{Fe}]\) (see La Barbera et al. 2017).
Fig. A.1: Difference between the observed and true metallicity, as a function of true $r$-band light-weighted age values at $z = 0.30$, considering $\alpha$-enhanced simulations. Each dot is colour-coded according to $\sigma_{[Z/H]}$ obtained from the posterior. The green error bars are the median and the 68% confidence interval of $[Z/H]$ differences in bins of $\text{Age}_{\text{r, true}}$, with each bin having the same number of data points. The cyan dashed line represents the 0 value of the y-axis.