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ABSTRACT

Context. The astrophysical characterisation of sources is among the major new data products in the third Gaia data release (DR3). In particular, there are stellar parameters for 471 million sources estimated from low-resolution BP/RP spectra.

Aims. We present the General Stellar Parameterizer from Photometry (GSP-Phot), which is part of the astrophysical parameters inference system (Apsis). GSP-Phot is designed to produce a homogeneous catalogue of parameters for hundreds of millions of single non-variable stars based on their astrometry, photometry, and low-resolution BP/RP spectra. These parameters are effective temperature, surface gravity, metallicity, absolute $M_V$ magnitude, radius, distance, and extinction for each star.

Methods. GSP-Phot uses a Bayesian forward-modelling approach to simultaneously fit the BP/RP spectrum, parallax, and apparent $G$ magnitude. A major design feature of GSP-Phot is the use of the apparent flux levels of BP/RP spectra to derive, in combination with isochrone models, tight observational constraints on radii and distances. We carefully validate the uncertainty estimates by exploiting repeat Gaia observations of the same source.

Results. The data release includes GSP-Phot results for 471 million sources with $G < 19$. Typical differences to literature values are 110 K for $T_{\text{eff}}$ and 0.2-0.25 for $\log g$, but these depend strongly on data quality. In particular, GSP-Phot results are significantly better for stars with good parallax measurements ($\sigma_{\pi}/\sigma_{\pi} > 20$), mostly within 2kpc. Metallicity estimates exhibit substantial biases compared to literature values and are only useful at a qualitative level. However, we provide an empirical calibration of our metallicity estimates that largely removes these biases. Extinctions $A_G$ and $A_{BP}$ show typical differences from reference values of 0.07-0.09 mag. MCMC samples of the parameters are also available for 95% of the sources.

Conclusions. GSP-Phot provides a homogeneous catalogue of stellar parameters, distances, and extinctions that can be used for various purposes, such as sample selections (OB stars, red giants, solar analogues etc.). In the context of asteroseismology or ground-based interferometry, where targets are usually bright and have good parallax measurements, GSP-Phot results should be particularly useful for combined analysis or target selection.

Key words. stars: fundamental parameters – methods: data analysis; statistical; surveys; catalogs

1. Introduction

The ESA Gaia satellite (Gaia Collaboration et al. 2016) observes nearly two billion sources, most of which are stars residing in our Milky Way galaxy. Its main objective is to measure the parallax and proper motions of these stars with unprecedented accuracy. To achieve this goal, a correction dependent on the source colour is mandatory, and for this a low-resolution BP/RP spectrum is collected for each source. The DPAC Coordination Unit 8 with its astrophysical parameter inference system (CU8 Apsis, Bailier-Jones et al. 2013) classifies and determines the astrophysical parameters for these sources from the Gaia data. This allows more efficient exploitation of the exquisite astrometry and photometry offered by Gaia, for example by enabling appropriate selection criteria tailored to particular science cases. Gaia DR3 (Gaia Collaboration, Vallenari et al. 2022) will provide the first major release of results from CU8 (Creevey et al. 2022; Fouesneau et al. 2022) [Delchambre et al. 2022], including a general validation (Babusiaux et al. 2022).

In this paper, we describe the General Stellar Parameterizer from Photometry (GSP-Phot), which is one module in the CU8 Article page, number 1 of 23
Apsis chain described in [Bailer-Jones et al. 2013]. GSP-Phot is designed to infer star’s low-resolution, distances, and line-of-sight extinctions from Gaia’s low-resolution BP/RP spectra (Carrasco et al. 2021), De Angeli et al. 2022), astrometry (Lindgren et al. 2021b), and photometry (Riello et al. 2021). In Gaia DR3, the Gaia archive provides GSP-Phot results for 471 million sources with apparent magnitude $G \leq 19$. We also draw attention to a second module of the CU8 Apsis chain, the General Stellar Parameterizer from Spectroscopy (GSP-Spec; Recto-Blanco et al. 2022), which is designed to characterise single stars in Gaia DR3 but using the higher resolution RVS spectra (Seabroke et al. 2022) instead of the low-resolution BP/RP spectra.

An early version of GSP-Phot was described in [Liu et al. 2012] and the core methods were laid out in [Bailer-Jones 2010] and [Bailer-Jones 2011]. Section 2 provides an overview of the current version of GSP-Phot adopted for Gaia DR3 and highlights the improvements over the earlier version in [Liu et al. 2012]. Section 3 then presents some scientific validation results from GSP-Phot when applied to Gaia DR3 data. Further validation results from GSP-Phot are presented in [Creevey et al. 2022] and [Poueneau et al. 2022b]. We conclude in Sect. 4.

2. GSP-Phot in a nutshell

2.1. Main principles

The main goal of GSP-Phot is to characterise all single stars in the Gaia catalogue based on their astrometry, photometry and, most importantly, their low-resolution BP/RP spectra. Those data are available for most sources with $G < 19$ in the Gaia catalogue. We emphasise that the BP/RP spectra are time-averaged mean spectra, which means that any intrinsic time variability is lost. GSP-Phot aims to provide a homogeneously derived catalogue of stellar parameters for non-variable single stars for all Gaia sources for which BP/RP spectra are available (which includes sources whose BP/RP spectra are not published in Gaia DR3). Other modules in the Apsis chain treat stars in binary systems or specific subtypes of stars in more specialised ways (see MSC and Extended Stellar Parameterizers in [Creevey et al. 2022] Bailer-Jones et al. 2013). We emphasise that GSP-Phot uses only Gaia data: one objective of GSP-Phot is to attach a consistent set of astrophysical labels to the Gaia data and to also show how well stars can be generically characterised from Gaia data alone. Moreover, using non-Gaia data would fold in systematic errors and selection effects from external catalogues, which would make it more difficult to trace issues back to data sets during validation.

GSP-Phot comprises one main algorithm whose results are published in Gaia DR3 and two support algorithms whose results are used internally but are not published. The main algorithm is called Aeneas (referred to as $q$-method in Bailer-Jones 2011); it fits the measured BP/RP spectra, parallax, and apparent $G$ magnitude (see Sect. 2.2), thereby estimating the stellar parameters. For this optimisation process, Aeneas employs a specific type of Markov-chain Monte-Carlo (MCMC) sampling using an ensemble of walkers (Foreman-Mackey et al. 2013). More specifically, the ensemble MCMC optimises only four fit parameters, namely the stellar age, mass, metallicity (see Sect. 2.3), and the line-of-sight monochromatic extinction $A_0$ at 541.4 nm, where $A_0$ is the extinction parameter from the adopted Fitzpatrick extinction law (Fitzpatrick 1999); see also Sect. 11.2.3.1.4 in the online documentation for details. Other parameters such as distance or the extinction $A_0$ in the $G$ band are derived (see Sect. 2.4). As in Bailer-Jones (2011), GSP-Phot invokes astrophysical prior information; for example a Hertzsprung–Russell diagram (see Sect. 2.5). The two support algorithms provide the initial guess for the MCMC: first, the machine-learning algorithm Extremely Randomised Trees (Geurts et al. 2006) estimates stellar parameters directly from the BP/RP spectra; second, a gradient-descent algorithm (Ilum, Bailer-Jones 2010) further improves this initial parameter estimate. This is necessary because the MCMC alone would require too much computation time to find the best parameters without such an initial guess (see Sect. 2.7).

Within its forward-modelling context, GSP-Phot results are tied to the choice of model SEDs used to create synthetic BP/RP spectra. In its current version, GSP-Phot uses four different sets of model SEDs covering different temperature ranges of stars (see Sect. 2.6). In Sect. 5.1, we briefly investigate various different model SEDs and the extent to which their synthetic BP/RP spectra deviate from real observed BP/RP spectra.

2.2. Predicting observables

Combining multiple observables of different kinds is helpful to better constrain the model parameters and extract the maximum information out of all available measurements (e.g. Bailer-Jones 2011; Schönrich & Bergemann 2014). Below, we outline the observable data that are available to constrain our model within the Gaia and GSP-Phot context.

First and foremost, we have the low-resolution BP and RP spectra, which are available for most sources observed by Gaia (De Angeli et al. 2022). These are provided by CU5 in the format of coefficients for an adopted basis representation (Carrasco et al. 2021) (Montegriffo et al. 2022) estimate that the spectral resolution, $\Delta_0$, of BP ranges from 20 to 60 and that of RP from 30 to 50, where the higher resolution is achieved for shorter wavelengths for both BP and RP. For use in CU8, these continuous basis functions are then evaluated on a defined grid of physical wavelengths in order to produce actual sampled spectra in the common format of photon flux within a wavelength range (pixel). DPAC/CU5 also provide covariance matrices for the coefficients of BP and RP. As the CU8 wavelength sampling uses more pixels than coefficients that are provided by CU5, a pixel covariance matrix could be computed, but it would not have full rank and therefore could not be inverted to define a $\chi^2$. For Gaia DR3, CU8 only takes the diagonal elements of the pixel covariance matrix into account, but neglects the correlations. This approximation will be dropped in future versions of GSP-Phot.

Second, Gaia provides an apparent $G$ magnitude, which is available for all sources in the Gaia catalogue. The possibility to exploit the apparent $G$ magnitude was already envisaged in Bailer-Jones (2011) and Liu et al. (2012). Nevertheless, no absolute magnitude was available from their chosen fit parameters, and so the information provided by the apparent $G$ magnitude could not be fully exploited. We resolve this limitation by invoking stellar isochrones as discussed in Sect. 2.3.1.

Finally, Gaia provides a parallax measurement for most of the sources. This can be used to constrain a distance estimate through an astrometric $\chi^2$ contribution to the total likelihood.

Each of these three observables (BP/RP spectra, apparent $G$, parallax) provides a $\chi^2$. These are summed to obtain a total $\chi^2$.  

---

1 We cannot exploit the integrated $G_{BP}$ and $G_{RP}$ photometry because these do not provide independent measurements from the dispersed BP/RP spectra themselves. We could use the integrated $G_{RVS}$ magnitudes where available for bright sources, but while the RVS passband is provided in Sartoretti et al. (2022), unfortunately this only became available after our Gaia DR3 processing.
that is, the GSP-Phot likelihood function is constrained by all three observables.

2.3. Forward model based on isochrones

The key idea in [Bailer-Jones (2011)] was to take the apparent G magnitude and make use of the flux conservation equation,

\[ G = M_G + A_G + 5 \log_{10}(d) - 5, \]

(1)

to allow information from the spectrum to constrain the distance. However, from the atmospheric parameters \( T_{\text{eff}}, \log g, \) and \([M/H]\), it is not possible to uniquely assign an absolute magnitude. This is the well-known problem of inverse isochrone matching. Instead, [Bailer-Jones (2011)] and [Liu et al. (2012)] chose to adopt a Hertzsprung–Russell diagram as a prior distribution and marginalise over the unknown absolute \( M_G \) magnitude.

In this version of GSP-Phot, we solve this problem by starting from fundamental stellar parameters, namely age, initial mass, and metallicity. Stellar isochrones then uniquely provide us with astrophysically self-consistent absolute \( M_G \) magnitude, radius, effective temperature, and surface gravity for the given fundamental parameters (age, mass, \([M/H]\)). The atmospheric parameters are then also used to compute a synthetic model spectrum through multilinear interpolation over a given grid of models (see Sect. 2.7). Given the absolute \( M_G \) magnitude provided by the isochrone and the extinction parameter \( A_0 \), we can compute the extinction \( A_G \) from the model SED, the extinction curve, and the G passband, and use that to predict the observed apparent \( G \) magnitude from Eq. (1). This prediction of the apparent \( G \) magnitude, which has an observational error of a few milli-magnitudes, provides a very tight constraint on our model parameters and benefits the estimation of the surface gravity in particular. More precisely, \( G \) has measurement errors of a few milli-magnitudes; however, the main uncertainty is likely to be in the G passband estimation used to make model predictions of \( M_G \) and \( A_G \). We therefore introduce an error floor of 0.05 mag (see Eq. (1)) to account for model errors that may stem from imperfect knowledge of the passband.

For the isochrone models, we adopt a grid of PARSEC 1.2S Colibri S37 models [Tang et al. (2014); Chen et al. (2015); Pastorelli et al. (2020) and references therein] with step sizes of 0.01 between 6.6 and 10.13 in logarithmic age (in years) and 0.03 between -4.15 and 0.80 in \([M/H]\). These very fine step sizes are required to allow for a computationally efficient 3D linear interpolation (see Sect. 2.7) over age, mass, and metallicity to obtain the derived parameters.

2.4. Derived parameters

The four (MCMC) fit parameters are logarithmic age, initial mass, metallicity \([M/H]\), and the parameter \( A_0 \) in the extinction law [Fitzpatrick (1999)]. Apart from the four fit parameters, there are several more derived parameters, though.

First, from the fit parameters, the isochrones provide us with derived values of effective temperature \( T_{\text{eff}} \), surface gravity \( \log g \), stellar radius \( R \), and absolute \( M_G \) magnitude. These additional parameters are derived within the astrophysical models underlying the isochrones themselves and are tabulated in the isochrone data.

Second, coupling the extinction \( A_0 \) and metallicity \([M/H]\) together with \( T_{\text{eff}} \) and \( \log g \) from isochrones, we compute a model BP/RP spectrum from a library of models (see Sect. 2.6 and Creevey et al. (2022)). This is done by computationally efficient 4D linear interpolation (see Sect. 2.7). We then use the fact that our model BP/RP spectra come with absolute flux levels that scale with \( \sigma f T^4_{\text{eff}} \) (Stefan–Boltzmann law). Hence, when we use such a model to fit an observed BP/RP spectrum, we obtain an analytic \( \chi^2 \) solution for the amplitude

\[ a = \frac{R^2}{d^2}, \]

(2)

which is needed to bring the model BP/RP spectrum to the flux scale of the observed BP/RP spectrum. Here, \( R \) is the stellar radius and \( d \) the distance of the star. As the radius is given by the isochrone, we can directly compute the distance \( d \) from Eq. (2) for every MCMC sample. This distance then also enters the likelihood by predicting the measured parallelax,

\[ \chi^2_{\text{parallelax}} = \left( \frac{m - \frac{1}{2}}{\sigma_m} \right)^2, \]

(3)

and observed apparent \( G \) magnitude,

\[ \chi^2_G = \frac{(G - M_G - A_G - 5 \log_{10}(d) + 5)^2}{0.05^2 + \frac{2.5\sigma_f}{\log 10}}. \]

(4)

where \( f \) and \( \sigma_f \) are the measured apparent \( G \) flux and its uncertainty and 0.05 acts as an error floor of 50 milli-magnitudes that is added in quadrature to the approximate magnitude error \( \frac{2.5\sigma_f}{\log 10} \) (propagated from flux \( f \) and flux error \( \sigma_f \)). If \( \chi^2_{\text{spectra}} \) denotes the chi-squared from fitting the observed BP/RP spectrum using the amplitude resulting from Eq. (2), the combined log-likelihood is given by

\[ \log L = \text{const} - \frac{1}{2} \left( \chi^2_{\text{spectra}} + \chi^2_{\text{parallelax}} + \chi^2_G \right), \]

(5)

ignoring irrelevant normalisation constants. As explained in Sect. 5.3, cases where the distance resulting from Eq. (2) deviates too much from the measured parallax or is inconsistent with the apparent \( G \) magnitude have been filtered out of our grid. As the \( A_0 \) and \( A_G \) are already included in the distance computation for every MCMC sample, \( A_0 \) is obtained from the SEDs underlying our grid of model BP/RP spectra. These SEDs cover the wavelength range from 300nm to 1100nm. We apply interstellar extinction to the RP spectrum to the flux level resulting from Eq. (2), the combined log-likelihood is given by

\[ \log L = \text{const} - \frac{1}{2} \left( \chi^2_{\text{spectra}} + \chi^2_{\text{parallelax}} + \chi^2_G \right), \]

(5)

ignoring irrelevant normalisation constants. As explained in Sect. 5.3, cases where the distance resulting from Eq. (2) deviates too much from the measured parallax or is inconsistent with the apparent \( G \) magnitude have been filtered out of our grid. As the \( A_0 \) and \( A_G \) are already included in the distance computation for every MCMC sample, \( A_0 \) is obtained from the SEDs underlying our grid of model BP/RP spectra. These SEDs cover the wavelength range from 300nm to 1100nm. We apply interstellar extinction to the RP spectrum to the flux level resulting from Eq. (2), the combined log-likelihood is given by

\[ \log L = \text{const} - \frac{1}{2} \left( \chi^2_{\text{spectra}} + \chi^2_{\text{parallelax}} + \chi^2_G \right), \]

(5)
astrophysically more intuitive to impose priors on derived parameters; for example the Hertzsprung-Russell diagram on temperature and absolute magnitude. There are several prior factors in Eq. (A.2), which we now explain.

First, the prior for $A_G$ is a delta distribution that fixes the value to the extinction obtained from integrating the SED. While this may not behave like a commonly seen prior distribution, it remains a prior distribution from a mathematical point of view. Likewise, the prior for radius is a delta distribution fixing $R$ to the value provided by the isochrone.

Second, the extinction is restricted to the range $A_0 \in [0, 10]$ and within this range we adopt an ad hoc extinction prior of exponential form, $P(A_0|d) \propto e^{-A_0/d}$, where the mean value $\mu$ depends on Galactic latitude $b$ and distance $d$,

$$\mu = \frac{1 + 9 \sin b}{1000 \cdot (1 + \exp[-(d-100)/10])}. \quad (6)$$

This specific functional form and the choice of coefficients is the result of several test runs, reducing the occurrence of spuriously large extinctions in the validation sample.

Third, the distance was restricted to the range from 1 pc to 100 kpc. Furthermore, we adopt a distance prior of the form $P(d) \propto d^2 e^{-d/L}$ (as introduced in Baier-Jones 2015) where the length scale $L$ depends on Galactic coordinates and has been mapped from the Gaia Early Data Release 3 (Gaia EDR3) mock catalog of Rybizki et al. (2020) excluding the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC). To this end, we binned the mock data in Galactic coordinates and computed the mean distance ($\langle d \rangle$) in each bin which is an estimator of the length scale $L = \langle \delta d \rangle$ under the assumed prior distribution $P(d) \propto d^2 e^{-d/L}$. The length scale is then interpolated over the grid in Galactic coordinates in order to provide a smooth distance–prior variation over the sky. However, we set the length scale of the prior to be a factor of ten smaller than the result from the grid in Galactic coordinates in order to provide a smooth astrophysical information.

Likewise, the prior for radius is a delta distribution fixing $R$ remains a prior distribution from a mathematical point of view. Although this is formally part of the likelihood function, using isochrones in this way introduces a significant amount of prior regularisation in order to suppress spuriously large extinctions and distances. We could have used other priors that are more motivated by astrophysics, for example an initial mass function, but we find that such priors are too weak to compete with the likelihood and so cannot confine the parameters to plausible regions of the parameter space.

2.6. Multi-library approach

GSP-Phot not only employs isochrone models but also requires model grids of synthetic spectral energy distributions (SEDs) of stellar atmosphere models. As introduced in Baier-Jones et al. (2013), GSP-Phot uses four different such libraries of synthetic SEDs: MARCS for $T_{\text{eff}}$ between 2500 and 8000 K, PHOENIX for $T_{\text{eff}}$ between 3000 and 10 000 K, A-stars for $T_{\text{eff}}$ between 6000 and 20 000 K, and OB for $T_{\text{eff}}$ between 15 000 and 55 000 K. More details about these model libraries are provided in G. E. et al. (2022).

Results from each library are reported individually in Gaia DR3. In case users have preferences for one particular library, we do not combine the different estimates. Instead, we recommend a best library for users who prefer a single result per star.

We identify the best library from the log-posterior probabilities of the MCMC samples. Let $\theta$ denote the GSP-Phot parameters (temperature, extinction, distance, etc.) and $x$ the BP/RP spectra, $\varpi$ the measured parallax, and $G$ the apparent magnitude. Then, $p(\theta|x, \varpi, G)$ denotes the posterior probability of the $s$th MCMC sample where $s = 1, 2, \ldots, S$ and $S$ is the number of MCMC samples (same for all sources). We tested various different measures of goodness-of-fit in order to identify the best library, such as the maximum posterior value in the MCMC or the Bayesian evidence estimated by the harmonic mean (e.g., Wolpert & Schmidler 2012). In the end, we obtained the best results when identifying the best library as the one having the highest mean log-posterior value averaged over the MCMC samples:

$$\langle \log p(\theta|x, \varpi, G) \rangle \approx \frac{1}{S} \sum_{s=1}^{S} \log p(\theta|x, \varpi, G). \quad (7)$$

We note that Eq. (7) corresponds to a Monte-Carlo estimate of the differential entropy,

$$h = -\int p(\theta|x, \varpi, G) \log p(\theta|x, \varpi, G) d\theta, \quad (8)$$

which means that $h \approx -\langle \log p(\theta|x, \varpi, G) \rangle$. In other words, the best library is chosen to be the library whose posterior distribution has the lowest differential entropy, that is, it provides the most information about the source from the point of view of information theory. This identification scheme of the best library is adequate but not perfect (see Sect. 3.5).

2.7. Computational cost

The objective of GSP-Phot is to provide stellar parameter estimates for hundreds of millions of stars in Gaia DR3 (and ultimately all 1.8 billion sources expected in Gaia DR4). However, given the Gaia data release planning, we only have a limited amount of time available for processing. In order to comply with

---

Footnotes:

1. The results from individual libraries are provided in the Gaia archive table named astrophysical_parameters_supp.

2. The best-library results are provided in the Gaia archive tables named gaia_source and astrophysical_parameters.
these limited resources, GSP-Phot can only process sources with $G < 19$ (see Creevey et al. 2022 Table 1 therein). The actual processing of GSP-Phot in producing the results for Gaia DR3 took approximately 360 000 CPU hours on about 1400 cores, which equates to 257 hours.

One consequence of limited computational resources is that we cannot afford long convergence phases in our MCMC sampling. We therefore need a good initial guess in order to accelerate convergence. This initial guess is provided in a two-step process, starting with a machine-learning algorithm called Extremely Randomised Trees (Geurts et al. 2006), which is one of the support algorithms within GSP-Phot mentioned in Sect. 2.1. As in Liu et al. (2012), the resulting initial guess is then further refined by a Newton-Raphson algorithm (Bailer-Jones 2010), which is the second support algorithm in GSP-Phot. These two previous steps are computationally inexpensive and allow us to get away with very short convergence and relaxation phases in our MCMC.

Furthermore, while Liu et al. (2012) employed a classic Metropolis-Hastings MCMC, we changed this to the emcee (Foreman-Mackey et al. 2013). The reason is that it is impossible to configure the step size of the proposal distribution in the Metropolis-Hastings MCMC such that it works well when all sources have different signal-to-noise ratios. Conversely, the emcee is an ensemble MCMC that does not require any proposal distribution to be fine-tuned, and can provide very efficient sampling for all sources. Appendix A.2 gives further details on the MCMC configuration.

Last but not least, a key choice is that GSP-Phot uses multilinear interpolation over rectangular model grids. Among all possible interpolation schemes, we found this to be computationally highly efficient. First, there is a 3D linear interpolation over isochrones with a rectangular grid in age, $[M/H]$ and initial mass. Second, there is a 4D linear interpolation over rectangular grids of $T_{\text{eff}}$, log $g$, $[M/H]$, and $A_g$. In contrast, Liu et al. (2012) used a thin-plate-spline smoothing, which has a computational cost that is about two to three orders of magnitude more expensive. Likewise, GSP-Phot cannot afford the computational cost of propagating interpolation errors using a Gaussian process as in Czekala et al. (2013). This inevitably causes an underestimation of the uncertainties.

3. Application to Gaia data

In this section, we show some basic validation results from GSP-Phot. We first discuss aspects of MCMC convergence and filtering of results. We then verify the results at the level of distributions, for example, via a Hertzsprung-Russell diagram. Finally, we compare GSP-Phot results to literature values. Further complementary validation results are presented by Creevey et al. (2022), Fouesneau et al. (2022), Delichambre et al. (2022), Babusiaux et al. (2022), Gaia Collaboration, Creevey et al. (2022), and Gaia Collaboration, Schultheis et al. (2022).

3.1. Mismatch between models and observed BP/RP spectra

The forward modelling of BP/RP spectra by GSP-Phot relies heavily on the agreement between observed BP/RP spectra and models thereof. Unfortunately, this agreement is not perfect. In order to illustrate this, we take solar twins from Galarza et al. (2021) and select 18 twins with $A_g < 0.001$mag. For each of these 18 solar twins, we rescale their observed BP/RP spectra to $G = 15$ from their actual apparent $G$ magnitude in order to make their flux levels comparable to each other and to model spectra from PHOENIX and MARCS (see Creevey et al. 2022) as well as to the model spectrum sun_model_001 from the CALSPEC library [Bohlin et al. 1995, 2014, 2020] and to the 3D Stagger model at $T_{\text{eff}} = 5787K$, log $g = 4.44$, [Fe/H] = 0 [Palacios et al. 2010]7. In Figs. 1a and b, we compare these models to the observed BP/RP spectra, which shows good agreement to first order. However, if we inspect the differences between models and observed BP/RP spectra in Figs. 1c and d, we note that PHOENIX poorly matches BP, whereas MARCS poorly matches RP. CALSPEC sun_model_001 is a poor match to both BP and RP. The 3D Stagger model matches BP reasonably well but not RP. The flux differences are as large as 10% in BP and 4% in RP per pixel, which are significant compared to the typical flux uncertainties of 2% and below in BP and about 0.5% in RP for sources

6 Note that the reported values and confidence levels are always estimated from the full MCMC having 2000 samples, even if the reported MCMC is reduced to only 100 samples.


8 http://nollex.lups.univ-montp2.fr/DBPollux/
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Fig. 1. Mismatch between observed BP/RP spectra of 18 solar twins from Galarza et al. (2021) with $A_0 < 0.001$ mag (black lines and grey contours) and model BP/RP spectra from PHOENIX (orange lines), MARCS (red lines), CALSPEC sun_model_001 (blue lines), and 3D Stagger (yellow lines). Panel (a): All BP spectra scaled to $G = 15$. Panel (b): Same as panel (a) but for RP. Panel (c): Differences from median observed BP spectrum in panel (a). Panel (d): Same as panel (c) but for RP. Grey contours in panels (c) and (d) indicate the pixel-wise central 68%, 90%, and min/max intervals given the 18 solar twins.

In this apparent magnitude range, that is, between $G = 7.4$ and $G = 8.7$. We also emphasise that while we use Sun-like stars to illustrate this mismatch in Fig. 1 it is very likely that also other types of stars suffer from similar mismatches.

This mismatch can only be partially ascribed to imperfections in the CU5 instrument model, namely where all models agree with each other but disagree with the observations (in the steep RP cutoff 620-650nm and at the blue end of BP 320-400nm, see Montegriffo et al., 2022). Nevertheless, over wide ranges, the various model spectra differ significantly not only from the observed spectra but also from each other (400-650nm in BP, 680-950nm in RP). This mismatch can only originate from a genuine difference between the various model SEDs, as all models have their BP/RP spectra simulated with the exact same CU5 instrument model from Montegriffo et al. (2022). This systematic disagreement between models such as MARCS and PHOENIX most likely originates from different opacities which lead to different degrees of flux redistribution. Spectral lines are mostly invisible in low-resolution BP/RP spectra, such that the continuum shape is very important.

As a result of the systematic mismatch between models and observed BP/RP spectra, GSP-Phot results for parameters such as temperature and extinction often tend to cluster at the grid points of the model grids used for multilinear interpolation. This is visible as stripes when plotting GSP-Phot parameters. The reason is that the parameter optimisation struggles to make the model fit the observed BP/RP spectrum, which in the presence of systematic mismatches does not work perfectly. The closest fit can often only be achieved by letting the pixel fluxes of the model take a maximal or minimal value. As linear interpolation is a form of monotonic interpolation, maxima or minima can only be acquired at grid points, but not in between grid points.
The goal of GSP-Phot is to characterise all single stars in the Gaia catalogue. In Fig. 4, we demonstrate that the reddening and the absolute magnitude estimated by GSP-Phot indeed produce a de-reddened CMD that appears astrophysically plausible. Likewise, the Hertzsprung-Russell diagram and $T_{	ext{eff}}$-$\log g$ diagram shown in Fig. 5 appear plausible. Nevertheless, we do see a prominent vertical stripe at $T_{\text{eff}} = 15\,000\,$K in both panels of Fig. 5 which is a pile-up effect at the lower boundary of the OB library. We also see some minor vertical stripes at various temperatures, which are most likely a result of multilinear interpolation struggling in the presence of the mismatch between models and real BP/RP spectra (see discussion in Sect. 3.1). The Hertzsprung-Russell diagram in Fig. 5 also shows a hump at around 4000$\,$K protruding out of the giant population towards fainter magnitudes.

As the GSP-Phot forward model uses isochrones (see Sect. 3.2), we see in Fig. 4 and Fig. 5 that only the regions covered by these isochrones are populated, that is, there is no extrapolation.

### 3.5. Comparison to literature values

We compare our parameter estimates to those from the literature, specifically 256,967 stars from APOGEE DR16 (Jonsson et al. 2020), 169,825 stars from GALAH DR3 (Buder et al. 2021), 513,669 stars from LAMOST DR4 (Wu et al. 2011, 2014), and 153,284 stars from RAVE DR6 (Steinmetz et al. 2020). We note that these literature values were estimated from spectra with resolutions ranging from 1000 (LAMOST) to 28,000 (GALAH). These spectral resolutions are significantly higher than those of the BP/RP spectra (20-60 for BP, 30-50 for RP, Montegriffo et al. 2022).

### 3.5.1. Effective temperature

A major hurdle for GSP-Phot parameter estimates in general and effective temperatures in particular is the temperature-extinction degeneracy. This latter originates from the fact that a red star could be genuinely cool or have a higher temperature but is subject to notable line-of-sight dust attenuation and according reddening. Using only the low-resolution optical BP/RP spectra, it is very difficult to distinguish between these two cases. Employing the parallax and apparent magnitude can mitigate but not fully break this degeneracy (Bailer-Jones 2011). Nevertheless, the GSP-Phot temperatures are affected to some degree. Conversely, the effective temperatures from, for example, APOGEE, GALAH, LAMOST, or RAVE are derived from absorption lines in spectra of much higher resolution and are therefore unaffected by extinction.

### 3.4. CMD, HRD, and $T_{\text{eff}}$-$\log g$ diagrams

Table 1. Comparison of absolute differences between best $T_{\text{eff}}$ estimates (in $K$) from GSP-Phot and literature values. The columns indicate, from left to right, the median absolute difference (MedAD), the mean absolute difference (MAD), the root-mean-square difference (RMSD), the absolute difference not exceeded by 75% of sources (AD 75%), and the absolute difference not exceeded by 90% of sources (AD 90%).

<table>
<thead>
<tr>
<th>catalogue</th>
<th>MedAD</th>
<th>MAD</th>
<th>RMSD</th>
<th>AD 75%</th>
<th>AD 90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>APOGEE</td>
<td>169</td>
<td>418</td>
<td>1294</td>
<td>440</td>
<td>824</td>
</tr>
<tr>
<td>GALAH</td>
<td>110</td>
<td>150</td>
<td>226</td>
<td>198</td>
<td>315</td>
</tr>
<tr>
<td>LAMOST</td>
<td>110</td>
<td>156</td>
<td>253</td>
<td>198</td>
<td>327</td>
</tr>
<tr>
<td>RAVE</td>
<td>160</td>
<td>227</td>
<td>390</td>
<td>296</td>
<td>483</td>
</tr>
</tbody>
</table>

The vast majority of filtered cases for $G > 12$ are due to a mismatch of observed and predicted apparent $G$ magnitudes.

Of the original 575.9 million sources with $G < 19$, 471 million survive the filtering process (~81.7%). Figure 2 shows where the sources lost due to filtering reside in the CMD. As GSP-Phot has no specific models for white dwarfs, almost all white dwarfs are lost. Otherwise, Fig. 2 shows that no other population is selectively affected by the filtering process. Furthermore, Fig. 3 shows that the completeness is around 0.8 for apparent $G$ magnitudes of between 16 and 18, whereas for magnitudes brighter than $G = 12$ the completeness is around 0.5, falling below 0.5 for the very brightest sources at $G < 5$. Intuitively, one may expect higher completeness at the bright end due to better data quality. However, as is evident from Fig. 3, the high parallax quality at the bright end is exactly where the GSP-Phot completeness is lowest. The main reason for this behaviour is the filter requiring that the inverse GSP-Phot distance agrees to the parallax within ten times the parallax measurement error. As GSP-Phot infers the distance from the amplitude of the BP/RP spectra (see Sect. 2.4), the noise on the BP/RP amplitude makes it increasingly difficult to agree with the parallax to within 10$\sigma$ as the parallax measurement error decreases at the bright end.

---

**Footnote:**

10 The vast majority of filtered cases for $G > 12$ are due to a mismatch of observed and predicted apparent $G$ magnitudes.
Table 1 compares the absolute differences between our $T_{\text{eff}}$ estimates and literature values. We can see that there is only a mild dependence on the reference catalogue and that overall the median absolute difference shows that half of our results agree with literature values to within $\sim 170$ K. For GALAH DR3 and LAMOST DR4 in particular, half of our results agree to within 110 K. The deviations are larger for APOGEE, which includes a significant fraction of red giants with relatively high extinction. For these stars, the temperature–extinction degeneracy is particularly difficult to break for GSP-Phot, resulting in hot stars being favoured and the OB library being labelled as best library. If we exclude all results from the OB library, the RMS difference reduces to 662 K, which is still higher than for the other catalogues.

In order to exclude the possibility that APOGEE could have any internal inconsistency in itself, we also compare the results for the subset of 4015 stars shared by APOGEE DR16, GALAH DR3, and our results. On this specific subset, the RMS difference between GSP-Phot $T_{\text{eff}}$ estimates and APOGEE and GALAH values is 269K and 263K, respectively, whereas the RMS difference between APOGEE and GALAH values is only 116K. This suggests that GALAH DR3 and APOGEE DR16 are in good mutual agreement and that we get a genuine overestimation of $T_{\text{eff}}$ in GSP-Phot for stars with line-of-sight extinctions $A_0 \gtrsim 2$. Figure 6 reveals that the largest temperature differences occur for red giant stars, whereas GSP-Phot estimates appear to be consistent for main sequence stars. However, for stars with high-quality parallaxes, the GSP-Phot temperature estimates are much better and still usable in the red giant branch, as is evident from Fig. 6b. If we impose a parallax quality cut of $\frac{\varpi}{\sigma_{\varpi}} > 20$, the median absolute deviation and the RMS deviation drop from 169K and 1294K (Table 1) to 105K and 369K, respectively, although
the number of stars also decreases by nearly a factor of two. Therefore, this appears to be not only due to the temperature–extinction degeneracy, but also in part to the systematic underestimation of distances caused by an overly harsh distance prior [Fouesneau et al. 2022b].

**Fig. 6.** Differences in $T_{\text{eff}}$ between results and literature values from APOGEE DR16 [Jönsson et al. 2020] in the Hertzsprung-Russell diagram. Panel (a): All sources. Panel (b): Sources with $\hat{\omega}/\sigma_\omega > 20$. Contours indicate source density decreasing by factors of 3.

Considering the subset of 6560 stars shared by GALAH DR3, RAVE DR6, and our results, the RMS difference between GSP-Phot $T_{\text{eff}}$ estimates and those of GALAH and RAVE is 230 K and 281 K, respectively, whereas the RMS difference between GALAH and RAVE is 214 K. This suggests that, for this subset, the GSP-Phot results are fully consistent with the typical uncertainties in the literature values.

Figure 7 reveals the temperature–extinction degeneracy very clearly. GSP-Phot overestimates $T_{\text{eff}}$ with rising $A_0$ estimate, because an overestimated extinction can compensate for an overestimated temperature. This is hardly surprising given that GSP-Phot is using only optical data. However, for $A_0 \lesssim 4$, the 84th percentile does not exceed 1000K, that is, in that regime our temperature estimates are reasonably stable. Furthermore, Fig. 7 shows that GSP-Phot estimates a low extinction for the vast majority of stars. Here, we emphasise that, in principle, the temperature–extinction degeneracy works both ways: it can also cause a simultaneous underestimation of $T_{\text{eff}}$ and $A_0$. However, the majority of our validation targets with literature values usually have very low extinction. If the true extinction is already close to zero, then there will be no room to significantly underestimate $A_0$ because of GSP-Phot’s non-negativity constraint on $A_0$. In Sect. 3.10 we use a sample that is not restricted to low-extinction stars and it indeed shows the temperature–extinction degeneracy working both ways.

11 This is a consequence of ground-based spectroscopic surveys preferentially targeting relatively bright sources.

**Fig. 7.** Impact of extinction onto differences in $T_{\text{eff}}$ between results and literature values. Panel (a): Differences in $T_{\text{eff}}$ between our GSP-Phot results and literature values as function of estimated extinction $A_0$ for the joint samples from APOGEE DR16 [Jönsson et al. 2020], GALAH DR3 [Buder et al. 2021], LAMOST DR4 [Wu et al. 2011–2014], and RAVE DR6 [Steinmetz et al. 2020]. If the same star appears in more than one literature resource, it enters this plot multiple times with identical GSP-Phot results but different literature values. The data are binned into $A_0$ ranges of 0.2 mag, where the solid black line indicates the median residual and the two shaded regions show the 5th-to-95th percentiles and the 16th-to-84th percentiles, respectively. Panel (b): Distribution of $A_0$ estimates in this sample.

**Table 2.** Comparison of best log $g$ estimate from GSP-Phot to literature values. Columns as in Table 1.

<table>
<thead>
<tr>
<th>catalogue</th>
<th>MedAD</th>
<th>MAD</th>
<th>RMSD</th>
<th>AD 75%</th>
<th>AD 90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>APOGEE</td>
<td>0.218</td>
<td>0.406</td>
<td>0.626</td>
<td>0.570</td>
<td>1.054</td>
</tr>
<tr>
<td>GALAH</td>
<td>0.059</td>
<td>0.102</td>
<td>0.163</td>
<td>0.119</td>
<td>0.255</td>
</tr>
<tr>
<td>LAMOST</td>
<td>0.104</td>
<td>0.154</td>
<td>0.236</td>
<td>0.197</td>
<td>0.332</td>
</tr>
<tr>
<td>RAVE</td>
<td>0.252</td>
<td>0.335</td>
<td>0.465</td>
<td>0.451</td>
<td>0.709</td>
</tr>
</tbody>
</table>

The skymaps of temperature differences in Fig. 8 also show that GSP-Phot typically overestimates $T_{\text{eff}}$ for APOGEE targets, whereas the results are typically much better for targets from other catalogues. Nevertheless, all literature catalogues suggest that we tend to overestimate $T_{\text{eff}}$ in the Galactic plane. Again, this is a consequence of the temperature–extinction degeneracy.

### 3.5.2. Surface gravity

Table 2 demonstrates that our log $g$ estimates are also very good: as is evident from the median absolute differences, half of our sources agree with literature values of log $g$ to within 0.25 dex. For GALAH DR3 in particular, 75% of our results agree to within 0.12 dex. Given the low resolution of BP/RP, this may appear somewhat surprising, but the main constraint on log $g$ is actually imposed by the prediction of the apparent $G$ magnitude together with the measured parallax that provide a rather tight constraint on the luminosity and absolute magnitude of the star. For sources with poor parallax measurements ($\pi/\sigma_\pi < 10$), Fig. 9 reveals that GSP-Phot tends to systematically overestimate log $g$. This is related to an overly harsh distance prior, as is discussed in Sect. 3.7.

The excellent quality of our log $g$ estimates for sources with good parallaxes is demonstrated further by the comparison to asteroseismic values in Fig. 10a. There is only a mild systematic overestimation by $\sim 0.25$ dex for giants with log $g < 2.5$ dex. In particular, the median absolute difference quoted in Fig. 10a.

Article number, page 9 of 23
Given that asteroseismic estimates of log \( g \) typically have very low uncertainties (Creevey et al. 2013), the deviations in Fig. 10 should be fully explained by GSP-Phot’s own uncertainties. If we therefore normalise the differences by our uncertainty estimates, we can look for a distribution similar to a unit Gaussian. More specifically, we normalise by our lower confidence interval if our log \( g \) estimate is above the asteroseismic value and we normalise by our upper confidence interval if it is below. If we denote the normalised differences as \( d \) and the asteroseismic reference value as log \( g_{AS} \), we have

\[
d = \begin{cases} 
\frac{\text{logg}_{\text{gspphot}} - \log g_{AS}}{\text{logg}_{\text{gspphot-upper}} - \text{logg}_{\text{gspphot}}} & \text{if logg}_{\text{gspphot}} < \log g_{AS} \\
\frac{\text{logg}_{\text{gspphot}} - \log g_{AS}}{\text{logg}_{\text{gspphot}} - \text{logg}_{\text{gspphot-lower}}} & \text{if logg}_{\text{gspphot}} > \log g_{AS}.
\end{cases}
\]

(9)

We emphasise that the lower and upper confidence levels are 16th and 84th percentiles of the MCMC samples and the reported value is the median (see Sect. 2.8) such that

\[
\text{logg}_{\text{gspphot-lower}} \leq \text{logg}_{\text{gspphot}} \leq \text{logg}_{\text{gspphot-upper}},
\]

and logg_{gspphot-upper} – logg_{gspphot} ≥ 0 is the upper error while logg_{gspphot} – logg_{gspphot-lower} ≥ 0 is the lower error. We exclude sources for which the asteroseismic reference value is below 2.5 dex, because our log \( g \) estimates are biased in that regime. This systematic error would compromise the validation of our uncertainty estimates that are meant to account for random errors only. Unfortunately, Fig. 10 shows that while the distribution of normalised differences is indeed centred on zero, it is very far from a unit Gaussian. Instead, Fig. 10 suggests that our uncertainties are underestimated by a factor of ~10. This value of 10 has been estimated by a maximum-likelihood fit of the standard deviation given the normalised residuals. Indeed, the distribution appears to be not even Gaussian at all, exhibiting a sharper peak and heavier tails than expected from a Gaussian. We return to this issue in Sect. 3.9.
3.5.3. Metallicity

Table 3 compares the GSP-Phot metallicity estimates to literature values. Despite the low resolution of BP/RP spectra, half of the sources agree with literature values of [M/H] to within 0.21. However, we caution that the [M/H] provided by GSP-Phot are systematically too low, which is not obvious from Table 3. While we would expect a systematic underestimation of [M/H] for sources with overestimated extinction due to the degeneracy between these parameters, we also observe that the GSP-Phot [M/H] are too low when the extinctions are adequately estimated. Consequently, the GSP-Phot [M/H] values should only be used with due caution. However, we find that GSP-Phot [M/H] estimates can be empirically calibrated to the [Fe/H] of the parent cluster as a function of the temperature of the star. This test involves nearly 56,000 stars in 187 open clusters. Figure 11 shows that there is a net improvement of the metallicities when the calibration is applied — in both the offset and the dispersion — over the temperature range. However, the systematic errors are not completely removed by the calibration and still depend on the surface gravity (despite the MARS calibration model taking log g as an input feature), as is evident from Fig. 11. Therefore, we emphasise that our empirical calibration is simply an illustration. The users are explicitly encouraged to find better calibration procedures of their own. Nevertheless, as mentioned in Gaia Collaboration, Creevey et al. (2022), the [M/H] provided by GSP-Phot, together with its estimates of temperature and gravity, can still be used to select solar-like stars whose RVS spectra are in close agreement with those of known solar analogues. Therefore, GSP-Phot [M/H] estimates, in spite of their large systematic errors, still contain some exploitable information about the actual metallicity of the star, which is why they were not removed from the Gaia DR3 release.

This issue of [M/H] discrepancies is likely due to the mismatch between observed BP/RP spectra and the models employed by GSP-Phot (see Sect. 3.1). Given the large differences between observed and model BP/RP spectra shown in Fig. 1, and d, it is not surprising that the metallicity estimates are of poor quality. Metallicity is the weakest parameter in GSP-Phot, in the sense that it has the lowest impact on the shape of BP/RP spectra and so is most affected by model–data mismatches. In particular, the metallicity information is largely encoded at the blue end of the BP spectrum, where Fig. 1 shows large discrepancies between observations and models.

3.6. Extinction

GSP-Phot extinction estimates are validated in various places. For example, Gaia Collaboration, Creevey et al. (2022) select solar-like stars from GSP-Spec results (based on RVS spectra, http://dr6.lamost.org/v2/catalogue)

Table 3. Comparison of the best [M/H] estimate from GSP-Phot to literature values. Same as Table [1].

<table>
<thead>
<tr>
<th>catalogue</th>
<th>MedAD</th>
<th>MAD</th>
<th>RMSD</th>
<th>AD 75%</th>
<th>AD 90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>APOGEE</td>
<td>0.210</td>
<td>0.303</td>
<td>0.450</td>
<td>0.384</td>
<td>0.644</td>
</tr>
<tr>
<td>GALAH</td>
<td>0.210</td>
<td>0.238</td>
<td>0.295</td>
<td>0.326</td>
<td>0.452</td>
</tr>
<tr>
<td>LAMOST</td>
<td>0.204</td>
<td>0.248</td>
<td>0.330</td>
<td>0.328</td>
<td>0.477</td>
</tr>
<tr>
<td>RAVE</td>
<td>0.198</td>
<td>0.254</td>
<td>0.350</td>
<td>0.344</td>
<td>0.524</td>
</tr>
</tbody>
</table>

We briefly outline this empirical metallicity calibration procedure here: Our objective is to use a multivariate adaptive regression spline (hereafter MARS, Friedman [1991]) in order to learn a mapping from GSP-Phot’s biased [M/H] to some well-established metallicity estimates. We considered various literature catalogues as possible training samples and eventually opted for LAMOST DR6 because it provides a broad range of metallicity values but does not probe too deeply into high-extinction regions in the Galactic disk. As LAMOST provides [Fe/H] estimates, our MARS model not only needs to remove the systematic errors from the GSP-Phot [M/H] but also to translate from [M/H] to [Fe/H]. As the metallicity bias in GSP-Phot also depends on stellar parameters, the input features of the MARS model include the effective temperature, surface gravity, the bias [M/H] value itself, and the extinction and reddening. It also includes Galactic latitude, which helps with the translation from [M/H] to [Fe/H]. The trained MARS model then provides the calibrated [Fe/H].

We test this calibration with FGK members (Teff between 4000 and 6500 K) of open clusters with known metallicities after rejection of stars with poor parallax measurements (ϖ < 10). Cluster members and mean cluster metallicities were taken from Soubibi et al. (2021). Figure 11 shows the individual metallicities [M/H] minus reference [Fe/H] of the parent cluster as a function of the temperature of the star. This test involves nearly 56,000 stars in 187 open clusters. Figure 11 shows that there is a net improvement of the metallicities when the calibration is applied — in both the offset and the dispersion — over the temperature range. However, the systematic errors are not completely removed by the calibration and still depend on the surface gravity (despite the MARS calibration model taking log g as an input feature), as is evident from Fig. 11. Therefore, we emphasise that our empirical calibration is simply an illustration. The users are explicitly encouraged to find better calibration procedures of their own. Nevertheless, as mentioned in Gaia Collaboration, Creevey et al. (2022), the [M/H] provided by GSP-Phot, together with its estimates of temperature and gravity, can still be used to select solar-like stars whose RVS spectra are in close agreement with those of known solar analogues. Therefore, GSP-Phot [M/H] estimates, in spite of their large systematic errors, still contain some exploitable information about the actual metallicity of the star, which is why they were not removed from the Gaia DR3 release.

This issue of [M/H] discrepancies is likely due to the mismatch between observed BP/RP spectra and the models employed by GSP-Phot (see Sect. 3.1). Given the large differences between observed and model BP/RP spectra shown in Fig. 1, and d, it is not surprising that the metallicity estimates are of poor quality. Metallicity is the weakest parameter in GSP-Phot, in the sense that it has the lowest impact on the shape of BP/RP spectra and so is most affected by model–data mismatches. In particular, the metallicity information is largely encoded at the blue end of the BP spectrum, where Fig. 1 shows large discrepancies between observations and models.

12 http://dr6.lamost.org/v2/catalogue

13 Our preferred solution would have been to train an [M/H] calibration based on GSP-Spec results [Recio-Blanco et al. 2022]. Unfortunately, due to GSP-Phot filtering and GSP-Spec flagging, the overlap of both Apis modules has an insufficient number of low-metallicity stars.

14 The conversion from [M/H] to [Fe/H] strictly requires knowledge of [α/Fe]. While [α/Fe] is not available from GSP-Phot, [α/Fe] varies between the Galactic plane and high latitudes such that the MARS model can infer an approximate conversion from the Galactic latitude.
Recio-Blanco et al. (2023) and show that the $G_{BP} - W_2$ colour of those solar-like stars is in close agreement with the linear trend with the GSP-Phot $A_{BP}$ estimate to within 0.087 mag RMS scatter. Gaia Collaboration, Schultheis et al. (2022) find good agreement between GSP-Phot’s $E(G_{BP} - G_{RP})$ reddening and the equivalent widths of diffuse interstellar bands (DIBs) measured from Gaia RVS spectra. GSP-Phot extinction estimates are also used to estimate a map of total Galactic extinction and Delchambre et al. (2022) report that this map agrees very well with Planck data for $A_0 < 4$ mag and is also in good agreement with the Schlegel map (Schlegel et al. 1998). In this section, we complement the aforementioned findings with some additional validation results.

### 3.6.1. Local Bubble and non-negativity

GSP-Phot imposes the constraint $A_0 \geq 0$, which reflects the fact that extinctions cannot be negative. This causes GSP-Phot to systematically overestimate $A_0$ in regimes where the actual extinction is very low (also see TGE results in Delchambre et al. 2022). We illustrate this effect with the Local Bubble: Gaia DR3 contains 51 983 sources with parallaxes larger than 20 mas (i.e. closer than 50 pc), which should have very low extinction. Of these, 14 862 have GSP-Phot results and the $A_0$ distribution is shown in Fig. 12. While the average extinction in this sample is $A_0 \approx 0.1$ mag, the values can be significantly larger. This is expected given that $A_0$ is subject to measurement noise. For a non-negative random variate with a true value of zero, we expect an exponential distribution given that this is the maximum-entropy distribution for such a random variate (e.g. Dowson & Wragg 1973). Indeed, Fig. 12 shows that the $A_0$ distribution is roughly matched by an exponential with a scale length of 0.07 mag. Similarly to Fig. 12, we obtain exponentials with scale lengths of 0.07 mag for $A_{BP}$, 0.06 mag for $A_G$, and 0.05 mag for $A_{Sp}$. These also provide rough error estimates, at least for bright sources in the Local Bubble. In particular, the 0.07 mag for $A_{BP}$ is consistent with the 0.087 mag RMS scatter in $A_{BP}$ reported for solar-like stars in Gaia Collaboration, Creevey et al. (2022). However, we note that this is not purely random but includes some systematic errors. Figure 12 shows peaks at the grid points used for the multilinear interpolation of model spectra, in particular around $A_0$ values of 0, 0.1, and 0.2. As discussed in Sect. 3.1, this is most likely a result of the mismatch between models and real BP/RP spectra. Furthermore, the extinction overestimation tends to affect some parts of the CMD more than others (see Babusiaux et al. 2022). In particular, low-mass dwarfs tend to have their extinction overestimated, which may be related to our Hertzsprung-Russell diagram prior using isochrones that do not coincide with the PARSEC isochrones employed by GSP-Phot in this regime (see Sect. 2.3).

Fig. 12. Distribution of $A_0$ estimates for stars in the Local Bubble ($\sigma > 20$ mas). The dashed black line indicates the slope of an exponential with 0.07 mag scale length. The vertical dashed grey lines indicate grid points of $A_0$ from multilinear interpolation of model spectra. (See Appendix B for the ADQL query.) The red histogram shows av50 extinction estimates from StarHorse2021 (Anders et al. 2022) with sh_outflag=0000.
Fig. 13. Difference between the GSP-Phot $A_0$ and the $av50$ provided by StarHorse2021 with sh_outflg=-0000 (Anders et al. 2022) on the sky. This skymap uses the Mollweide projection where lines of constant latitude are horizontal straight lines parallel to the equator.

3.6.2. Comparison to StarHorse2021

We briefly compare the GSP-Phot $A_0$ estimate to the $av50$ estimate from StarHorse2021 (Anders et al. 2022). Returning to the Local Bubble ($\sigma > 20$ mas), the red histogram in Fig. 12 shows that StarHorse2021 overestimates extinction with a mean $av50$ of 0.16 mag, which is about twice as large as the value from GSP-Phot. In particular, despite StarHorse2021 allowing for slightly negative extinctions, the $av50$ does not peak near zero.

We also compare extinctions for a random subset of one million stars. On average, $av50$ estimated by StarHorse2021 is 0.36 mag higher than the $A_0$ estimated by GSP-Phot. As is evident from Fig. 13, this difference is mainly driven by high-extinction regions. Outside such regions, StarHorse2021 $av50$ appears to be about 0.1 mag higher than GSP-Phot $A_0$, which is very similar to the difference we find in the Local Bubble. Anders et al. (2022) report in their Fig. 15 a systematic overestimation of $av50$ in open clusters from Cantat-Gaudin et al. (2020) that is consistent with the 0.1 mag difference to the GSP-Phot $A_0$. However, in high-extinction regions, the differences can easily reach 0.7 mag or higher (Fig. 13). This systematic difference cannot be understood as $av50$ being the Johnson V band extinction and $A_0$ being the monochromatic extinction at 541.4 nm. Even though the difference between these two extinction concepts becomes more pronounced as the extinction increases, the effect goes in the opposite direction, that is, $av50$ should become increasingly smaller than $A_0$, not larger.

For further validation, we compare the GSP-Phot $A_0$ extinctions to the $A_{V}$ extinctions derived from the Bayestar19 3D extinction map (Green et al. 2019). As mentioned above, the GSP-Phot $A_0$ is the monochromatic extinction at 541.4 nm and the parameter in our extinction law (Fitzpatrick 1999). From Bayestar19, $A_0$ is conceptually the closest to GSP-Phot $A_0$. We sample the 3D extinction map from Bayestar19 using the GSP-Phot distance to each star. We define two subsamples for comparison: (1) a randomly selected sample of 1 million sources spread throughout the sky, and (2) all the sources in the direction of the Cygnus X star-formation region, $73 \leq l \leq 87$, $-4 \leq b \leq 6$; these samples are shown in Fig. 14 and Fig. 15. In both samples, GSP-Phot predicts a higher extinction than Bayestar19, as is evident from the all-sky sample in Fig. 14 as well as Cygnus X in Fig. 15. The differences between GSP-Phot and Bayestar19 extinctions become larger as the extinctions increase. However, as reported in Delchambre et al. (2022), Bayestar19 appears to also estimate lower extinctions compared to data from Planck and Schlegel. We note that a comparison between Fig. 14 and b shows that the GSP-Phot map shows finer structures with larger contrast (i.e. higher extinctions). We put forward a possible explanation for this below.

Looking at the Cygnus X star-formation region, GSP-Phot appears to more faithfully recover extinctions towards compact high-density regions when compared to Bayestar19. This is evident from comparing Fig. 15 and b, where regions of significantly higher extinction are visible in GSP-Phot results, tracing the structure of the dense regions of ongoing star formation. In Fig. 15, we directly compare the extinctions from GSP-Phot and Bayestar19. We see two clear populations of sources: the majority of sources have similar extinctions in the two catalogues, although GSP-Phot is systematically higher, while a smaller population have large extinctions in GSP-Phot but negligible extinction predicted by Bayestar19. The first of these populations can be tied to stars in diffuse regions. The second population, where GSP-Phot predicts large extinctions but Bayestar19 does not, is only seen in regions that have high ISM densities, meaning GSP-Phot successfully recovers stars in regions with large dust density and active star formation while Bayestar19 does not.

We notice that GSP-Phot maps show finer structures and larger extinction values than maps from Bayestar19 in Fig. 14 and b and Fig. 15 and b. We speculate that while Bayestar19 is capable of detecting high-extinction sources, the Gaussian process model the authors applied essentially smooths out the map and averages over many lines of sight in its grid pixel. Therefore, a high-extinction line of sight may become averaged down because it occupies a small volume and therefore only affects a small fraction of sources. GSP-Phot on the other hand is not biased by this and recovers an extinction for each source individually, leaving the high-extinction sources as high extinction. While small-scale structures also exist in low-extinction regions, the bias from averaging will be more visible in high-dust-density, active star-formation regions. Those small-scale structures may be washed out by the Gaussian process model employed by Bayestar19.

As an aside, we mention that both Fig. 14 and Fig. 15 show horizontal stripes in the GSP-Phot $A_0$ estimates. These are the same linear interpolation issues that we already observed in the Local Bubble (Fig. 12) and which are most likely caused by the mismatch between models and real BP/RP spectra (see Sect. 5.1).

3.7. Systematic underestimation of distances

Fouesneau et al. (2022b) show that GSP-Phot distances of cluster member stars are consistent with the cluster distances from Cantat-Gaudin et al. (2020) only out to 2–3 kpc, and that GSP-Phot distances become systematically too low beyond 3 kpc. Similar results are reported for stars with asteroseismic distances by Huber et al. (2017) and Anders et al. (2017). However, Fouesneau et al. (2022b) also show that GSP-Phot distances are reli-

---

16 We double-checked that these stars driving the high extinction values are not low-mass dwarfs at the faint/cool end of the main sequence which can sometimes exhibit spuriously large extinctions, e.g. in the Local Bubble. Babusiaux et al. (2022). Instead, these high-extinction values in Cygnus X I appear to be driven by red giant stars.
Fig. 14. Extinction comparison between GSP-Phot and Bayestar19 for a randomly selected sample of 1 million sources. Panel (a): Skymap of $A_0$ provided by GSP-Phot, taking a pixel-wise median value. Panel (b): Skymap of $A_V$ provided by Bayestar19, taking a pixel-wise median value. Panel (c): One-to-one comparison of the GSP-Phot median $A_0$ and the Bayestar19 $A_V$. Both skymaps use the Mollweide projection where lines of constant latitude are horizontal straight lines parallel to the equator. All panels show the identical sample of stars. The missing data in panels (a) and (b) are due to the footprint of Bayestar19.

Fig. 15. Same as Fig. 14 but for the dense star-formation region Cygnus X1.

able out to 10 kpc for stars with high-quality parallax measurements ($\sigma/\sigma_0 \geq 10$). This dependence on parallax quality suggests that the systematic underestimation of distances may be related to the distance prior. As we note in Sect. 2.5, the length scale of the distance prior is set to one-tenth of the length scale that we compute from the Gaia EDR3 mock catalogue of Rybizki et al. (2020). The objective to do so was to reduce the differences to literature values, for example, for effective temperatures. Unfortunately, this distance prior is overly harsh, resulting in a systematic underestimation of distances by GSP-Phot for sources with low parallax quality. This may also compromise other parameters too, such as the log g estimates of red clump stars in Fig. 9. This view is also supported by Fig. 6, which demonstrates that restricting to high parallax quality stabilises GSP-Phot and, in that case, also improves the temperature estimates.

In order to confirm this interpretation, we locally reprocess 5 million sources with the length scale of the distance prior relaxed by a factor of ten, that is, restoring the value we compute from the Gaia EDR3 mock catalogue of Rybizki et al. (2020). Unfortunately, these 5 million sources are not representative of the sample as a whole, but other sources are not available for this exercise for various reasons. Figure 16 shows that while the GSP-Phot distances in Gaia DR3 do not follow the inverse parallax distribution very well, the situation clearly improves when we relax the distance prior. We caution though that inverting parallaxes is not recommended (e.g. Bailer-Jones 2015), in particular given that many sources in this sample may have very noisy parallax measurements. Nevertheless, given this systematic underestimation of distances in Gaia DR3 for stars with low parallax quality, GSP-Phot distances cannot be used to map the Milky Way spiral arms (Gaia Collaboration, Drimmel et al. 2022), the spatial distributions of the diffuse-interstellar-band absorption (Gaia Collaboration, Schultheis et al. 2022), or chemical cartography (Gaia Collaboration, Recio-Blanco et al. 2022).
3.8. Further validation results

As mentioned above, GSP-Phot results are validated in various publications accompanying Gaia DR3. Here, we want to briefly highlight some of these findings: In Fouesneau et al. (2022b), we show that using the radius and distance from GSP-Phot, we can predict angular diameters that are in excellent agreement with measurements from ground-based interferometry. In Creevey et al. (2022), we show that results from GSP-Phot and FLAME are in very good agreement for radial, luminosity, and bolometric correction. We also report relatively good agreement in terms of effective temperatures and extinctions between GSP-Phot and ESP-HS for hot stars (T_{\text{eff}} > 7500 K), which is used for the OB sample definitions in Gaia Collaboration, Drimmel et al. (2022) and Gaia Collaboration, Creevey et al. (2022). Recio-Blanco et al. (2022) report good agreement between results from GSP-Phot (low-resolution BP/RP spectra) and GSP-Spec (RVS spectra) for effective temperatures and surface gravities. Gaia Collaboration, Creevey et al. (2022) demonstrate that when selecting solar-like stars from GSP-Spec results, the colours of the resulting candidates are in good agreement with those of known solar twins for stars where A$_{V}$ < 0.001 mag according to GSP-Phot. Furthermore, BP/RP spectra of solar-like stars exhibit a clear dimming and reddening trend with increasing A$_{V}$.

3.9. Uncertainty validation

It is conceptually very challenging to validate uncertainty estimates because we not only need reliable reference values but also reliable uncertainties on these reference values. In Fig. 10 we can validate our log g uncertainties assuming that measurement errors in asteroseismic gravities are negligible compared to GSP-Phot uncertainties (e.g. Creevey et al. 2013).

We further validate our uncertainty estimates by employing the BP/RP split-epoch validation dataset introduced in De Angeli et al. (2022): first, we go back to the epoch BP/RP spectra of each source, and randomly group them into two sets; second, for both sets of epoch spectra we compute a mean BP/RP spectrum. This procedure provides two statistically independent BP/RP spectra for each source. Each BP/RP spectrum now only has half of the epochs of the actual source, and so this procedure produces spectra with slightly lower signal-to-noise ratio. As both spectra belong to the same source, the parameters obtained from processing both BP/RP spectra with GSP-Phot must be consistent with each other within their respective uncertainties. This should even be the case for intrinsically variable stars, such as SPB or δ Cephei (spectral type B9 or hotter). Finally, Babusiaux et al. (2022) provide an overview of the main issues identified in Gaia DR3 data, including GSP-Phot results.

3.10. Temperature–extinction degeneracy

As a final use case of the BP/RP split-epoch validation dataset, Fig. 19 clearly illustrates the degeneracy between effective temperature and line-of-sight extinction by comparing the differences in parameters for each pair. This degeneracy originates from the fact that low-resolution, optical BP/RP spectra are very similarly affected by both parameters. Figure 19 also shows that the temperature–extinction degeneracy affects dwarfs and giants in different ways: while dwarfs can exhibit temperature variations as large as several hundred Kelvin even for small extinction variations, giants usually exhibit smaller temperature variations that are accompanied with much larger extinction variations. We note in particular that the temperature–extinction degeneracy works both ways in Fig. 19 causing simultaneous underestimation of T_{\text{eff}} and A$_{V}$ just as frequently as a simultaneous overestimation.

<table>
<thead>
<tr>
<th>parameter</th>
<th>$T_{\text{eff}}$</th>
<th>A$_{V}$</th>
<th>log g</th>
<th>[M/H]</th>
<th>distance</th>
<th>$M_{G}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>factor</td>
<td>2.0</td>
<td>1.8</td>
<td>2.5</td>
<td>3.4</td>
<td>1.6</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Table 4. Inflation factors necessary to make the uncertainty intervals of randomly split pairs overlap in about 84% of cases inferred from Fig. 17.

As a first test, Fig. 17 simply compares the estimates within each pair. The median absolute differences are 41 K for effective temperature, 0.041 mag for extinction A$_{V}$, 0.058 mag for metallicity, 0.081 mag for absolute $M_{G}$, magnitude, and 2.7% for distance. These differences are purely due to random noise and are much smaller than the differences with respect to literature values (e.g. the median absolute differences between temperatures and literature values range from 110 to 170 K in Table 1). This suggests that the differences from literature values are not driven by random errors but are rather dominated by systematic errors such as different temperature scales in GSP-Phot and other surveys.

If we compare the differences between the parameters to their uncertainty estimates, we find that, for 30%-60% of randomly split pairs, the parameters of the two components are outside each other’s 68% confidence intervals. In reality, this should only happen in 16% of cases, which suggests that our uncertainties are systematically underestimated.

In order to assess by how much our uncertainties are underestimated, Fig. 18 investigates how the fraction of non-overlapping uncertainty intervals from GSP-Phot between the pairs decreases as we inflate the uncertainty intervals. The inflation is done by applying the same factor to the asymmetric intervals on both sides of each parameter. Table 4 suggests that the uncertainties are systematically too small by factors ranging from 1.6 for distance to 3.4 for metallicity. However, we have to caution that the 17 994 sources from the BP/RP split-epoch validation dataset may not be large enough or representative enough, meaning that the values in Table 4 can only provide a rough indication. In particular, for asteroseismic gravities, Fig. 10 suggests that our uncertainties are too small by a factor of 10. Given this somewhat unclear situation, we do not apply any correction to the GSP-Phot uncertainties in the published Gaia DR3 data.

17 In Gaia DR3, each source typically has ~40 epoch BP/RP spectra, but this can vary between 10 and over 150.
4. Summary

In Gaia DR3, one of the major new data products is a collection of 220 million low-resolution BP/RP spectra. In this paper, we explain how the CU8 Apsis module GSP-Phot provides a homogeneous catalogue of stellar-parameter estimates for 471 million sources with $G < 19$ based on these BP/RP spectra, parallax, and integrated photometry. We emphasise that GSP-Phot assumes that each source is a single star and that using combined BP/RP spectra implies that any intrinsic time variability is lost (De Angeli et al. 2022). One of the main design features of GSP-Phot is to not normalise the BP/RP spectra but instead to exploit the apparent flux level of the BP/RP spectra as an observational constraint on the radius and distance of the star (see Eq. (2)). GSP-Phot also employs PARSEC isochrones in order to guarantee astrophysically self-consistent stellar temperatures, gravities, metallicities, radii, and absolute magnitudes (see Sect. 2.3).

However, in Gaia DR3, GSP-Phot does not directly account for parallax and apparent $G$ magnitude when solving for the di-
tance from the amplitude of BP/RP spectra (parallax and apparent magnitude still enter the GSP-Phot likelihood function in Eq. (5)). While this will be fixed in the future, in Gaia DR3 this requires filtering out GSP-Phot results where the distance is inconsistent with the measured parallax or the apparent $G$ magnitude (see Sect. 3.3). In particular, this filtering removes GSP-Phot results for virtually all white dwarfs. Furthermore, GSP-Phot results have largely been filtered out for sources with negative parallaxes. Otherwise, this filtering does not appear to specifically affect any particular stellar population (see Fig. 2) and GSP-Phot results are usually complete at the 80% level except for sources brighter than $G < 13$ or sources with extremely high parallax qualities (see Fig. 3).

Despite the filtering, the GSP-Phot results remaining in Gaia DR3 can still suffer from several systematic effects (an overview of the main issues identified in the Gaia DR3 data is given by Babusiaux et al. [2022]):

1. GSP-Phot systematically underestimates distances for sources with low parallax quality, which applies to most sources in Gaia DR3. As discussed in Sect. 3.7, this is due to an overly harsh distance prior employed by GSP-Phot. Sources with high-quality parallax measurements ($\sigma/\mu > 20$) should have reliable distances.

2. GSP-Phot imposes a non-negativity constraint on extinction. As a result, in low-extinction regions, GSP-Phot tends to overestimate extinction (e.g. in the Local Bubble as shown in Fig. 12).

3. The [M/H] estimates from GSP-Phot are dominated by large systematic errors which reduce them to the level of qualitative information. We therefore advise against using them. However, the [M/H] estimates provided by GSP-Phot are still sufficiently informative that they can be empirically calibrated onto the LAMOST DR6 [Fe/H] scale, as we illustrate in Fig. 11.

4. Given that BP/RP spectra have very low resolution and only cover the wavelength range from 320 to 1050 nm, there is a degeneracy between effective temperature and line-of-sight extinction: Increasing the star’s effective temperature can be compensated by simultaneously increasing the line-of-sight extinction, thereby producing very similar BP/RP spectra. The strength of this temperature–extinction degeneracy varies with stellar population: while main sequence dwarfs can exhibit temperature variations as large as several hundred Kelvin even for small extinction variations, red giant stars usually exhibit smaller temperature variations that are accompanied with much larger extinction variations (see Fig. 19). This is a major limitation for GSP-Phot. We also point out that the temperature–extinction degeneracy, in principle, works both ways, but in low-extinction regimes tends to primarily cause an overestimation of temperatures and extinctions simply because the non-negativity constraint leaves no room to underestimate extinction.

Another fundamental limitation of GSP-Phot in Gaia DR3 is a mismatch between observed BP/RP spectra and models. We illustrate this using solar-like stars in Fig. 1. This mismatch is likely responsible for the poor quality of GSP-Phot [M/H] estimates, given that metallicity has the weakest impact on the shape of BP/RP spectra and is therefore easiest to compromise. At the aesthetic level, this mismatch also causes stripes in GSP-Phot results (e.g. Fig. 15). As we discuss in Sect. 3.1, this mismatch is unlikely to originate from the CU5 instrument model, but rather different solar model SEDs result in BP/RP spectra whose differences are easily measurable from Gaia DR3 data. While this is unfortunate for GSP-Phot, it will allow the community to further refine stellar atmospheric models.

Given all the aforementioned limitations, GSP-Phot results still compare well to expected values: In a comparison with GALAH DR3 and LAMOST DR4, half of the stars have temperatures that deviate by less than 110 K from the literature values (see Table 1). The differences are larger for APOGEE DR16, which probes deeper into distant stars in the high-extinction regimes of the Galactic disk. If we restrict the comparison to APOGEE values to high-quality parallaxes ($\sigma/\mu > 20$), we obtain results that are just as good as for GALAH DR3 or LAMOST DR4. Concerning surface gravities, half of the stars deviate by less than 0.25 from literature values (see Table 2). A comparison to asteroseismic gravities confirms a median absolute difference of 0.2 (see Fig. 10b). Concerning extinctions, the Local Bubble suggests typical uncertainties of 0.07 mag in $A_D$ and $A_P$, and slightly lower uncertainties of 0.06 mag in $A_D$ and 0.05 mag in $A_P$, reflecting the different susceptibilities to extinction of each band. This also agrees with the scatter of 0.087 mag in $A_P$ that we find in solar-like stars in Gaia Collaboration, Creevey et al. [2022]. A comparison to StarHorse2021 shows that, firstly, there is a global offset of av50 that is about 0.1 mag larger than the GSP-Phot Av (e.g. at high latitudes and in the Local Bubble). This offset is likely due to a systematic overestimation of av50, which is also evident from the comparison to open clusters made by Anders et al. [2022]. Secondly, in high-extinction regions, the StarHorse2021 av50 can be substantially larger than the GSP-Phot Av (see Fig. 13). This effect cannot be explained by the different definitions of av50 and Av (which should work in the exact opposite direction). The systematic differences between GSP-Phot and StarHorse2021 extinction estimates are currently not understood.

We caution that the uncertainty estimates from GSP-Phot tend to be much smaller than the typical differences from reference values. Validation of uncertainties is very difficult. In particular, a simple comparison to literature values is insufficient because the literature values also often have underestimated uncertainties. In this work, we circumvent this problem by producing two statistically independent incarnations of a limited sample of stars (the BP/RP split-epoch validation dataset discussed in Sect. 3.9). For these, we do not need to know their true stellar parameters. Instead, it is sufficient to know that both incarnations represent the exact same star, such that the GSP-Phot results for both should be consistent within their respective uncertainties. Unfortunately, we find that this is not the case; that is, GSP-Phot uncertainties are systematically underestimated by factors ranging from 1.6 to 3.4 (see Table 4). Likewise, uncertainties on surface gravities appear to be underestimated by a factor of ~10, as is evident from a comparison to asteroseismic values (see Fig. 10b). There are multiple reasons why GSP-Phot underestimates uncertainties: Firstly, as mentioned above, some priors are too harsh and thereby may overly restrict the fit procedure. Secondly, the CU8 Apsis chain ignores correlations between pixels even though they exist (e.g. Creevey et al. 2022). Finally, the aforementioned mismatch between observed BP/RP spectra and models not only causes systematic errors, but when the fit struggles to make the models match the observed data, it usually also leads to an underestimation of uncertainties.
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Appendix A: Technical details

Appendix A.1: Deriving the prior distributions

In this Appendix, we derive the factorised priors step by step. Again, we emphasise that while priors are usually defined for actual fit parameters, they can just as well be defined for derived parameters instead. This may be uncommon but we find it easier to impose a prior in the Hertzsprung-Russell diagram (temperature vs. absolute magnitude, both derived parameters) than over the fit parameters of initial mass and age. For a given BP/RP spectrum $s$, apparent $G$ magnitude, and parallax $\sigma$, the following posterior distribution is provided in Gaia DR3:

$$P(T_{\text{eff}}, \log g, [M/H], A_0, A_G, d, R, M_G|s, G, \sigma) = \int d\log_{10} \tau \int d\log_{10} M$$

such that their likelihood of the observables. We can safely assume that the observables $s$, $G$, and $\sigma$ are statistically independent measurements by the Gaia satellite, such that their likelihoods factorise. Dropping all irrelevant dependencies, we therefore obtain:

$$P(T_{\text{eff}}, \log g, [M/H], A_0, A_G, d, R, M_G|s, G, \sigma) \propto \int d\log_{10} \tau \int d\log_{10} M \cdot P(s, G, \sigma) \cdot \log_{10} \tau, \log_{10} M, A_0, A_G, T_{\text{eff}}, \log g, [M/H], A_0, d, R, M_G).$$

(A.1)

We note that while the MCMC sampling itself makes use of log-age, $\log_{10} \tau$, and log-initial mass, $\log_{10} M$, these values are not actually provided in Gaia DR3, which is why they are marginalised out from the user perspective. Nevertheless, these parameters are still necessary for the MCMC in order to establish astrophysically consistent relations, for example between temperature vs. absolute magnitude, both derived parameters) than over the MCMC in order to establish.

Appendix A.2: MCMC configuration

As explained in Sect. 2.7 GSP-Phot makes use of the emcee algorithm (Foreman-Mackey et al. 2013). For the ensemble size, we choose 100 walkers in order to explore the 4D parameter space of age, initial mass, metallicity, and $A_0$. We then set up a procedure which we find minimises the risk of the emcee getting stuck in the next best local optimum: First, we initialise the emcee ensemble in a small ball around the initial guess and let it expand for 50 iterations. After these initial 50 iterations we repeat the following procedure five times:

1. From all previous samples (not only the last ensemble state), identify the 100 best samples, having the highest posterior probability (without repetition of samples).
2. Re-initialise the EMCEE ensemble with these 100 best walkers. Erase previous emcee history.
3. Run for 25 iterations.

After this procedure, we assume that the emcee ensemble has converged and we run it for another 145 iterations. From this final phase, we start from the last ensemble state (100 samples) and work backwards through the MCMC chain taking an ensemble snapshot every 7th iteration until we have gathered a total of 2000 samples. These 2000 samples are then used to estimate the reported median values and confidence intervals.

We note that a thin-out factor of 7 is most likely insufficient to guarantee absence of autocorrelations in the samples. Likewise, after the fifth and last clipping of the emcee ensemble we only have 36 iterations before taking the first ensemble snapshot for inference, which is not always sufficient to guarantee relaxation. As explained in Sect. 2.7 these choices are the results of limited computational resources. Experiments with longer MCMC chains and more ensemble walkers only show a mild improvement of scientific results, i.e. this is no major limitation.

Appendix B: Example ADQL queries

The following query produces the random sample used in Fig. 4 and Fig. 5.

```sql
SELECT gaia.source_id, gaia.parallax, gaia.parallax_error, gaia.phot_g_mean_mag, gaia.phot_bp_mean_mag, gaia.phot_rp_mean_mag, gaia.teff_gspphot, gaia.logg_gspphot, gaia.ebpmrnrp_gspphot, apsis.mg_gspphot FROM (SELECT source_id, parallax, parallax_error, phot_g_mean_mag, phot_bp_mean_mag, phot_rp_mean_mag, teff_gspphot, logg_gspphot, ebpmrnrp_gspphot FROM user_dr3int5.gaia_source WHERE random_index=100000000 AND teff_gspphot IS NOT NULL ) AS gaia JOIN user_dr3int5.astrophysical_parameters AS apsis ON gaia.source_id=apsis.source_id
```

This is the fully simplified posterior that is optimised by the Acnec MCMC.
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The query below produces the sample of the Local Bubble used in Fig. 12.

```
SELECT
  gaia.source_id,
  gaia.parallax,
  gaia.parallax_error,
  gaia.phot_g_mean_mag,
  gaia.phot_rp_mean_mag,
  apsis.azer0_gspgphot,
  apsis.ag_gspgphot,
  apsis.abp_gspgphot,
  apsis.arp_gspgphot
FROM
  user_dr3int5.gaia_source
WHERE parallax>20 AND teff_gspgphot IS NOT NULL
) AS gaia
JOIN user_dr3int5.astrophysical_parameters AS apsis
ON gaia.source_id=apsis.source_id
```
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