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ABSTRACT

Context. Complex organic molecules (COMs) have been widely observed in molecular clouds and protostellar environments. One of
the formation mechanisms of COMs is radical reactions on the icy grain surface driven by UV irradiation. While many experiments
have reported that various COMs (including biomolecules) can be synthesized under such ice conditions, the majority of the reaction
processes are unclear. Complementary numerical simulations are necessary to unveil the synthetic process behind the formation of
COMs.
Aims. In this study, we develop a chemical reaction simulation using a Monte Carlo method. To explore the complex reaction network
of COM synthesis, the model was designed to eliminate the need to prepare reaction pathways in advance and to keep computational
costs low. This allows for broad parameter surveys and a global investigation of COM synthesis reactions. With this simulation,
we investigate the chemical reactions occurring on icy dust surfaces during and after UV irradiation, assuming a protoplanetary disk
environment. We aim to reveal the types of organic molecules produced in a disk and the formation mechanisms of COMs, in particular,
amino acids and sugars.
Methods. The Monte Carlo method we developed here produces reaction sequences by selecting a reaction from all candidate reactions
at each calculation step, based on Arrhenius-type weighting. For our purpose, we significantly accelerated the calculation by adopting
an approximate estimation of activation energy without expensive quantum chemical calculations.
Results. The results show that photodissociation and subsequent radical-radical reactions cause random rearrangement of the covalent
bonds in the initial molecules composed of methanol, formaldehyde, ammonia, and water. Consequently, highly complex molecules
such as amino acids and sugars were produced in a wide range of the initial conditions. We found that the final abundances of amino
acids and sugars have extremely similar dependence on the atomic ratios of the initial molecules, which peak at C/H ∼ 0.1–0.3 and
O/H ∼ 0.3–0.5, although the amino acids abundance is usually more than ten times higher than that of sugars. To understand this
dependence, a semi-analytical formula was derived. Additionally, parameter surveys of temperature, photon energy, and other factors
have suggested that the decomposition reactions of amino acids and sugars undergo a rapid transition within the threshold of a given
parameter.
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1. Introduction

Recent developments in observational techniques have allowed
diverse organic molecules to be observed in molecular clouds
and protostellar environments. (e.g., Herbst & van Dishoeck
2009; Yang et al. 2022; Sewiło et al. 2022; Rocha et al. 2024).
Complex organic molecules (COMs) are generally defined as
molecules containing six or more atoms, which includes at least
one carbon atom, such as methanol, glycolaldehyde, or urea. The
presence of COMs in space indicates that rich chemistry should
take place prior to and over the course of star formation. The var-
ious organic molecules discovered in samples of comets (McKay
& Roth 2021), meteorites (Sephton 2002; Pizzarello & Shock
2010), and asteroid Ryugu (Naraoka et al. 2023; Yabuta et al.
2023) may be related to the COMs originating from molecular
clouds and/or protoplanetary disks. Therefore, COM formation
is a key stage for chemical evolution in space. They are thought
to be formed mainly in ice mantles of dust grains (e.g., Öberg
2016; Ceccarelli et al. 2023, and references therein). The ice
phase is generally unfavorable for chemical reactions due to

low temperature. However, in environments where icy dust is
exposed to cosmic rays, ultraviolet light, and/or X-ray irradia-
tion, these high-energy particles break the chemical bonds of the
surface molecules and create radicals, which are highly reactive
(Arumainayagam et al. 2019). They initiate radical reactions and
generate various molecules, even under cryogenic temperatures.
Many laboratory experiments have been conducted using differ-
ent energy sources, such as UV lights, X-rays, and high-energy
electrons, with various initial materials, confirming the synthe-
sis of COMs in ice (e.g., Sugahara et al. 2019; Bulak et al. 2021;
Muñoz Caro et al. 2019; Habershon 2015).

Ciesla & Sandford (2012) suggested that some of dust par-
ticles in a protoplanetary disk are temporarily exposed to UV
irradiation due to the disk gas turbulence transporting them
up to the upper layer. If icy grains, which are in the outer
region of the disk, are lifted, COM synthesis could be caused
on the ice dust surface through radical reactions driven by
UV irradiation. While observational constraints on the synthe-
sis of COMs within disks are currently insufficient, Yamato
et al. (2024) recently reported the detection of COMs in a disk
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by observations with Atacama Large Millimeter/submillimeter
Array (ALMA), suggesting the potential for COM synthesis
in protoplanetary disks. COMs that are synthesized in a disk
could also serve as a source of organic molecules in meteorites,
potentially contributing to Earth’s prebiochemistry thereafter.

The fundamental and crucial questions for the COMs’ syn-
thesis in the icy mantles of dust grains are what types of organic
molecules are synthesized and how they are produced in the
reaction networks. To date, a wide variety of COMs have been
identified in many laboratory experiments mimicking the ice-
surface reactions in astrochemical environments (e.g., Öberg
2016; Ceccarelli et al. 2023, and references therein). While some
studies have shown that highly complex molecules, such as
amino acids, sugars, and nucleobases, can be synthesized by UV
irradiation to simple organic ice, they are generally detected in
ex situ analyses (e.g., Muñoz Caro et al. 2002; Meinert et al.
2016; Oba et al. 2019). In other words, those molecules are found
by analysing the refractory residues obtained after the ice sam-
ples are heated to room temperature. Such procedures could lead
to additional chemical reactions in the samples, making it diffi-
cult to determine when the products were formed and what their
original structures were.

While some highly effective in situ analysis techniques using
time-of-flight mass spectrometers have been developed in recent
decades (e.g., Gudipati & Yang 2012; Henderson & Gudipati
2015; Turner & Kaiser 2020; Turner et al. 2021), which are suc-
cessful in identifying many COMs, including toluene (C7H8),
acetamide (CH3CONH2), glycolaldehyde (HCOCH2OH), ethy-
namine (HCCNH2), and other species, it is still challenging
to specifically determine complexly structured COMs such as
amino acids, sugars, and nucleobases, as well as to compre-
hensively analyze the products. Furthermore, radical reactions,
which are important for COMs synthesis, cause complex reac-
tion networks and diverse products. Thus, elucidating all of the
products of COMs synthesis by only experiments is a demand-
ing undertaking. In addition, reaction processes are basically
inaccessible in laboratory experiments. Although infrared (IR)
spectrometers enable the monitoring of the presence and the
concentration change of relatively simple molecules and radi-
cals during the reaction (e.g., Muñoz Caro & Schutte 2003; Zhu
et al. 2021; Martín-Doménech et al. 2020) without destructive
processing, it is difficult to interpret overall complex reaction
networks from only those results. Therefore, as a complemen-
tary approach, a numerical simulation would be necessary to
unveil the synthetic process behind COM formation, alongside
laboratory experiments.

In the present paper, we tackle the investigation of the global
chemical reactions leading to COM synthesis and the prediction
of the dependence of yields of COMs (especially amino acids
and sugars on initial molecules) using a newly developed for-
ward Monte Carlo simulation code. We aim to reveal the types
of COMs produced on the ice-dust surface in a protoplanetary
disk irradiated by UV from the host star, and their formation
mechanisms. Importantly, this study does not focus on searching
for synthetic pathways of a specific molecule backwardly (i.e.,
from a target molecule to reactants) because such an approach
does not allow capture of the global reaction processes.

Thus, we did not adopt a reaction network model, which
assumes the reaction pathways in advance and solves the rate
equations (e.g., Chang & Herbst 2016; Garrod 2019; Jin &
Garrod 2020) in this study. This model is a powerful tool for
investigating the formation process of relatively small COMs
(and also large ones whose synthesis pathways are obtain-
able) and the parameter dependence with low calculation costs;

however, the reaction networks involving relatively large COMs,
such as amino acids and sugars, are mostly unknown and would
be overly complicated. We attempt to explore the synthesis of
COMs by including these molecules in a forward method (i.e.,
from given reactants to products), which theoretically predicts
reaction pathways.

For the purpose of simulating chemical reactions a priori
without assuming the pathways, quantum chemical calculations
were also used (e.g., Goldman et al. 2010; Saitta & Saija 2014;
Zamirri et al. 2019; Inostroza et al. 2019; Sameera et al. 2022).
However, they are computationally too expensive to handle a
large number of atoms and long timescales, which are impor-
tant for studying the synthesis process of COMs. Conducting
extensive parameter surveys using them is not practical either.
Therefore, it is necessary to use a method that can theoretically
generate reaction networks and has low calculation costs at the
same time. With this motivation, we developed a Monte Carlo
simulation for chemical reactions for the purposes of this study.

As a prototype of our model, we used the simulation method
proposed by Takehara et al. (2022). These authors investigated
the sugar synthesis on icy grain surface in a protoplanetary disk
using their original Monte Carlo simulation and proposed a new
synthesis process of sugars: formation of macromolecules by UV
irradiation followed by the break-down after the irradiation. The
methodology in this study follows the basic idea of the prototype
scheme, but also adds new effects and modifications to reproduce
more realistic reaction networks. Details of individual formalism
are explained in the method section (Sect. 2).

Here, we briefly summarize the basic structure of the proto-
type scheme and our new modifications. As the site of organic
molecule synthesis, icy grains in a turbulent protoplanetary disk
are considered. The grains are irradiated by UV light from
the host star when they are vertically stirred up and shielded
otherwise. Additionally, warm (T ∼ 50–100 K) regions of a
disk are the objective environment, where molecular diffusion
on the grain surface is not severely restricted. The mathemati-
cal descriptions of molecules and chemical reactions are based
on the graph-theoretical matrix-type “DU model” proposed in
Dugundji & Ugi (1973). For the Monte Carlo calculation, in
each calculation step, one reaction is selected from all can-
didates derived from an ensemble of molecules (EM), using
the weighted probabilities. Repeating this selection, we proceed
through a chemical reaction sequence. A statistically signifi-
cant number of reaction sequences are calculated, starting from
the same initial EM and using different random numbers. We
select reactions based on activation energy (Ea) as follows: 1)
the enthalpy change (∆H) in a reaction is derived by the bond
energy change of EM before and after the reaction; 2) adopt-
ing the Bell–Evans–Polanyi principle, Ea is evaluated from ∆H.
For the purposes of our study, we added the following modifi-
cations: 3) the selection probability of each candidate reaction
is weighted by the Arrhenius-type equation with Ea; 4) using the
Eyring equation, which relates Ea with the reaction timescale, we
prevent the selection of very slow reactions. Finally, the radical
reactions and CO, which play important roles in organic chem-
ical reactions, were explicitly formulated in this study. We note
that in Takehara et al. (2022) the former was too simplified and
the latter was not included.

This method reduces calculation costs by utilizing bold
approximations in the procedures in the selection steps described
above, instead of carrying out quantum chemical calculations.
This allows for simulations of complex reaction networks and
broad parameter surveys that are not usually achievable with con-
ventional approaches. Although the yields of individual products
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and reaction pathways cannot be predicted with high accuracy,
the approximations are allowable for our purpose in this study.
We conduct calculations using various initial molecules and dif-
ferent parameters, aiming for a comprehensive understanding of
the COMs’ synthesis processes.

To mimic the ice-surface reaction in a protoplanetary disk,
the simulations are conducted with simple organic molecules
such as H2O, NH3, HCN, CH3OH, and CH2O as the initial
molecules, below temperatures of 100 K. The complex reaction
networks initiated by photodissociation reactions is simulated.
This study also focuses on the synthesis of amino acids and sug-
ars, which are biomolecules and have been found in meteorites
(e.g., Ehrenfreund et al. 2001; Koga & Naraoka 2017; Furukawa
et al. 2019, for a review), and Ryugu samples (Parker et al. 2023),
investigating the relationship between their final abundances and
atomic ratios of the initial molecules. Furthermore, the depen-
dence on parameters such as temperature and photon energy is
examined.

In Sect. 2, we explain our Monte Carlo simulation scheme.
Since our model is original and conceptually new, a detailed
description is given. In Sect. 3, we apply our model for COM
synthesis occurring during and after UV irradiation. In our
simulation framework, the reaction process is dominated by
photodissociation and radical-radical reactions, which cause the
randomization of covalent bonds within the initial molecules.
Based on this mechanism, we show that atomic ratios of C/H
and O/H of the initial molecular set are key parameters for the
final abundance of amino acids and sugars. In Sect. 4, we dis-
cuss comparison with experimental results, observations, and
implications for COM synthesis in protoplanetary disks. We
summarize our results in Sect. 5.

2. Method

2.1. The site of synthesis: Surface of icy grains in the “warm”
regions of the disk

As explained in Sect 1, this study focuses on the chemical reac-
tions that would occur on the surface of icy dust grains in
protoplanetary disks. In general, protoplanetary disks are too
dense for UV light to penetrate the inner region. However, grains
are occasionally stirred by the disk gas turbulence to the upper
layer and exposed to UV radiation from the host star (Ciesla &
Sandford 2012). As grains grow and become less coupled with
the turbulent gas, their scale height decreases; in other words, the
diffusion to the upper layers becomes inefficient. Although some
grains may experience multiple transitions between the exposed
and shielded areas, many grains once exposed to UV light would
eventually settle into the disk without a further shift.

Therefore, in this simulation, two phases are prepared to
mimic such a situation: 1) UV phase, corresponding to the period
when grains are exposed to UV irradiation in the upper layer; and
2) post-UV phase, corresponding to the period after grains sink
into the disk and are shielded from UV light. The molecules are
exceedingly activated during the UV phase and undergo relax-
ation in the post-UV phase. Once molecules experience strong
activation, they can end up with a completely different molecu-
lar distribution from the initial state, even after the energy supply
is terminated.

In interstellar molecular clouds, T is so low (∼10–30 K)
that the molecular diffusion would highly depend on the type
of molecules, the composition of ice, the temperature and so on
(e.g. Jin & Garrod 2020). The present study focuses on relatively
warm ice (50–100 K), corresponding to the disk regions beyond

Jupiter’s orbit up to Neptune’s orbit, where molecules may dif-
fuse easily, and the dependence of diffusion on species could
be small. Tachibana et al. (2017) showed that amorphous ices
composed of H2O,CH3OH, and NH3 and of pure H2O exhibit
liquid-like behavior within temperature range of 65–150 K and
50–140 K, respectively. This phenomenon would enhance the
random collisions among ice molecules in a warm disk region
further.

Therefore, in this study, we assume that molecules diffuse
and interact independently of the species and neglect differ-
ences in the diffusion energies of individual molecules. This
assumption allows us to list the possible reactions from a given
collection of molecules with simple conditions (see Sect. 2.3.1).
Under this assumption, it is demonstrated that the reaction net-
works of the chemical system computed in this study do not
significantly change in the temperature range of 40–130 K, as
discussed in Sect. 3.6.

2.2. DU model; graph-theoretic matrix model for chemical
reactions

Our simulation uses the DU model (Dugundji & Ugi 1973),
which is a graph-theoretical matrix-type model, for the math-
ematical description of molecules and chemical reactions. The
DU model is one of “logic-oriented” chemical reaction models,
which were actively discussed in 1970’s and 80’s, mainly for the
backward search for synthesis pathways of target molecules for
industrial purposes, while they were not frequently considered
after 1980’s. Since astrochemistry often takes place in extreme
environments (i.e., cryogenic temperatures, low pressure, and
intense UV flux), which significantly differ from laboratory
conditions, the logic-oriented model is useful for our purpose.

The fundamental unit of the DU model is an ensemble
of molecules (EM) consisting of n atoms; A = A1, A2, ..., An.
The model focuses on the chemical reactions within an EM.
Molecules are characterized by the constituent atoms and the
connection between them. In other words, atoms correspond to
vertices, and chemical bonds correspond to edges in graph the-
ory. With the DU model, chemical reactions are reduced to alge-
braic mathematics, which is directly incorporated into Monte
Carlo simulations detailed in this paper. Here, we describe only
the matrix representation of molecules and chemical reactions.
The method for incorporating it into Monte Carlo simulations is
explained in Sect. 2.3.

An EM is expressed by a matrix called “be-matrix” (bond
and electron) that is an n× n symmetric matrix. The ith row (and
ith column) is assigned to Ai, the ith atom constituting the EM.
The entry bi j (i , j) represents the bond order between Ai and A j,
in other words, the number of valence electrons pairs between Ai
and A j. The entry bii, a diagonal entry, represents the number
of unshared valence electrons of Ai in the original DU model.
However, it is always given zero in our calculations, as those
electrons making a lone pair are not involved in the reactions,
except for the new treatment for CO molecules developed in this
paper. We also stress that since ion reactions are not considered
in this study, atoms are always neutral, so, the number of valence
electrons does not change (regarding radicals, see Sect. 2.5.1).
To summarize, the be-matrix satisfies the following conditions
in this study:

1. bi j ≥ 0, (1)

2.
∑

1≤ j≤n

bi j = the valency of Ai. (2)
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Fig. 1. Example of a chemical reaction between formaldehyde and ammonia molecules represented by a be-matrix and an r-matrix of the DU
model.

Figure 1 shows the example of a be-matrix represented by
the DU model. Any isomeric EMs that are composed of the
same collection of atoms, but of different molecules can be rep-
resented by changing the bond orders and/or their locations in
the matrix. Since a chemical reaction is an exchange of chemi-
cal bonds between molecules, a chemical reaction is expressed
by the addition of the reaction matrix, “r-matrix,” which repre-
sents the transfer of bonds. While the ith row (and ith column)
of reaction matrix corresponds to the atom Ai as well as in the
be-matrix, its entry ri j (i , j) represents how many covalent
bonds are made (+) or broken (–) through the chemical reactions.
Thus, adding the r-matrix to the starting state be-matrix gives the
post-reaction be-matrix. In this study, following Takehara et al.
(2022), the hydrogen atoms are specially grouped into a sin-
gle column (mth column) by summing the number of hydrogen
atoms connecting Ai and placing it in the entry bim, in order to
reduce the calculation costs, although this is not shown in Fig. 1.

2.3. Monte Carlo simulation with the DU model

This section describes the methodology of the prototype Monte
Carlo simulation scheme for chemical reactions proposed in
Takehara et al. (2022) and the updates made in this study.

2.3.1. Listing all candidate reactions

In this model, one simulation step of chemical reactions is lim-
ited to the exchange of two chemical bonds, which is the smallest
chemical change. In other words, two bonds, whether within
a single molecule or across two different molecules, are bro-
ken and new bonds are formed, resulting in the production of
new molecules. Double bonds and triple bonds, such as ones
in oxygen molecules and nitrogen molecules are treated as iso-
lated two and three bonds in this calculation. Therefore, in the
cleavage of these bonds, double bonds are converted to sin-
gle bonds, and triple bonds to double bonds, respectively. This
restriction to a chemical reaction allows us to derive all pos-
sible reactions within a given EM by considering all pairs of
two bonds. We stress that this restriction is not an idea of the
original DU model, but was introduced to fit with the forward
Monte Carlo simulation in Takehara et al. (2022). Based on
the conditions for the be-matrix and the constrain on chemical
reactions above, the conditions for the r-matrix are given as fol-
lows: 1) The matrix is composed of two entries with –1 (bond
cleavage), two entries with +1 (bond formation), their diagonally

symmetric entries and all other entries with 0 (except for reac-
tions involving CO); 2) the entries with –1 cannot be assigned
to the position of bi j = 0. They cannot be located in the same
row and column either; 3) the entries with +1 are assigned to
the row and column which correspond to the atoms whose bonds
are broken. (In other words,

∑
1≤ j≤n ri j = 0.) By generating r-

matrices under these three conditions, all potential reactions that
can occur within an EM are therefore listed.

In the calculations conducted in this study, an EM typi-
cally yields 100–1000 candidate reactions. We interate to select
one reaction from them to proceed through a reaction sequence
that comprises 3000 steps (see Sect. 2.3.2). From the same
initial EM, 105–106 distinct reaction sequences are calculated
(Sect. 2.3.3).

The reaction networks computed using this method can be
too huge for reaction network models to prepare in advance. Cur-
rently, only Monte Carlo simulation is available to address this
problem.

2.3.2. Weighting probabilities of reactions

After candidate reactions are listed in the procedure above, one
reaction is randomly chosen based on the weighted probabilities
that reflect reaction rates. The equation of the weight is given as
follows:

W = exp
(
−

Ea

RT

)
, (3)

where R is the gas constant, T is temperature, and Ea is the
activation energy of the reaction. This equation is based on the
Arrhenius equation that provides reaction rate constants. The
denominator of the exponent in Eq. (3) is written as

RT ≃ 0.83
( T
100 K

)
kJ mol−1. (4)

Under temperature of T = 100 K: a fiducial temperature in this
study, a difference in activation energy (Ea) of only 10 kJ mol−1

produces a significant change in a weight (W) by a factor of
1.7 × 105. As the reaction rates are exceedingly sensitive to the
dependence on Ea/T , the pre-exponential factor is ignored for
simplicity. The evaluation of Ea is discussed in Sect. 2.4.1.

Based on the probabilities weighted by Eq. (3), a gener-
ated random number specifies one reaction from the candidates.
While the reaction with the maximum W is not necessarily
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Fig. 2. Schematic diagram of the linear relationship between the
enthalpy change and activation energy predicted by the Bell–Evans–
Polanyi principle. While there are variations in each reaction, many
of the reaction types considered in this study are shown to be broadly
classified into two pairs of α–β (e.g., Michaelides et al. 2003; Wang
et al. 2011; Sutton & Vlachos 2012), as illustrated with the red and blue
regions.

selected, reactions with large W are selected with higher proba-
bility. After one reaction is chosen, the new EM after the reaction
is designated as the next starting molecules. Then, the reac-
tion step, consisting of listing reaction candidates, weighting the
probabilities, and selecting one reaction, is repeated to advance
through subsequent reactions.

2.3.3. Derivation of abundances of individual molecules

In this study, we follow the chemical reaction sequence that con-
sists of 2800 steps in the UV phase, followed by 200 steps in
the post-UV phase (see Sects. 2.1 and 2.5.1). Using the same
initial molecules, the reaction sequence is computed Nrun = 105–
106 times with a different set of random numbers. A large
number of reaction sequences samples provide the molecular
distribution in each reaction step and its evolution.

Following Takehara et al. (2022), the “abundance” of
molecules and structures, such as functional groups, in the ith
step is defined as follows:

Ai = ntarget(i)/Nrun, (5)

where ntarget(i) is the number of a target molecule or structure at
the ith step in the total Nrun runs of calculations. Thus, Ai rep-
resents the average number of targets that exist in the molecular
set of our simulations (same as an EM of the DU model) in the
ith step, and depends on the size of the prepared molecular set
(the total number of atoms in the set). Since our current simu-
lation does not have spatial information, the abundance cannot
be directly translated into values such as concentration or col-
umn density of molecules in ice. However, the abundance ratios
between molecules are comparable to the ratios of these values.

As will be shown later (Sect. 3.3), we constrain the timescale
of reactions occurring in the simulation. If the activation
energy for all candidate reactions is too high to occur within
that timescale, the chemical reaction is finally stalled. There-
fore, after the reaction cessation, the quenched abundance of
molecules is referred to as the final abundance (Afinal).

2.4. Selecting reactions based on activation energy

2.4.1. Evaluation of Ea from the enthalpy change

To investigate global reaction networks and general trends
depending on initial and environmental conditions, rather than

Table 1. Bond energy used in this study from Sanderson (1976).

Bond energy Bond energy

C–C 347 kJ mol−1 N–N 161 kJ mol−1

C=C 611 kJ mol−1 N=N 456 kJ mol−1

C≡C 837 kJ mol−1 N≡N 946 kJ mol−1

C–N 305 kJ mol−1 N–O 230 kJ mol−1

C=N 615 kJ mol−1 N=O 598 kJ mol−1

C≡N 891 kJ mol−1 N–H 389 kJ mol−1

C–O 358 kJ mol−1 O–O 146 kJ mol−1

C=O 745 kJ mol−1 O=O 498 kJ mol−1

C≡O 1072 kJ mol−1 O–H 464 kJ mol−1

C–H 414 kJ mol−1 H–H 426 kJ mol−1

detailed analysis of individual reactions, this method employs the
Bell–Evans–Polanyi principle to evaluate the activation energy.
This principle describes the relationship between the activation
energy, Ea, and the enthalpy change, ∆H, before and after a
reaction:

Ea = α∆H + β, (6)

where α and β are empirical parameters given by α ∼ 0.7–1 and
β ∼ 80–180 kJ mol−1 from density functional theory (DFT) cal-
culations (e.g., Michaelides et al. 2003; Wang et al. 2011; Sutton
& Vlachos 2012). These calculations also have shown that many
of the reaction types considered in this study are broadly classi-
fied into two pairs of α–β as illustrated in Fig. 2. However, in this
work, we always assume one specific pair of α and β in each cal-
culation for simplicity. As the representative values, α = 1 and
β = 100 kJ mol−1 are used. Although the Bell–Evans–Polanyi
principle is an approximate formula and contains uncertainties
in the values of α and β, these variations do not significantly
affect the reaction process simulated in this study. However, the
progress of the decomposition reaction of amino acids and sug-
ars could depend on the value of β (see detailed discussion in
Sect. 3.8).

2.4.2. Evaluation of the enthalpy change from bond energy

The enthalpy change, ∆H, is calculated by the change in the sum
of bond energy of the molecules before and after the reaction.
For the calculation of ∆H, fixed bond energy values for each
bond, as shown in Table 1, are used. Although bond energies can
vary due to molecular species and, under icy conditions, to inter-
actions with surrounding molecules, they are neglected in this
study. As will be shown in Sect. 3.2, the reactions simulated in
this study are dominated by UV-induced photodissociation and
radical-radical reactions, both of which would not be quite sen-
sitive to such a bond energy change. Furthermore, in a reaction
system containing a huge variety of molecular species focused
on in this study, a species-dependent deviation of bond energies
may be averaged out.

If the equation provides negative Ea, in other words,

∆H < −
β

α
, (7)
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we set Ea = 0 to avoid unphysically large W (Eq. (6))1. Thus, our
prescription is2

Ea = max (0, α∆H + β) . (8)

2.4.3. Timescale limitation based on activation energy

The time length of a reaction step in this calculation does not
represent a specific size, but changes depending on the frequency
of chemical changes occurring in the simulating real system. The
lower the frequency of chemical changes, the longer the time
length corresponding to each reaction step. Thus, even in one
series of a reaction sequence, it can vary.

The reaction selection method described above is based on
only the relative probabilities among the candidate reactions, not
considering absolute magnitudes of reaction rates. One problem
is that even if the activation energies of all the candidates are too
high to occur in the simulated system, one of them will always
be selected. To avoid this, in the prototype model (Takehara et al.
2022), the reaction candidate of no chemical change with ∆H =
0 was prepared in each step.

In this paper, we adopt a more logical prescription. Since
grains experience vertical movement by turbulent diffusion, we
restrict the reactions to occur on timescales longer (with high
Ea) than the typical circulation timescale of grains between the
upper, UV-exposed layer and the lower, shielded layer.

The Eyring equation, based on the transition state theory,
gives the reaction rate constant as follows:

k =
κkBT

h
exp

(
−
∆G‡

RT

)
=
κkBT

h
exp

(
∆S ‡

R

)
exp

(
−
∆H‡

RT

)
, (9)

where k is the rate constant, ∆G‡ is the Gibbs energy of acti-
vation, κ is the transmission coefficient, kB is the Boltzmann
constant, R is the gas constant, T is the temperature, and h is
the Planck constant. Assuming that the κ ≃ 1 and the entropy
change ∆S ‡ is negligible in ice reactions, k is rewritten as:

k ≃ 2.084 × 1012
( T
100 K

)
× exp

{
−

(
∆H‡

0.8314 kJ mol−1

) ( T
100 K

)−1}
s−1 (10)

Replacing ∆H‡ in the transition state with the activation energy
Ea, the half-life timescale of reactants can be written as:

log10

(
t1/2
yr

)
≃ log10

(
ln 2

k/s−1

)
≃ −0.159 − log10(k/s−1)

≃ − 19.97 − log10

( T
100 K

)
+ 20.90

( Ea

40 kJ mol−1

) ( T
100 K

)−1

(11)

1 Since the reactions with Ea < 0 are barrierless, the differences in ∆H
should not cause differences in the reaction rate. In this case, direct sub-
stitution of Ea calculated by Eq. (6) into Eq. (3) is not relevant. Takehara
et al. (2022) used the enthalpy change instead of the activation energy
in Eq. (6) without a treatment for the enthalpy change corresponding
negative Ea. This treatment with Eq. (8) is newly added in our study.
2 This modified form is comparable to the more detailed version of
the Bell–Evans–Polanyi principle where Ea → 0 and α→ 0 for smaller
vales of ∆H, namely, at the exothermic limit (e.g., van Santen et al.
2010).

This equation is solved regarding the activation energy as:

Ea,crit ≃ 40 kJ mol−1 ×

( T
100 K

)
×

[
1.10 + 0.048 log10

{(
t1/2

103 yr

) ( T
100 K

)}]
.

(12)

From this equation, we obtain the critical activation energy
Ea,crit, which corresponds to the upper limit of the reaction
timescale t1/2. In this paper, t1/2 = 1000 yr is given as the grain
vertical circulation timescale (e.g., Klarmann et al. 2018). In the
Monte Carlo scheme, a reaction candidate involving no chemi-
cal change with Ea = Ea,crit is set at each step. Reactions with
Ea > Ea,crit, which occur on longer timescales than the assumed
environmental conditions, are less likely to be selected. As a
result, molecules in the calculations finally tends to stay at a local
minimum state.

2.5. Newly incorporated “bonds”

The prototype model by Takehara et al. (2022) adopted the sim-
ple prescription that all the valence electrons of each atom are
used to form covalent bonds. In this study, we newly incorporate
radicals and CO molecules into the DU model and the Monte
Carlo scheme.

2.5.1. Introduction of radicals

As mentioned in Sect. 2.1, we set the UV irradiation phase before
the following post-UV phase (shielded phase). The UV phase,
which is very important for the organic synthesis on the icy grain
surfaces, is characterized by the occurrence of radical reactions
by UV photons.

One significant improvement from the prototype model is
the explicit introduction of radical reactions. Radical species
were not represented in the original DU model (Dugundji &
Ugi 1973) either. Since Takehara et al. (2022) considered only
molecules forming covalent bonds, they converted the photon
energy to temperature to represent radical reactions induced
by photons. They assumed that reactions at high tempera-
tures correspond to the UV phase reactions and all molecules
exist by repeatedly undergoing photodissociation and immedi-
ate recombination. While random reactions independent of Ea
caused at extremely high temperature could partly reflect the
extreme destruction by photons and barrireless radical-radical
reactions, we need an explicit prescription to simulate UV irradi-
ation and radical reactions, considering the actual environmental
temperatures.

In this study, we develop a methodology to represent radi-
cal reactions that align with the DU model, integrating it into
our Monte Carlo simulation. Specifically, we introduce a hypo-
thetical element “X” to express radical species. A bond with an
X, X–R (R = C, N, O, or H), are not a covalent bond, but rep-
resents the presence of an unpaired electron on the atom. For
example, a hydroxyl radical, ·OH, is expressed as X-OH. An X
bond is treated as a single bond, same as a H bond, but with
zero bond energy. Next, to express a photodissociation reac-
tion, a hypothetical molecule “X2” is introduced. As an example,
photodissociation of a H2O molecule,

H2O + hν→ H · + · OH, (13)

is represented as

H-O-H + X-X→ H-X + X-O-H. (14)
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For a photodissociation reaction, “hypothetical negative bond
energy of X2” is employed to represent an energetic UV pho-
ton cleaving covalent bonds. This is based on the principle that
the lower the bond energy, the greater the reactivity of the
bond. Accordingly, to represent the input of a photon energy of
EUV, the negative bond energy of −1000 (EUV/10 eV) kJ mol−1

is assigned to X2. We always set one X2 in the molecular set
at every step in the UV phase to mimic continuous UV irra-
diation. In the post UV phase, the supply of X2 is stopped.
Finally, for radical-radical reactions such as a reverse reaction
of Eq. (14), the produced X2 is removed from the molecular set.
The bond energy of the produced X2 is set to zero, ignoring the
heat generated by the radical recombination. This is based on
the assumption that the heat is immediately radiated at longer
wavelengths.

The above prescription for a photodissociation reaction
allows our simulation to describe the transition from high-energy
UV irradiation (which breaks covalent bonds) to low-energy irra-
diation (which does not). More details on this are given in see
Sect. 3.7. The supply and consumption of X2 molecules by pho-
todisociation reactions and radical-radical reactions eventually
make the system go toward an equilibrium between the produc-
tion and extinction of radicals in the UV phase. On the other
hand, radicals decrease as a reaction step proceeds in the post
UV phase because of the cessation of X2 supply as mentioned in
the prescription 4.

The enthalphy change of a photodissociation reaction is
written as follows:

∆Hpd = BEbroken − 1000
( EUV

10 eV

)
kJ mol−1, (15)

where BEbroken represents the bond energy of the broken bond.
Since the bond energies used in this study are < 470 kJ mol−1

(Table 1), ∆Hpd with EUV = 10 eV (fiducial photon energy) gives
a negative value to any type of bond.

The probabilities of the X2-involved reactions being selected
are also weighted based on Eq. (3). However, the activation
energy Ea of a radical-radical reaction is always set to zero
without using the Bell–Evans–Polanyi equation (Eq. (6)). While
some radical-radical reactions have been found to have activa-
tion barriers with a few kJ mol−1 presumably by the influence
of surrounding water molecules (Enrique-Romero et al. 2022),
we do not consider them because of the little effects on results
in this study. For photodissociation reactions, as the molecule is
directly activated by a photon breaking the bond, we use ∆H for
weighting instead of activation energy, as follows:

W = exp
(
−
∆Hpd

RT

)
. (16)

If ∆Hpd is negative, we set ∆Hpd = 0, same as in the evaluation
with Ea.

In reality, however, the dissociation rate is not determined
solely by the magnitude of the bond energy. Some molecules,
such as N2, H2, and CO, hardly dissociate even if the photon
energy is larger than the bond energy. For CO molecules, we
adopt an exception: we set a barrierless radical reaction as a dis-
sociation process instead of photodissociation (see Sect. 2.5.2).

2.5.2. Introduction of carbon monoxide

While carbon monoxide is quite ubiquitous in space and is an
important molecule for astrochemistry, it was not included in
the previous model by Takehara et al. (2022) because of its

Fig. 3. Lewis structures of a carbon atom, an oxygen atom, a car-
bon monoxide molecules and a carbon dioxide molecule. In the CO
molecule, the lone pair of the oxygen atom shared with the carbon atom
and the electrical charge imbalance are illustrated. This structure can be
expressed by a be-matrix (Sect. 2.5.2).

bond property. In this study, we newly introduce the prescription
for CO.

Unlike the bond in which two atoms contribute one electron
each, a CO triple bond is formed by the sharing of a lone pair
from the oxygen atom (Fig. 3). Thus, when the CO triple bond
is cleaved and becomes a double bond, instead of one unpaired
electron being distributed to each atom, two unpaired electrons
are distributed in the carbon atom. This cleavage allows the car-
bon atom to bond with two more atoms. The reaction of CO
therefore can be written as follows:

C O + R R′ −→ O C

R

R′

(17)

To express CO using the DU model, the diagonal entry of C and
O in the be-matrix are set to be +1 and –1, respectively. The entry
of the bond order between C and O atoms is set to be 3 to con-
serve the condition 2 for a be-matrix (Eq. (2)). This prescription
was not considered in the original DU model.

The reaction between two CO molecules is prohibited in this
study because the product, ethylene dione (O=C=C=O) is known
to be extremely unstable (Schröder et al. 1998). The CO-forming
reaction, which is the reverse of Eq. (17), occurs when the C–R
and C–R’ bonds within the O=CRR’ molecule are broken.

The photodissociation of CO is also prohibited in this study
since the triple bonds of CO cannot be cleaved by ultraviolet light
with an energy of 10 eV (Heays et al. 2017). While the reaction
between CO and a radical, on the other hand, is incorporated
according to Eq. (17), it is not selected in the calculations due to
the activation barrier. However, the reactions of CO molecules
in ice have been investigated over decades, and it has been found
that CO can undergo several reactions even at cryogenic temper-
atures, such as 10 K. Whereas the reaction pathways have not
been fully identified, the following reaction has been suggested
to have no barriers (Oba et al. 2010):

CO + · OH −−−→ CO2 + H ·. (18)

Therefore, in this study, the activation energy of this reaction
is arbitrarily given zero, instead of the calculated values using
Eq. (6). We note that this is a tentative setting for reaction path-
ways of CO and will be updated. Molpeceres et al. (2023) found
that this reaction has an activation barrier when taking place in
amorphous solid water (ASW) and in CO ice due to stabilization
of the intermediate, HOCO. However, since the reaction process
of CO is not yet fully understood at the moment, and we con-
firmed that changing the CO reaction pathways has little effect
on the results of this study, Eq. (18) is used in this study.
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Fig. 4. Fraction change in the five reaction types defined in Sect. 3.2.
The parameters and initial molecules used are shown in Sect. 3.1.
Reaction types 1, 2, 3, 4, and 5 are represented by the magenta solid,
green solid, light-blue dashed, orange dash-dotted, and red dotted lines,
respectively. The red shaded region corresponds to the UV phase. The
bottom figure is a stretched view of up to step 50. The horizontal scales
are different between the UV phase and the post-UV phase for visual
convenience.

3. Results

To understand an overall picture of the reactions during and
after UV irradiation, we first focus on the types of reactions that
take place and the associated changes in bonding and molecular
size in each of the UV and post-UV phases. Then the synthe-
sis of amino acids and sugars as two characteristic complex
organic molecules are investigated. Finally, dependence on the
parameters used in this calculation will be shown.

3.1. Initial molecules and simulation settings

Hereafter, unless otherwise noted, 2 methanol molecules
(CH3OH), 5 formaldehyde molecules (CH2O), 9 ammonia
molecules (NH3), and 22 water molecules (H2O) are used as
the initial molecules. These molecules are commonly found in
interstellar space (e.g., Gibb et al. 2004, and references therein).
The simulation parameters adopted in a fiducial set are: the disk
temperature T = 100 K, the UV photon energy of 10 eV (equiva-
lent to X2 energy of −103 kJ mol−1), and the numerical factors of
the Bell–Evans–Polanyi principle, α = 1 and β = 100 kJ mol−1

(Eq. (6)). The dependence on the initial molecules, T , the photon
energy, α and β are discussed in Sects. 3.5.2, 3.6, 3.7, and 3.8.

The UV phase is applied for reaction step 1 to 2800, and the
post-UV phase is applied for reaction step 2801 to 3000. The
total steps of the UV phase are large enough for the molecules
to reach an equilibrium state where the formation and extinction
of all bond-types between C, N, O, H and X balance, as shown
below. We repeat 106 runs from the same initial molecules with
different random number sequences in the fiducial case.

3.2. Reactions in the UV phase

The COM synthesis simulated in this study is initiated by radical
reactions. To analyze this process, we classify chemical reactions
into five types as shown in Table 23.
3 In ice conditions, reactions 3 and 4, which involve the cleavage of
chemical bonds, could be inhibited because the energy of the reactants

Table 2. Five reaction types considered in this study.

Type 1 Photodissociation
(A–B + X–X→ A–X + B–X)

Type 2 Radical-radical reaction
(A–X + B–X→ A–B + X–X)

Type 3 Radical-nonradical reaction
(A–X + B–C→ A–B + C–X)

Type 4 Nonradical-nonradical reaction
(A–B + C–D→ A–C + B–D)

Type 5 No change
(reaction pathway with Ea = Ea,crit)

Notes. A, B, C, and D represent carbon, nitrogen, oxygen, or hydro-
gen atoms, and X is the hypothetical element used to represent radical
reactions (see Sect. 2.5.1).
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Fig. 5. Change in fraction of R–X bonds (R = C, N, O, or H atoms) to
total bonds. The parameters and initial molecules used are described in
Sect. 3.1.

Figure 4 shows the fraction change in the reaction types dur-
ing the UV and post-UV phases as a function of reaction steps.
At the beginning of the UV phase, photodissociation (type 1)
dominates the reactions, converting initial molecules into rad-
icals. As radicals increase, the fraction of types 2 and 3, in
which radicals act as reactants, rises. Eventually, radical forma-
tion (type 1) and extinction (type 2) are balanced after a few
dozens of reaction steps. The equilibrium is also established in
the fraction of the radical bonds to the total bonds (Fig. 5).

For the type 1 reactions with a photon energy of 10 eV, the
∆H is always negative (Eq. (16)) 4 because the equivalent energy
of 1000 kJ mol−1 is large enough to cut any types of a covalent
bond of C, N, O and H (Table 1). This means that those reactions
are calculated as the same weights (W = 1) as reactions with
Ea = 0. Type 2 (radical-radical) reactions are the most powerful
opposing reactions to type 1 reactions and are always barrierless
(Ea = 0) with W = 1 (Eq. (8)).

can dissipate during the formation of intermediates (e.g., Martínez-
Bachs & Rimola 2023; Pantaleone et al. 2021). However, since this
study assumes an environment in which continuous UV irradiation is
occurring, even if the reaction stops at an intermediate state, bond disso-
ciation would proceed subsequently due to direct or indirect influences
of UV photons. At present, due to a lack of general understanding of
stabilization processes in ice reactions, we do not consider the energy
transport between molecules.
4 Even if the total enthalpy change of the photodissociation reaction
is negative according to the calculation using the hypothetical negative
bond energy of X2, the dissociated molecule is exceedingly destabilized
(the actual ∆H is >0).
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Fig. 6. Activation energy, Ea, (upper panel) and the enthalpy change,
∆H, (lower panel) of type 2, 3, and 4 reactions selected in each step.
The red dashed line shows the critical activation energy (Ea,crit =
44 kJ mol−1) under the fiducial timescale and temperature. The orange
dashed line shows the threshold (∆H = −100 km mol−1) which gives
Ea,crit = 0 under α = 1.0 and β = 100 kJ mol−1 (see Sect. 2.4.2). For
visual convenience, we arbitrarily selected the number of plotting data
and randomly shifted the points vertically and horizontally with the
small amplitude. The magenta dots are results with Ea,crit = 44 kJ mol−1

and the light blue dots are results from the same initial conditions but
without limiting Ea,crit. They show that the activation energy of the
selected reaction is limited by the Ea,crit setting. We note that in most
steps the light blue dots are hidden by the magenta dots.

Type 4 reactions also occur at about 10% probability, even
though no radicals are involved. They are mainly the reactions
of C–H bond, an abundant structure, with other unstable bonds
such as O–O, N–O, and N–N. Since these reactions are highly
exothermic (for example, ∆H of “C–H + O–O→ C–O + O–H” is
–262 kJ mol−1 using the bond energies from Table 1), they do not
have activation barriers (Ea = 0) in most ranges of α and β based
on the Bell–Evans–Polanyi principle (Eq. (8)). Those unstable
bonds cannot be thermally formed under this temperature, but
are formed by radical-radical reactions. Therefore, while radi-
cals are not directly involved in type 4, they are driven by UV
irradiation as well as the radical reactions (type 1, 2, and 3).

Figure 6 shows the Ea and ∆H of the selected reactions
(types 2, 3 and 4) in typical runs in the fiducial set. It shows
that almost all the selected reactions in the UV phase are
barrierless (Ea = 0). In other words, only the reactions with
∆H ≤ −β/α = −100 kJ mol−1 (Eq. (8)) are selected from the
reaction candidates, This is due to the continuous photodisso-
ciation (type 1) shown in Fig. 4, providing an abundant supply
of energetically-unstable radicals. Such a situation is realized in
the upper UV-exposed layers of the disk.

Since type 1 and 2 reactions, which are dominant in the UV
phase, occur independently of the bond-type, they cause random
rearrangements of the covalent bonds between C, N, O, and H
atoms, providing various bond-types as shown in Fig. 7. Type 3
and 4, on the other hand, produce stable bonds from relatively
unstable bonds, while the reverse reaction does not proceed due
to the high activation barrier. Hence, the final bond distribution
is regulated by the abundance ratios between C, N, O, and H
atoms and the stability of the bonds, rather than the forms of
initial molecular species.

Through the random rearrangement,the bonds such as C–C,
C–N, and N–N are newly formed (Fig. 7), resulting in the growth
of complex molecules that consist of six or more atoms as shown
in Fig. 8. It should be stressed that the biggest size of molecules
cannot be predicted only from this result because it depends on
the number of atoms included in the initial molecules in our
simulations, that allow all atoms to interact freely.

3.3. Reactions in the post-UV phase

Once the UV phase ends, the photodissociation stops, and
radical-radical reactions become dominant (Fig. 4). Most of the
radicals produced in the UV phase are consumed in the first
20 steps (Fig. 5) and randomly form new covalent bonds. How-
ever, if unstable bonds like N–N, N–O, and O–O are formed, they
are barrierlessly degraded through mainly the reactions with C–
H bonds, making more stable bonds with hydrogen or carbon
atoms. This process selectively replaces C–H bonds with C–N
and C–O bonds. While the decrease in C–H bond is canceled by
other reactions, the slight increases in C–N and C–O fractions
are shown in Fig. 7. While a hydrogen atom can only bond with
one other atom, nitrogen and oxygen atoms can form bonds with
multiple atoms. Therefore, when an oxygen or nitrogen atom is
attached to a single carbon bond, the number of atoms attached to
it is always greater than when a hydrogen atom is attached. The
increase of C–N and C–O bonds thus enhances the complexity
of carbon molecules.

As the barrierless reactions decrease, reactions with activa-
tion barriers (Ea = 10–40 kJ mol−1) start to take place (Fig. 6).
The typical reactions with activation barriers observed in the
fiducial calculation are

C–O + H–H→ C–H + O–H (∆H = −84 kJ mol−1), (19)

and, in a smaller portion of

C–N + H–H→ C–H + N–H (∆H = −62 kJ mol−1), (20)

C–O + C–H→ C–C + O–H (∆H = −39 kJ mol−1). (21)

Reactions (19) and (20) strip O and N atoms from C atoms,
providing C–H bonds (Fig. 7). This process competes with the
radical-radical reactions that form various carbon bonds, as well
as the reactions above that increase C–N and C–O bonds, in
terms of influencing the complexity of carbon molecules.

In sufficiently H-rich cases, most of the molecules end up
bonding to only hydrogen atoms such as CH4, NH3, and H2O.
The complex molecules generated during the UV phase are just
decomposed by hydrogenation after UV irradiation stops. How-
ever, in most initial conditions that we examined in Sect. 3.5.2,
including this fiducial case, molecular complexity is maintained
or enhanced in the post-UV phase.

In the post-UV phase, the molecules in the system are grad-
ually stabilized. As the molecules become more stable, Ea of the
possible next-step reactions tend to become higher, meanig that
the reactions slow down in reality. As explained in Sect. 2.4.3,
this study imposes a limitation on reaction timescales of 103 yr.
This timescale is converted to the critical activation energy
Ea,crit = 44 kJ mol−1 (Eq. (12)), which inhibits the reactions
with higher activation energies (the light-blue dots in Fig. 6)
from being selected. Therefore, once the low-barrier reactions
with Ea < Ea,crit are exhausted, further reactions hardly occur.
Figures 4 and 6 show that the fraction of a type 5 reaction
(Ea = Ea,crit) increases with the upward shift of the selected Ea,
indicating that the reactions are finally quenched.
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Fig. 7. Fraction change in carbon bond types as a function of reaction steps with a logarithmic scale (the left panel) and its pie chart (the right
panel) at the initial state, the end of the UV phase, and the end of the post UV phase from the left to the right, respectively. In the left panel, the
bond-types with less than 0.1% throughout the reaction steps are excluded.

Fig. 8. Distributions of the numbers of carbon atoms and oxygen atoms (the upper panels) and carbon atoms and nitrogen atoms (the lower panels)
included in an individual molecule, at the initial state, the end of the UV phase, and the end of the post UV phase from the left to the right,
respectively. The results are obtained with 5000 runs. The blue dots represent the molecules with six or more atoms (COMs), and the orange dots
represent others. We note that relatively small COMs such as methanol are hidden behind the orange dots (including at the initial state.) For visual
convenience, the points are randomly shifted in the range of ±0.3 from the center.

As explained in Sect. 3.9, the magnitude of Ea,crit heavily
depends on temperature, and higher temperatures result in more
degradation of C–N and C–O bonds, leading to the less diverse
molecules. Hence, the complex molecules are conserved without
decomposition due to the low temperature.

3.4. Definition of “initial” molecules

In this calculation, all the initial molecules experience dissoci-
ation due to the sufficient number of reaction steps in the UV
phase and are randomly reconnected. They thus lose information
about their initial molecular forms, and the final molecular dis-
tribution is almost entirely determined by the atomic ratio of C,
N, O, and H atoms, which is conserved throughout the reaction
sequence.

However, in the real systems, the atomic ratio is not neces-
sarily conserved due to composition changes (adsorption and/or
desorption of molecules) on the ice surface. The composi-
tion changes during the post-UV phase may have little effect
on the reaction networks since barrierless radical-radical reac-
tions are dominant and are completed within the first few
dozens of steps. Hence, the reaction processes of the post-UV
phase can be solely determined by the molecular distribution
just before UV irradiation stops. This allows our simulations
to predict the final products even if the absorption and des-
orption processes during the UV phase are unknown. At the
same time, the initial molecules here should be considered
to give the atomic composition of the final state of the UV
phase.
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Fig. 9. Evolution of the abundances of amino acids (magenta curve)
and sugars (green curve) as a function of reaction steps. The parameters
and initial molecules used are the fiducial set shown in Sect. 3.1.

3.5. Synthesis of amino acids and sugars

3.5.1. Formation processes

Figure 9 shows the change in the abundances of amino acids and
sugars in the fiducial set. In this study, amino acids and sug-
ars refer to α-amino acids and aldoses, respectively. An aldose
has three or more carbon atoms, and its ring structure is also
included. The abundances of amino acids and sugars quickly
elevate at first and reach equilibrium after 2000 steps. In the post-
UV phase, they increase slightly and decomposition continues;
however, it stops immediately as the reaction is quenched around
step 2830 (see Sect. 3.3).

While the abundance of sugars are about one order of magni-
tude less than that of amino acids throughout the reaction steps,
they exhibit extremely similar behavior. The similarity is found
in many other sets of initial molecules, although some show the
different evolution in the first few hundred steps due to the sig-
nificant dependence of individual molecular species production
on the structure of the initial molecules (Fig. 10).

For amino acids and sugars, the Strecker reaction and the for-
mose reaction have conventionally been proposed as synthetic
routes, respectively (e.g. Singh et al. 2022; Danger et al. 2011;
Fresneau et al. 2015; Meinert et al. 2016). However, in our sim-
ulation, these build-up-type pathways are not the major routes,
as molecules are constantly broken apart and randomly reassem-
bled by radical-radical reactions. Rather than following a specific
pathway, in the simulated conditions, the molecules stochasti-
cally form the structure of amino acids or sugars according to
the randomization of the structures.

To analyze the synthesis of amino acids based on this view
point, the abundances of amino groups and carboxyl groups, the
main building blocks of amino acids, are plotted as a function of
reaction steps in Fig. 11. It shows that the abundance of amino
groups is more than one order of magnitude higher than that of
carboxyl groups after step 1000. This indicates that the carboxyl
group production is a bottleneck for the amino acid synthesis.
We note that as the reaction proceeds, the structures are highly
randomized between molecules, and it does not happen that a
particular molecule exclusively dominate a certain structure.

On the other hand, despite the absence of carboxyl groups in
the sugar structure, the evolution of the sugar abundance shows
a pattern very similar to that of amino acids. The common struc-
ture between a carboxyl group and a sugar is a C=O bond, which
suggests that they both are regulated by the production of C=O
bonds. It should be noted that most of the sugar molecules pro-
duced in our simulations are chain-form sugars, not cyclic sugars
that do not have C=O bonds.

Fig. 10. Same plot as Fig. 9 except for the initial molecules: 1
methane molecule (CH4), 18 formaldehyde molecules (CH2O), 5 hydro-
gen cyanide molecules (HCN), and 1 ethylene molecule (C2H4).
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Fig. 11. Change in the abundances of amino group (magenta curve) and
carboxyl group (green curve) in the fiducial calculation. Only amino
groups bonded to carbon atoms (C–NH2) are counted in this plot.

Based on this idea, we attempt to reduce synthetic processes
of amino acids and sugars into the production of the individual
bonds constituting them. Even if different initial molecules are
used, the formation of constitutive bonds through random bond
rearrangement and destruction by photodissociation should com-
pete and form these molecules. At the same time, because the
C=O bond is the hardest to be formed among all bonds in amino
acids and sugars across a broad range of initial molecular sets,
including the fiducial case (Fig. 7), their final abundances tend
to be controlled by the amount of C=O bonds.

We show in Sect. 3.5.4 that the abundance distribution of
amino acids and sugars in broad range of initial atomic ratios is
reasonably and consistently explained by the hypothesis that the
C=O bond is a key factor.

3.5.2. Dependence on initial C/H and O/H ratios

In this section, we examine how the final abundances of amino
acids and sugars depend on the initial atomic ratios. Differences
in initial molecular species are not considered here since they
produce only minor variations, while differences in atomic ratios
can change the abundances of amino acids and sugars by several
orders of magnitude.

The 57 sets of initial molecules used for the survey are
summarized in Table A.1. The molecular species were mainly
chosen from ones discovered in interstellar ice (e.g., Gibb et al.
2004, and references therein), while also including species not
currently detected. We would like to emphasize that in our calcu-
lations, the molecular distribution after undergoing sufficiently
long UV irradiation is determined by the atomic ratios of initial
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Fig. 12. Change in the abundances of amino acids obtained with the
fiducial initial molecules (magenta curve) and the initial molecules
with the same atomic ratio but different molecular species (green
curve), which consist of 7 carbon dioxide molecules (CO2), 9 ammo-
nia molecules (NH3), 15 water molecules (H2O), and 16 hydrogen
molecules (H2). While the initial evolution, which depends on the initial
molecular species, differs between the two, they synchronize once the
bonds are sufficiently randomized by UV irradiation.

Fig. 13. Dependence of the final abundances of amino acids (upper
panel) and sugars (lower panel) on the initial atomic ratios of C/H and
O/H. The small open circles represent the parameters with which we
performed the simulations (Table A.1). The heat maps are created with
log10(abundance). The color level of sugars is 1.5 orders lower than
amino acids (see discussions in Sect. 3.5.4) to compare the dependence
patterns on O/H and C/H between amino acids and sugars.

molecules, rather than the molecular species. Figure 12 shows
the change in the abundance of amino acids obtained from the
initial molecules where carbon molecules are replaced with CO2,
while maintaining the same atomic ratio as the fiducial set.
The results in Fig. 12 indicate little dependence on the initial
molecular species. Thus, the molecular sets in Table A.1 do not
necessarily represent realistic compositions, but were designed
to provide various ratios of C/H and O/H. They are also designed
so that the total number of carbon, nitrogen, and oxygen atoms
is 40–55, assuming that a similar number of atoms can interact
in the same conditions, while the absolute number is arbitrary.
Since the dependence of amino acid and sugar synthesis on N/H
ratio is relatively weak, the N/H ratio of these molecular sets was
fixed at 0.1.

Heat maps of final abundances of amino acids and sugars
created from results from these initial molecular sets are shown
in Fig. 13. It shows that slight differences with ∼0.1 in the ini-
tial atomic ratios, C/H and O/H, can produce a several orders of
magnitude variation in the final abundances.

As already shown in Figs. 9 and 10, the abundance evolution
of amino acid and sugar are remarkably similar. Figure 13 shows
that there is a quite similar dependence of the final abundance
between them on C/H and O/H, as well. The peaks are at C/H
≃0.15 and O/H ≃0.4–0.5 for amino acids, and C/H ≃0.15 and
O/H ≃0.3–0.4 for sugars, and the abundance magnitude is about
1.5 orders higher for amino acids than for sugars in the entire
parameter space that we have examined.

Each of the 57 calculation results in Fig. 13 was obtained
through 106 runs generating reaction sequences with different
sets of random numbers. We would like to stress that the scheme
described in Sect. 2 enables us to carry out such a broad param-
eter survey even for low-yield products and to capture the overall
features of the synthesis of amino acids and sugars. This cannot
be addressed with experiments and quantum chemistry sim-
ulations at present and would give insights into the intrinsic
synthesis mechanisms.

3.5.3. Introduction of an index of molecular complexity

To understand the dependence of the final abundance, we intro-
duce an index for the potential complexity of the molecular set
as follows:

Ψ =
4C + 3N + 2O − H

H
. (22)

Here, C, N, O, and H represent the number of carbon, nitrogen,
oxygen, and hydrogen atoms in the initial molecules, respec-
tively. The coefficients for C, N, and O represent valencies (the
number of unpaired electrons) for each. Assuming that all the
hydrogen atoms are bonded to C, N, and/or O, this number means
the total number of remaining unpaired electrons in the non-
hydrogen atoms (C, N, and O) relative to the number of bonds to
the hydrogen atoms.

For example, the collection of methane, ammonia, and water
molecules gives Ψ = 0. The products of those molecules mostly
go back to the initial H-saturated molecules in the post UV
phase, providing simple end products as shown in the leftmost
panel of Fig. 14. In such conditions, complex organic molecules
containing O and N atoms, such as amino acids and sugars, are
eventually broken down 5.

5 Considering highly H-rich case, such as the molecular sets with large
fraction of H2, Ψ can be negative. As with the example of Ψ = 0, all
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Fig. 14. Typical end products of the initial molecular sets No.3, 1, 6, and 44, which have Ψ ∼ 0, 0.27, 1.5, and 2.2, respectively. These products are
obtained by the Monte Carlo simulations.

Fig. 15. Final abundance distribution of amino acids as a function of Ψ with O/C ∼ 1.6, 2.8, and 3.8. The result of the Monte Carlo simulations
is plotted by a green x mark, and the prediction by the semi-analytical formula (Eq. (23)) is plotted by a magenta curve. The O/C ratios of the
molecular sets used in the plot contain a maximum error margin of about 9%.

In the fiducial set with C = 7, N = 9, O = 29, and H = 89,
Eq. (22) gives ΨH = 24 (Ψ ≃ 0.27), meaning that even if all the
hydrogen atoms are bonded to the C, N, or O atoms, 24 unpaired
electrons remain among those atoms. Those unpaired electrons
are potentially able to form other types of bonds such as C–O, C–
N, and N–O. Typical final products in the fiducial set obtained
by the Monte Carlo simulation are shown in the second panel
from the left in Fig. 14. In this manner, larger Ψ results in the
formation of more chemical bonds among C, N, and O atoms,
leading to the increase in molecular complexity and diversity in
general.

However, when Ψ becmoes larger, for example, Ψ >∼ 2, final
products are dominated by C–C and/or C–O bonds, and the
molecules are generally large and complex. Typical final prod-
ucts for Ψ ∼ 2 are shown in the rightmost panel of Fig. 14.
In this case, contrary to the situation when Ψ = 0, C–H
bonds are depleted, resulting in small amounts of amino acids
and sugars.

The final abundances of amino acids obtained by the Monte
Carlo simulations with O/C ∼ 1.6, 2.8, and 3.8 are plotted as a
function of Ψ in Fig. 15. As explained above, they have peaks
when Ψ is moderate: while it depends on O/C ratio, the typical
value of Ψ providing the peak was found to be around 0.5–1.0.

3.5.4. Semi-analytical formula to predict final abundances of
amino acids and sugars from initial C/H and O/H ratios

Using the index Ψ and the initial atomic ratios, a semi-analytical
formula for the final abundances of amino acids and sugars

final products are saturated with H atoms, giving no differences from
Ψ = 0 case in the complexity of carbon products. Therefore, Ψ < 0 is
given Ψ = 0.

(Afin,anly) is derived as follows:

Afin,anly = c1

(O
H

)(O
C

)2
exp

{
−c2

1
Ψ

H
O
− c3Ψ− c4

(O
H

)2(O
C

)2}
, (23)

where c2, c3 and c4 are constants of roughly ∼O(1) and c1 is an
arbitrary scaling parameter, which are determined by the struc-
tural properties of the individual molecules and depends on the
simulation parameters. In this study, their specific values were
obtained by fitting them to the numerical results. We adopt
the scaling parameter of c1 = 0.1 and the constants of O(1) as
c2 = 0.5, c3 = 1.4 and c4 = 0.7 as the fitting values for an amino
acid abundance. The contour plot and the cross-section plots of
Eq. (23) for amino acids are shown in Figs. 16 and 15, respec-
tively. Equation (23) reproduces the results from Monte Carlo
calculations over a wide range of initial atomic ratios.

Each negative exponent term in Eq. (23) expresses a mech-
anism that inhibits the amino acid and sugar formation, as
explained below. Thus, understanding the structure of this semi-
analytical formula would be useful for comprehending the favor-
able atomic ratios for the synthesis of amino acids and sugars.

Under the condition dominated by random bond rearrange-
ments in the UV phase as described above, yields of each
product are controlled by the abundances of the constituent
bonds. Hence, the final abundance of amino acids is also deter-
mined by the final bond ratios of the molecular set. Based on the
structures of amino acids and sugars, four different mechanisms
limit their final abundance: the depletion of 1) C=O relative to
C–H, 2) C=O relative to C–C, 3) C–H relative to C–C, and 4)
C–H relative to C–O in the final bond distribution.

The first factor in the exponential function in Eq. (23) rep-
resents the depletion of C=O relative to C–H when Ψ ≪ 1,
corresponding to excess of H atoms. In such a condition, the

A232, page 13 of 20



Ochiai, Y., et al.: A&A, 687, A232 (2024)

Fig. 16. Final abundance distribution of amino acids on the C/H-O/H
plane, predicted by the semi-analytical formula (Eq. (23)). The heat map
is created with log10(Afinal).

bonds between non-hydrogen atoms are less likely to form. Since
the formation of C=O bonds has the lowest abundance among the
constituent bonds in a broad range of C/H and O/H ratios, includ-
ing the fiducial case (see the left panel of Fig. 7), the production
of C=O serves the rate-limiting factor for the synthesis of amino
acids and sugars when Ψ ≪ 1. In this case, a large H/O ratio is
detrimental to the C=O formation, because O atoms are deprived
of H atoms, which prevents an adequate supply of O atoms to the
carbon atoms to form C=O bonds. This suppression mechanism
is therefore expressed by exp

(
− (1/Ψ)(H/O)

)
.

Depletion of C=O bonds is also brought about by an increase
in C–C bonds within the carbon bond budget when the C/O and
H/O ratios of the molecular set are too large. These effects are
represented by the pre-exponential factor

(
O/H

)(
O/C

)2. Impor-
tantly, this factor also reflects the increasing trend in their
abundances accompanying the rise in the O/C ratio from zero.
Since C=O formation is a bottleneck in the synthesis of amino
acids and sugars over a wide range as described above, enhancing
the O/C and O/H ratios facilitates amino acid and sugar synthesis
by increasing the C=O bonds.

While the increase in Ψ near zero gives rise to the forma-
tion of amino acids and sugars, further increase of Ψ beyond ∼1
leads to the depletion of C–H relative to C–C, which is disad-
vantageous to the formation of amino acids and sugars. The final
products of the molecular set with large Ψ tend to be too com-
plex molecules, as explained in Sect. 3.5.3. The third exponent
term exp(−Ψ) represents the decrease in amino acids and sugars
due to too low C–H/C–C ratio. This factor combined with the
first one, exp

(
− (c2/Ψ)(H/O) − c3Ψ

)
indicates the preference of

amino acids and sugars for intermediate Ψ.
The synthesis of amino acids and sugars is also inhibited

when C–H is depleted relative to C–O. As in the former case,
depletion of C–H bonds decreases amino acid and sugar pro-
duction. If O/H and O/C ratios are very large, excess O atoms
deplete C–H bonds by depriving H atoms from C atoms to form
stable O–H bonds. At the same time, large O/H and O/C ratios
produce abundant C–O bonds, resulting in C–O bond occupancy
in the carbon bond budget. Hence, this inhibitory mechanism is
represented as exp

(
− (O/H)2(O/C)2).

We emphasize that the coefficients, ci (i = 1–4), and func-
tional forms used in Eq. (23) are chosen to fit with data and
are arbitrary at this moment. Nevertheless, as already mentioned,

Fig. 17. Dependence of the final abundance of amino acids on tempera-
ture, T . The other parameters are the same as the fiducial set.
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Fig. 18. Relation between Ea,crit and temperature T based on the Eyring
equation (Eq. (12)) with t1/2 = 1000 yr.

the construction of this semi-analytical formula demonstrates the
important mechanisms behind the synthesis of amino acids and
sugars, depending on the initial atomic ratio.

The coefficients may change when the N/H ratio and other
parameters change. However, the dependence on N/H is weak,
as is suggested by the fact that it is not involved in the decreas-
ing and increasing factors of amino acids and sugars. As shown
in Fig. 11, the amino group, which is another important part
of amino acids, is abundant in general, unless the N/H ratio
is closer to zero. Even with N/H = 0, our simulation obtains
a similar abundance pattern of sugars on the C/H-O/H plane,
although the absolute values of the abundance are enhanced. On
the other hand, for a very large N/H ratio, sugar formation is
more inhibited overall. A more general formulation is left for a
future work.

3.6. Dependence on temperature

Dependence of the final abundances of amino acids and sugars
on the temperature is shown in Fig. 17. Since temperature is a
parameter of the weighting equation (Eq. (3)) and the Eyring
equation (Eq. (12)), using different temperatures changes relative
probabilities between the candidate reactions and the magnitude
of Ea,crit (Fig.18). In other words, as temperature rises, the depen-
dence of the reactions on temperature becomes weaker, and the
reaction with higher activation energy proceeds within the same
timescale.
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Those changes have no effect on the reactions during the
UV phase in the temperature range examined here since only
barrierless reactions occur in this phase.

On the other hand, the reactions in the post-UV phase
strongly depend on Ea,crit. When T ≲ 30 K, even after the UV
phase finishes, almost only barrierless reactions proceed due to
low Ea,crit. Hence, the reactions are limited to radical-radical
reactions and some barrieless type 3 and 4 reactions. As tem-
perature increases, reactions with activation energies are allowed
and start to compete with barrierless reactions.

Figure 17 shows the final abundance of amino acids at tem-
peratures ranging from 10 K to 200 K in the fiducial set of
initial molecules. The abundance decreases at T between 10 and
50 K and completely diminishes between 100 and 150 K. In
this molecular set, the reactions i) C–O + H–H → C–H + O–
H with ∆H = −84 kJ mol−1 (Eq. (19)) and ii) C–O + C–H →
C–C + O–H with ∆H = −39 kJ mol−1 (Eq. (21)) start to occur
at T ≳ 40 K and T ≳ 140 K, respectively, because the activa-
tion energies of these reactions are Ea = 16 kJ mol−1 and Ea =
61 kJ mol−1 (Eq. (8)) while the critical activation energy is given
as Ea,crit ≃ 44 (T/100 K) kJ mol−1 (Eq. (12)). These reactions
decompose C–O bonds and C–H bonds, leading to the decom-
position of amino acids and sugars accordingly. As a result, the
abundance of sugars exhibits a similar temperature dependence.
Figure 17 shows the reaction ii) is more effective to decompose
amino acids.

This trend that the abundances of amino acids and sugars
decrease in higher temperatures may be counter-intuitive since
build-up-type reactions such as the Strecker reaction require ther-
mal energy (Magrino et al. 2021). Since the synthetic process
identified in our simulations is a photon-driven reaction by UV
irradiation, which is a non-thermal process, low temperature
conditions enhance the final abundances of COMs by protecting
the products from decomposition.

While lower temperatures are favorable for preservation of
amino acids and sugars, no significant difference in the final
abundances were observed over a wide temperature range of T =
40–130 K, including the fiducial parameter of 100 K, because
there is no key reactions for the decomposition that are switched
in this temperature range. This means that the results shown in
previous sections do not significantly depend on the assumed ice
temperature in a range of T ∼ 40–130 K.

We note that the current simulation assumes that molecular
diffusion on an icy grain surface is efficient enough for all the
molecules within the set to react with each other. The tempera-
ture range that is actually applicable for this assumption can be
narrow because the molecular diffusion would be inefficient at
low temperature. The issue regarding diffusion is left for future
work.

We also note that the transition temperature, T ∼ 130 K,
depends on the choice of β in the Bell–Evans–Polanyi princi-
ple (Eq. (8)). As we discuss in Sect. 3.8, β could be higher than
the fiducial value of β = 100 kJ mol−1 up to β ∼ 180 kJ mol−1,
depending the types of reactions. If β = 160 kJ mol−1 is adopted,
the reaction ii) gives Ea = 121 kJ mol−1, and the critical temper-
ature becomes 275 K.

3.7. Dependence on photon energy

In our calculations, photon energy is converted to the negative
bond energy of a hypothetical molecule X2 (see Sect. 2.5.1). The
final abundances of amino acids obtained with different X2 bond
energies are shown in Fig. 19.

Fig. 19. Dependence of the final abundance of amino acids on photon
energy. The other parameters are the same as the fiducial set.

Figure 19 shows that the abundance rapidly diminishes as the
photon energy changes from −500 kJ mol−1 to −400 kJ mol−1.
This drastic transition is caused by the cessation of photodissoci-
ation of water molecule. When the X2 bond energy is larger than
∼ − 464 kJ mol−1, meaning that the photon energy is lower than
464 kJ mol−1 ≃ 4.6 eV, H2O molecules in the initial molecules
cannot become radicals. As a result, sufficient supply of oxy-
gen atoms to carbon atoms does not occur, and the formation of
functional groups is inhibited. On the other hand, if the X2 bond
energy is ≲ − 464 kJ mol−1, all the bonds in this simulation are
photodissociated with equal probabilities. The reaction process
is the same as the fiducial case in this range.

Since the critical photon energy causing a drastic change
depends on the initial molecular species and on the bond ener-
gies used, we do not focus on the absolute value of this threshold.
To accurately evaluate this boundary, it is necessary to consider
the photoabsorption cross section for the target UV wavelength
for each species.

3.8. Dependence on α and β of the Bell-Evans-Polanyi
principle

The Bell–Evans–Polanyi principle, which gives the approxi-
mate relationship between an enthalpy change and an activation
energy, contains two parameters, α and β (see Sect. 2.4.1). In our
calculations, α and β affect the ∆H value giving Ea = 0 and the
∆H value giving Ea = Ea,crit. Here, α also changes the relative
probabilities between the candidate reactions. As pointed out in
Sect. 2.4.1, while the Bell–Evans–Polanyi principle is simple and
useful, the parameter values have uncertainty. The density func-
tion theory calculations (Michaelides et al. 2003; Wang et al.
2011; Sutton & Vlachos 2012) show that while α is usually ∼1
or slightly smaller, β could be bimodal; β ∼ 170–180 kJ mol−1 or
more for reactions cleaving bonds between C, N, and O atoms,
and β ∼ 80–100 kJ mol−1 for reactions cutting C–H. However,
there are exceptions and it is not clear if the same trends exist for
bonds in COMs.

Nonetheless, since during the UV phase, reactions are dom-
inated by barrierless radical-radical reactions and photodisso-
ciation reactions, the uncertainty does not affect the results.
Therefore, the uncertainty in α and β essentially influences only
the reactions in the post-UV phase.

Figure 20 shows the final abundances of amino acids and
sugars using different pairs of α and β for T = 100 K. In the
range predicted by DFT calculations for α and β, most cases
show the similar abundances, with differences of only a few
times.
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Fig. 20. Dependence of the final abundance of amino acids on the α
and β of the Bell–Evans–Polanyi principle. The results were calculated
in the range of α = 0.7–1.0 and β = 80–170 kJ mol−1 at T = 100 K. The
other parameters are the same as the fiducial set.

However, when β ≃ 90 kJ mol−1, the abundances drastically
drop down. This is because Ea of the reaction: C–O + C–H →
C–C + O–H (∆H = −39 kJ mol−1) is evaluated as about
53 kJ mol−1, 47 kJ mol−1 and 41 kJ mol−1 with α=0.7, 0.85, and
1.0 all with β = 80 kJ mol−1, respectively. Since Ea,crit is set
to 44 kJ mol−1, it is predicted that hydroxyl group (–OH) and
C–H bonds necessary for amino acids and sugars efficiently
decompose in these ranges.

On the other hand, these results show that the dependence of
the final products on α and β is caused solely by whether par-
ticular reactions are allowed to proceed in the post-UV phase
according to Ea,crit. In other words, most reaction processes are
weakly dependent on α and β, and this dependence is impor-
tant only when predicting the preservation process of the final
products. For α = 1, the activation energy for the decomposition
reaction: C–O + C–H → C–C + O–H (∆H = −39 kJ mol−1) is
given as Ea = β − 39 kJ mol−1, based on Eq. (6). Therefore, the
larger the β value, the larger the evaluated activation energy of
the decomposition reaction. As mentioned in Sect. 3.6, larger
β such as β = 160 kJ mol−1 could prevent the decomposition
process from rapidly occurring even at room temperature.

3.9. Dependence on timescale

Since the reaction steps in our calculation are not associated with
a specific time length, the simulation timescale is constrained by
Ea,crit (see Sect. 2.4.3).

As only barrierless reactions happen during the UV phase at
low temperatures, the change in Ea,crit does not impact the UV
phase reactions. Since the current simulation does not take into
account composition changes, the reactions in the UV phase are
calculated only to examine the changes after the UV irradiation
is turned off (see Sect. 3.4). If we consider those processes, the
dependence on the timescale, especially the composition change
by desorption in a long timescale, could be significant.

Whereas the activation energy of the reaction occurring
in the post-UV phase is controlled by Ea,crit, the abundances
did not show any significant changes in the range of ∆t = 1–
106 yr either. This is because the dependency of Ea,crit on the
timescale is too small to induce changes in the occurring reac-
tions (Eq. (12)). Therefore, a wide variety of organic molecules,
including biomolecules could be preserved if the ice grains are
incorporated in small bodies before the molecules are desorbed
from the surface or altered at high temperatures.

4. Discussion

4.1. Challenges regarding comparison with experiments and
observations

Our goal for developing the new Monte Carlo simulation is to
construct a theoretical model that allows for direct compari-
son with experiments and observations. This would lead to the
interpretation of the experimental and observational data, and to
the proposal of new experiments and observations as working
hypotheses. At the same time, experimental and observational
data are used to calibrate the model through comparison. The
present study is a first step to connect theory, experiments,
and observations, aiming to enhance our comprehension of
COM synthesis in space. In order to achieve this purpose,
more updates are needed both in the theoretical model and the
experiments/observations, as discussed below.

In ice irradiation experiments, it is generally challenging to
identify complex molecules, such as amino acids and sugars,
in situ. For detailed analysis, such as mass spectrometer and
chromatography analysis, the irradiated ice samples are usually
warmed up to room temperature. The volatile elements sublimate
from the sample during this process, and the refractory residues
are used for the analysis of complex organic compounds. In the
amino acid analysis, the organic residues are decomposed with
acid hydrolysis to conduct liquid chromatography analysis. It
is well known that this hydrolysis process produces abundant
amino acids from the residues (e.g. Nuevo et al. 2008). The
relationship between the amino acids predicted to form in ice
based on our results and those detected through the hydrolysis of
refractory samples is not clear at the moment.

Our results suggest that amino acids and sugars decompose
at a temperature above 140 K for the fiducial β = 100 kJ mol−1.
Even if the limit timescale is changed from 103 yr to 10−3 yr
(∼10 h), it is predicted that they immediately decompose at
room temperature due to the strong dependence of the chemical
reactions on temperature. It may be consistent with the experi-
mental fact that the amount of free amino acids eluted from the
residue is significantly small. For comparison with the amino
acids appearing after hydrolysis, our simulation needs to take the
post-experiment processes into account because those processes
can alter the original ice products through desorption of volatile
species, thermal promotion of chemical reactions in the residue
and the hydrolysis. Since the hydrolysis process would have also
occurred in the parent bodies of carbonaceous chondrites, this
effect would be exceedingly important for the chemical evolution
in protoplanetary disks.

On the other hand, as we pointed out in Sects. 3.6 and 3.8,
if β is close to the upper limit of the theoretical prediction
(∼170–180 kJ mol−1), the decomposition of amino acids at room
temperature can be marginal. It may be more consistent with the
empirical fact that free amino acids are detected at room temper-
ature although the abundance is relatively low and that the amino
acids formed by hydrolysis are not immediately decomposed.

Sugars are also detected from the UV-irradiated ice samples
in ex-situ analysis at room temperature (e.g., Meinert et al. 2016;
de Marcellus et al. 2015). While our current simulation does not
take the effect of stereo-structure into account, sugars are stabi-
lized when they take the ring structures (e.g., Azofra et al. 2012;
Dass et al. 2021). As discussed in Takehara et al. (2022), this
stabilization of sugar molecules could prevent them from decom-
position. Our results on temperature dependence suggest that the
degradation reactions of sugars and amino acids progress rapidly
with relatively small changes in Ea,crit. If the activation energy of
the decomposition reaction is about 20 kJ mol−1 higher than the
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present calculation, the progress of the sugar decomposition can
be avoided. If β is higher than the fiducial value (100 kJ mol−1),
the stabilization by transformation to the ring structure would be
more robust.

Just as our simulation needs to be updated, there is a strong
need for a more thorough investigation of photoreactions in ice
through in-situ analysis. Especially, quantitative experimental
data focusing on the dependence on the initial atomic ratios, a
factor suggested to be crucial in determining the final products
in this study, is highly desired. The in-situ analysis of cometary
samples (e.g., Hänni et al. 2020; Goesmann et al. 2015) and
JWST observations of interstellar icy dust (e.g., McClure et al.
2023; Rocha et al. 2024) would also allows for the direct compar-
ison between the theoretical prediction and realistic outcomes.
While free amino acids are hardly found in the ice irradiation
experiments as described above, glycine, the simplest amino
acid, has been detected in cometary samples (Altwegg et al.
2016). The presence of amino acids in a primitive icy object may
be consistent with the formation and preservation of amino acids
at low temperatures predicted by our calculations.

It is also important to consider the conditions under which
our results are applicable, based on the approximations and
assumptions used in our calculations. As already pointed out, the
higher the temperature, in other words, the greater the influence
of desorption, the more significant the deviation from this sim-
ulation which assumes a closed system. Even in such a case, as
described in Sect. 3.4, as long as enough randomization of bonds
occurs in ice during UV irradiation, the final products would
show the dependence on the atomic ratios just before the UV
irradiation stops, which were found in the present calculations.

Our simulations also assume that photodissociation and
molecular diffusion are adequately active, and their depen-
dence on the species is negligible. The dependence on diffusion,
qualitatively speaking, suggests that molecules with smaller
masses tend to diffuse more easily (e.g., Garrod & Herbst 2006;
Chang & Herbst 2016). This may make the production of larger
molecules more inefficient. The cage effect might also hinder
the formation of complex molecules as the radicals can inter-
act only with adjacent molecules and radicals. In the case where
the dependence of photodissociation on the molecules and/or
the bond-type is strong, selective deconstruction and/or produc-
tion of particular molecules should take place; this may result
in reaction networks different from the present ones. However,
Henderson & Gudipati (2015) referred to the similarity between
the products in ultraviolet (Lyα) and electron-irradiation which
is basically able to break any type of bond. Increasing molecular
complexity may lead to averaging of properties from molecule to
molecule. This may support the validity of our assumption that
all bonds can be dissociated by UV irradiation.

Regarding the temperature dependence, inhibition of molec-
ular desorption at low temperatures may promote the synthesis
of some organic species. On the other hand, extremely low tem-
peratures negatively work for COM synthesis because molecular
diffusion becomes inefficient (Tsuge et al. 2023). These effects
compete in reality, making it difficult to comprehend the reaction
process behind the COMs’ formation. In this study, we found
that the lower temperatures result in a higher yield of COMs if
we consider purely the reaction network, neglecting the thermal
motion of molecules (Sect. 3.6).

4.2. Implications for COM synthesis in protoplanetary disks

Organic syntheses in protoplanetary disks should be contributed
to several processes, such as the gas phase reactions in the

photosphere of the disk (e.g., Kuga et al. 2015; Bekaert et al.
2018), the liquid phase reactions in asteroids (parent bodies of
chondrites) by heat (Koga & Naraoka 2022) and/or gamma-rays
caused by radiogenic 26Al (Kebukawa et al. 2022), and the ice
surface reactions in the outer region of the disk (e.g., Öberg et al.
2009; also see Jørgensen et al. (2020) for a review).

Our results demonstrate that the radical-dominated reactions
driven by UV irradiation on ice surfaces could provide diverse
and complex organic molecules due to the randomization of the
covalent bonds. Therefore, the photochemistry occurring in icy
dust grains could be a very favorable mechanism for the syn-
thesis of COMs including amino acids, sugars, and arguably
other biomolecules in protoplanetary disks. In this work, we
evaluated the production of amino acids and sugars using the
abundance defined by Eq. (5). It should be noted that convert-
ing the abundance used in this study to the absolute yield in
realistic ice mantles requires careful consideration. In addition,
the detectability of molecular species depends on the ability of
telescope as well as the yield. So far, even if amino acids and
sugars present in the disk, the detection is challenging with cur-
rent observational techniques, especially in optically thick disks.
Although our work predicts the production of amino acids and
sugars in protoplanetary disks, further studies are required to
determine whether they can be observed, which is beyond the
scope of this work.

On the other hand, major components of the organic mate-
rials in carbonaceous chondrites are composed of insoluble
organic matter (IOM), which is a highly C-rich macromolecule.
As shown in Sect. 3.6, when T >∼ 140 K, the carbon molecules
tend to form C–C bond, resulting in IOM-like molecules. This
bonding change may correspond to the alteration from primitive
COMs to IOM, indicating the importance of temperature history
for the chemical evolution in protoplanetary disks.

Although not considered in this study, molecular desorption
also becomes increasingly important with rising temperatures.
Since the H atom is the smallest mass atom, it may be selectively
desorbed. In that case, the parameter of molecular complexity Ψ
(Eq. (22)) would increases as the desorption proceeds, allowing
for the formation of amino acids and sugars even if the initial ice
composition is extremely H-rich. On the other hand, too large
Ψ lead to the formation of large molecules depleted of H atoms,
with C, N, and O atoms connected to each other (Fig. 14), thereby
reducing molecular diversity. The moderate value ofΨ ∼ 0.5–1.0
(except for too large and too small C/O ratio), which maximizes
the final abundances of amino acids and sugars (Sect. 3.5.4),
would also correspond to the optimal condition for the produc-
tion of diverse COMs. For COM synthesis, it is imperative to
carefully evaluate the compositional changes that occur during
UV irradiation.

The experienced temperature of the icy dust grains is thus
crucial for the organic material evolution of protoplanetary
disks. On the other hand, due to the weak timescale depen-
dence (Sect. 3.9), COMs in ice would be maintained on very
long timescales unless decomposed or desorbed. As the disk
evolves, some COMs, including amino acids and sugars, would
be incorporated into small bodies.

5. Conclusions

In this study, we investigate UV-driven synthesis of COMs, par-
ticularly amino acids and sugars, on ice surfaces by means of
a novel chemical reaction simulation. Aiming to explore global
reaction networks of COM synthesis, which are not easy to
address by experiments or conventional theoretical calculations,
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we have developed a computational model that does not assume
reaction pathways in advance. In this model, using a Monte
Carlo method, chemical evolution within a given molecular set is
obtained by repeatedly selecting reactions according to weighted
probabilities based on activation energy.

This model was designed to significantly reduce compu-
tational costs by adopting very approximate calculations of
activation energies, instead of accurate quantum chemical calcu-
lations. This has allowed for the reaction simulation containing
a large number of atoms with a broad range of parameters and
initial conditions. In this study, we have also developed explicit
prescriptions of radical reactions, CO molecules, and timescales
of the reactions, in order to reproduce more realistic chemical
reactions.

This study is focused on the COMs’ synthesis occurring in
icy dust grains in a protoplanetary disk. Assuming a situation
in which the grains wind up in the upper layer are temporar-
ily exposed to ultraviolet radiation and then sink into the disk,
two phases were set in the simulations: UV phase and post-UV
phase. The reaction processes and molecular evolution of the
initial molecules consisting of methanol, formaldehyde, ammo-
nia, and water molecules through these phases are calculated at
T = 100 K. The main results in this study are summarized as
follows.
1. During the UV phase, photodissociation and radical-radical

reactions randomize the covalent bonds between C, N, O,
and H atoms within the intial molecules, providing various
bonds. Due to the randomization, the final abundances of the
products, including amino acids and sugars, are essentially
determined by the atomic ratios of initial molecules such as
C/H and O/H.

2. Reactions in the post-UV phase are dominated by the bar-
rieless radical-radical reactions at first and gradually shift to
the reactions with a low activation barrier. The reactions are
finally terminated due to the low temperature and the restric-
tion of reaction timescales imposed by icy grain motions in
the disk.

3. The synthesis of amino acids and sugars, which have been
investigated separately in previous studies, were confirmed
within the same simulation. They both were not formed by
build-up-type reactions such as the Strecker reaction and the
formose reaction, but through the random bond formation by
radical reactions.

4. The calculations with 57 different sets of initial molecules
showed that the final abundance of amino acids is generally
more than ten times higher than that of sugars.

5. Their abundances peaked at C/H ∼ 0.1–0.3 and O/H ∼ 0.3–
0.5. To understand the abundance distributions on the C/H-
O/H plane, a semi-analytical formula was derived, based on
the four inhibitory mechanisms for their formation.

6. We introduced the index (Ψ) of potential complexity of a
molecular set and found that the synthesis of amino acids and
sugars is optimized at Ψ ∼ 1, while only simple molecules
(CH4, H2O and NH3) remain at Ψ ≪ 1 and IOM-like large
complex molecules are formed for Ψ >∼ 2–3.

7. The results were not sensitive to UV photon energy, the
uncertainty in the Bell–Evans–Polanyi principle, and the
upper limit of reaction timescales. An important finding is
that lower temperatures are favorable to preserve the final
yields of amino acids and sugars against decomposition.

Our current simulation assumes a closed system and a con-
dition of efficient photodissociation and diffusion independent
of molecular species. By eliminating the complicating factors
that occur in reality, we have deduced the important suggestions

noted above for the relatively simple and intrinsic mechanisms
of the synthesis of amino acids and sugars. To compare our sim-
ulation with real systems, more comprehensive in situ analysis
data from laboratory experiments, observations of icy dust com-
position, and further improvements to our theoretical model are
needed.
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Appendix A: Initial molecular sets used for Fig. 13.

No. Initial molecular set Ψ C/H O/H
1 2 CH3OH, 5 CH2O, 9 NH3, 22 H2O 0.27 0.079 0.33
2 5 CH4, 12 NH3, 25 H2O, 10 H2 0 0.040 0.20
3 9 CH4, 13 NH3, 27 H2O 0 0.070 0.21
4 3 CH4, 2 CH3OH, 12 NH3, 32 H2O 0.033 0.042 0.28
5 10 CH3OH, 11 NH3, 16 H2O 0.19 0.095 0.25
6 3 CH4, 10 CH3OH, 10 NH3, 9 H2O 0.20 0.13 0.19
7 4 HCN, 6 NH3, 37 H2O, O2 0.30 0.042 0.41
8 6 CH3OH, 5 CH2O, 10 NH3, 18 H2O 0.32 0.11 0.29
9 CH4, CH3OH, 9 NH3, 28 H2O, 7 O2 0.33 0.022 0.47
10 CH3OH, 5 HCOOH, 8 NH3, 24 H2O 0.37 0.070 0.41
11 9 CH3OH, 4 CH2O, 9 NH3, 9 H2O 0.38 0.15 0.25
12 7 CH3OH, 4 CH2O, HCOOH, 9 NH3, 13 H2O 0.40 0.13 0.29
13 3 CH2O, 4 HCOOH, 8 NH3, 23 H2O 0.43 0.083 0.40
14 13 CH3OH, 3 CH2O, 9 NH3, H2O 0.44 0.18 0.20
15 4 CH4, 4 CH3OH, 5 HCOOH, 8 NH3, 10 H2O 0.44 0.15 0.28
16 17 CH4, 8 HCN, 2 NH3, 9 H2O 0.48 0.25 0.090
17 5 CH2O, 4 HCN, 4 NH3, 27 H2O 0.55 0.11 0.40
18 7 HCOOH, 7 NH3, 19 H2O 0.58 0.096 0.45
19 6 CO2, 8 NH3, 29 H2O 0.59 0.073 0.50
20 5 CH3OH, 9 CH2O, 7 NH3, 7 H2O 0.63 0.19 0.29
21 8 CH2O, 3 HCN, 5 NH3, 22 H2O 0.64 0.14 0.38
22 4 CH4, 3 HCOOH, 5 HCN, 2 NH3, 20 H2O 0.66 0.16 0.36
23 5 HCOOH, 7 NH3, 22 H2O, 5 O2 0.67 0.067 0.56
24 3 HCOOH, 7 NH3, 23 H2O, 8 O2 0.68 0.041 0.62
25 CH2O, 3 HCOOH, 5 HCN, 2 NH3, 24 H2O 0.78 0.13 0.46
26 4 CH3OH, 11 CH2O, 6 NH3, 4 H2O 0.81 0.23 0.30
27 4 CH2O, 6 HCN, 24 H2O 0.84 0.16 0.45
28 11 CH2O, 2 HCN, 4 NH3, 14 H2O 0.88 0.20 0.39
29 10 CH4, 3 HCOOH, 7 HCN, 7 H2O 0.90 0.30 0.19
30 4 HCOOH, HCN, 5 NH3, 20 H2O, 7 O2 0.90 0.078 0.66
31 6 HCN, 27 H2O, 5 O2 0.93 0.10 0.62
32 9 HCOOH, 6 NH3, 13 H2O, 2 O2 1 0.15 0.56
33 2 CH2O, 3 HCOOH, 6 HCN, 21 H2O 1.1 0.19 0.50
34 7 HCOOH, 5 NH3, 11 H2O, 5 O2 1.2 0.14 0.69
35 10 CH4, 10 CH2O, 7 HCN 1.2 0.40 0.15
36 9 HCOOH, 5 NH3, 9 H2O, 3 O2 1.3 0.18 0.65
37 CH2O, 10 HCOOH, 5 NH3, 6 H2O 1.3 0.22 0.55
38 5 HCN, 22 H2O, 9 O2 1.3 0.10 0.82
39 4 CH4, 8 C2H4, 6 CH2O, 7 HCN 1.5 0.49 0.090
40 4 CH3OH, 6 HCOOH, 5 HCN, 8 H2O 1.5 0.31 0.49
41 7 HCOOH, 5 HCN, 16 H2O, 3 O2 1.6 0.24 0.71
42 3 CH3OH, 15 CH2O, 6 HCN, 5 H2O 1.8 0.41 0.40
43 2 CH2O, 3 HCOOH, 5 HCN, 9 C2H4 1.8 0.55 0.16
44 3 CH2O, 5 HCOOH, 4 NH3, 6 H2O, 8 O2 1.9 0.20 0.88
45 10 CH2O, 4 HCOOH, 4 HCN, 5 H2O 2.1 0.43 0.55
46 CH4, 18 CH2O, 5 HCN, C2H4 2.2 0.53 0.37
47 8 CO2, 4 HCN, 18 H2O 2.2 0.30 0.85
48 6 HCOOH, 4 CO2, 4 HCN, 12 H2O 2.3 0.35 0.80
49 3 CH2O, 10 HCOOH, 4 HCN, 5 H2O 2.4 0.43 0.70
50 10 C3H4, 2 HCOOH, 5 HCN 2.5 0.76 0.082
51 13 CH2O, 5 HCOOH, 4 HCN 2.7 0.55 0.58
52 6 C3H4, 6 HCOOH, 4 HCN 2.7 0.70 0.30
53 5 CH2O, 12 HCOOH, 4 HCN 3.1 0.55 0.76
54 5 C3H4, 3 CH2O, 5 HCOOH, 3 CO2, 4 HCN 3.3 0.75 0.48
55 5 C2H4, 9 CO2, 3 HCN, 4 H2O 3.5 0.71 0.71
56 7 C2H4, 10 CO2, 3 HCN 4.1 0.87 0.65
57 13 CH2O, 7 CO2, 3 HCN 4.3 0.79 0.93

Table A.1. The initial molecular sets used to calculate the final abun-
dances of amino acids and sugars in Fig. 13, along with their complexity
parameter Ψ (Eq. (22)), C/H ratio, and O/H ratio. Methane (CH4), ethy-
lene (C2H4), propadiene (C3H4), methatnol (CH3OH), formaldelyde
(CH2O), formic acid (HCOOH), carbon monoxide (CO2), hydrogen
cyanide (HCN), ammonia (NH3), water (H2O), hydrogen (H2) oxygen
(O2) molecules are used as the initial species. The N/H ratio of each set
is fixed at about 0.1 (0.093-0.105).
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