Determining the time before or after a galaxy merger event
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ABSTRACT

Aims. This work aims to reproduce the time before or after a merger event of merging galaxies from the IllustrisTNG cosmological simulation using machine learning.

Methods. Images of merging galaxies were created in the u, g, r, and i bands from IllustrisTNG. The merger times were determined using the time difference between the last simulation snapshot where the merging galaxies were tracked as two galaxies and the first snapshot where the merging galaxies were tracked as a single galaxy. This time was then further refined using simple gravity simulations. These data were then used to train a residual network (ResNet50), a Swin Transformer (Swin), a convolutional neural network (CNN), and an autoencoder (using a single latent neuron) to reproduce the merger time. The full latent space of the autoencoder was also studied to see if it reproduces the merger time better than the other methods. This was done by reducing the latent space dimensions using Isomap, linear discriminant analysis (LDA), neighbourhood components analysis, sparse random projection, truncated singular value decomposition, and uniform manifold approximation and projection.

Results. The CNN is the best of all the neural networks. The performance of the autoencoder was close to the CNN, with Swin close behind the autoencoder. ResNet50 performed the worst. The LDA dimensionality reduction performed the best of the six methods used. The exploration of the full latent space produced worse results than the single latent neuron of the autoencoder. For the test data set, we found a median error of 190 Myr, comparable to the time separation between snapshots in IllustrisTNG. Galaxies more than ≈625 Myr before a merger have poorly recovered merger times, as well as galaxies more than ≈125 Myr after a merger event.
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1. Introduction

Galaxy mergers are a major component of how we understand galaxies to grow and evolve over cosmic time. In our cold dark matter paradigm, dark matter halos merge hierarchically. As a result, the galaxies that they host are also caused to merge (e.g. Conselice 2014; Somerville & Davé 2015). This results in short-lived morphological changes, such as the creation of tidal tails, as well as longer-lived changes, for example changing a galaxy from a late type to early type (e.g. Taranu et al. 2013).

These short-term morphological changes are exploited to identify galaxy mergers. Visual identification of galaxy mergers relies on astronomers, both professional and amateur, being able to identify distortions and faint structures of galaxies caused by these interactions (e.g. Lintott et al. 2008; Holwerda et al. 2019; Pearson et al. 2022). The disturbances also change the parametric and non-parametric parameters of the merging galaxies, allowing merger selection using concentration, asymmetry, and smoothness (CAS, Conselice et al. 2000, 2003) or Gini and $M_{20}$ (Lotz et al. 2004, 2008; Snyder et al. 2015; Rodriguez-Gomez et al. 2019). The close separation and low relative velocities required for galaxies to merge can also be exploited to identify pairs of galaxies that will soon merge (e.g. Barton et al. 2000; De Propris et al. 2005; Robotham et al. 2014; Rodrigues et al. 2018; Duncan et al. 2019). With morphology-based identification typically finding galaxies that have just merged (post-mergers) and the close pair method finding galaxies that are about to merge (pre-mergers), galaxies that are identified as merging by both methods are likely to be currently merging (Desmons et al. 2023). However, all of these methods suffer from misclassification and contamination in the merging galaxy samples they produce (e.g. Huertas-Company et al. 2015; Pearson et al. 2019).

To improve merger detection, astronomers have turned to machine learning methods. For over half a decade, astronomers have used convolutional neural networks (CNNs) to identify merging and non-merger galaxies in images (e.g. Ackermann et al. 2018; Bottrell et al. 2019; Pearson et al. 2019, 2022; Walmsley et al. 2019; Ćiprijanović et al. 2020; Wang et al. 2020; Bickley et al. 2021, 2022). This methodology also relies on the CNN being able to detect faint structures in the images (e.g. Pearson et al. 2022). Machine learning methods have also been applied to morphological parameters (Snyder et al. 2019; Pearson et al. 2022; Guzmán-Ortega et al. 2023; Margalef-Bentabol et al. 2024) and photometry (Suelves et al. 2023) to successfully distinguish merging galaxies from their non-merging counterparts. These methods typically achieve precisions between 75% and 85%. A more refined classification into pre-mergers, post-mergers and non-mergers is more difficult, with precisions between 65% and 75% (Ferreira et al. 2020; Margalef-Bentabol et al. 2024).

Galaxy mergers are also known to influence the physical properties of the merging galaxies. The star formation rates (SFRs) of galaxies are known to be increased dramatically
by interacting galaxies as well as the activity of active galactic nuclei (AGNs). However, the exact change seen in these properties is contested. Mergers have been seen to trigger extremely enhanced SFR (starbursts) in some studies (e.g. Sanders & Mirabel 1996; Pearson et al. 2019), while other studies have found the enhancement to be too low to be considered a starburst, with an increase of at most a factor of two (e.g. Ellison et al. 2013; Silva et al. 2018; Pearson et al. 2019), or indeed see a reduction in SFR (Knapen et al. 2015). Similarly, the increase in AGN activity is found in some studies (e.g. Weston et al. 2017; Gao et al. 2020; Steffen et al. 2023) and it decreases in others (e.g. Silva et al. 2021).

These differences in changes of physical properties are likely a result of the stage of merger that is identified. The FIRE-2 zoom-in simulations (Hopkins et al. 2018) have found that the SFR of merging galaxies is dependent on the time before and after a merger event (Moreno et al. 2019). Similarly, AGN activity is found to decrease the more time has elapsed since a merger event in the IllustrisTNG cosmological simulation (Pillepich et al. 2018; Byrne-Mamaihi et al. 2023). However, beyond pre-merger and post-merger separation, it is currently not simple to determine the time before or after a merger event. With pre-merger, post-merger, and non-merger classification harder than a merger non-merger classification, we expect merger time estimation to be more difficult still.

Determining the merger time can be done using machine learning and simulations. Simulations provide us with the time a galaxy is before or after a merger, although not without limitations. Zoom-in simulations of merging galaxies provide high time resolution; however, due to their expense, they do not provide large samples of galaxies. Cosmological simulations can provide tens or hundreds of thousands of galaxy mergers but have a poor time resolution, of the order of 100 Myr. Studies into determining the merger time have barley begun. Koppula et al. (2021) were able to use the Horizon-AGN cosmological simulation (Dubois et al. 2014) to train a neural network to predict the time before or after a merger event for simulated Hubble Space Telescope observations of mergers. While methods to identify galaxy mergers have started to converge in their quality, more studies are required to refine merger time estimation.

In this paper, we aim to compare several methods that determine the time before or after a merger event a galaxy is. We used merging galaxies identified in IllustrisTNG and performed simple gravity simulations to improve their time resolution. We used the images of the galaxies and their merger times to train four different neural network architectures and compare their results.

The paper is structured as follows. Section 2 describes our data, Sect. 3 discusses the deep learning methods used, Sect. 4 presents our results, while Sect. 5 discusses our findings. We conclude in Sect. 6. Where necessary, we follow the Planck 2015 cosmology (Planck Collaboration XIII 2016).

2. Data

The time before or after a merger event (merger time) is inherently unknown for galaxies in the Universe. However, these merger times are easier to know for galaxies within cosmological simulations, albeit with certain limitations.

Here, we use galaxy mergers identified in the IllustrisTNG simulation’s TNG100-1 (Marinacci et al. 2018; Naiman et al. 2018; Nelson et al. 2018, 2019; Pillepich et al. 2018; Springel et al. 2018). TNG100-1 simulates $1.3$ dark matter particles within a box of 75 $c$ per side and softening length of 0.5 $h^{-1}$ using Planck 2015 cosmology. Within this box, the gas cells have an average mass of 9.44 $h^{-1}$ while the dark matter particles have a mass of 50.56 $h^{-1}$. TNG100-1 has the highest resolution of the TNG100 simulations. The times between simulation snapshots are from 30 Myr to 234 Myr with an average separation of 138 Myr. Larger times between snapshots are typically found at lower redshifts. The galaxies from IllustrisTNG are also known to be morphologically similar to observed galaxies, with trends of morphology, size and shape with stellar mass within the 1$\sigma$ scatter of observational trends (Rodriguez-Gomez et al. 2019). However, the morphology-colour relation is not strong in IllustrisTNG and disk galaxies are not found to be larger than ellipticals at fixed stellar mass, unlike galaxies observed in the real universe (Rodriguez-Gomez et al. 2019).

We define a merging galaxy as a galaxy that has merged in the last 500 Myr (post-merger) or will merge within the next 1000 Myr (pre-merger), as determined by the snapshot of a merger relative to the snapshot in which the galaxy is identified (snapshot of observation; Wang et al. 2020) using the SubLink-gal merger trees (Springel et al. 2005; Boylan-Kolchin et al. 2009; Rodriguez-Gomez et al. 2015). The snapshot of merger is the snapshot in which a single galaxy was tracked as two, or more, galaxies in the previous snapshot. We define a major merger as a merger where the ratio between the stellar masses of the most massive and second most massive galaxies is $<1:4$ in the snapshot where the second most massive galaxy reached its maximum stellar mass (Rodriguez-Gomez et al. 2015). We require the mass of the baryonic component (stars + star-forming gas) of the merging galaxy’s subhalo to be at least $10^9 h^{-1}$. Major merging galaxies that meet both these criteria are then selected from snapshots 87 to 93 (inclusive), corresponding to $0.07 \leq z \leq 0.15$. This range is chosen as the upper redshift limit corresponds to the upper limit of the Pearson et al. (2019) galaxy merger catalogue in the KiLo Degree Survey (KiDS; de Jong et al. 2013a,b). The lower redshift limit allows for our full pre-merger time period before redshift 0 and therefore provides a more complete pre-merger sample. If a galaxy is found to be merging in multiple snapshots, the galaxy will be selected in each snapshot it is found to be merging in within our interval and so may appear multiple times. This resulted in 6139 major mergers being selected.

To increase the time-resolution of the merger times, simple gravity simulations are run to determine when the galaxies merged. For this, each galaxy was considered a point mass and was allowed to move through space only under the gravitational influence of other galaxies involved, using a softening length of 0.5 $h^{-1}$ to match TNG100. The merger was simulated using all galaxies with a mass ratio of $<1:10$ to the primary galaxy. Including less massive galaxies in the simulation allows the smaller galaxies to influence the interaction. The simulation was run with a time step of 1 kyr over the time between snapshots. The merger was deemed to have occurred when the major merger galaxies reached their first closest approach. If there were more than two major galaxies in a merger, the first closest approach of the last galaxy to closely approach the primary galaxy was used as the merger moment for post mergers while the first closest approach of any major galaxy was used as the merger moment for the pre-mergers. The resulting merger time was then rounded to the closest 1 Myr. If the gravity simulation did not provide a closest approach, the galaxy was removed from further study. We also remove any galaxy that is classified as both a pre-merger and post-merger, to exclude potentially ambiguous cases. This resulted in the removal of 2818 galaxies,
Neural networks are a subset of machine learning that aims to loosely replicate how biological, neurological systems process information. In this work, we perform supervised regression; that is, we train a network using data with known truth values to generate a value from a continuous distribution. To do this we employ a Residual Network (He et al. 2016), a Swin Transformer (Chen et al. 2021; Liu et al. 2021), a convolutional neural network (CNN), and an autoencoder. The data used to train a network (CNN), and an autoencoder. The data used to train a network in identifying galaxy mergers (Bottrell et al. 2019). It also does not cause large changes to the morphology of a galaxy of a pre-merger is inside the image as we expect the disturbances of pre-merger and post-merger galaxies to be different and hence distinguishable. It has been shown the extra realism from the calculation of the reprocessing the light due to dust does not notably increase the performance of a neural network in identifying galaxy mergers (Bottrell et al. 2019). It also does not cause large changes to the morphology of a galaxy (Rodriguez-Gomez et al. 2019). Thus, radiative transfer was not calculated for these galaxies. Examples of the images of the merging galaxies are shown in Fig. 2.

3. Neural networks

For each architecture tested, we augmented the images during training, but not validation. This was done by randomly rotating the image by a multiple of 90°. This rotation was then followed by randomly flipping the image horizontally and randomly flipping the image vertically. Doing so increases the effective size of the training set by a factor of 16, although the augmented images are not as informative as entirely new data. Each band of each image was also individually arcsinh scaled twice then normalised between 0 and 1. As the ultimate aim is to apply these techniques to real observations, we normalise the bands separately to remove connections between bands. Simulations are not a perfect replication of the real universe so training with connected bands may result in the networks learning connections between bands that are not present in observations.

The different architectures were compared using mean squared error (MSE) calculated between the true merger time and the predicted merger time. As will be seen, not all architectures were trained using MSE. All architectures were built within the Tensorflow machine learning framework (Abadi et al. 2015). We trained each architecture for 1000 epochs and selected the epoch with the lowest MSE for the merger times with the validation set. The codes to create the architectures along with the trained models, can be downloaded from GitHub1.

---

1 https://github.com/wjpearson/TNGMergerTime
3.1. ResNet50

Residual networks (ResNet, He et al. 2016) use residual learning to allow deep networks to train with degradation similar to a shallower network. This is achieved by introducing skip connections between convolutional blocks, allowing the input to both pass through the convolutional block as well as skip it entirely. These architectures were originally conceived for image classification but have been used previously for regression in astronomy (e.g. Koppula et al. 2021). Here we used a ResNet with 50 convolutional blocks (ResNet50), we removed the fully connected top layers, and added a single output neuron with sigmoid activation. The input is a three channel 128 \times 128 pixel image using the u, g, and r bands. The choice of bands is arbitrary as it has no impact on the results. The network was trained with MSE loss using the Adam optimiser (Kingma & Ba 2015).

3.2. Swin Transformer

We used a Swin Transformer (Swin) architecture (Chen et al. 2021; Liu et al. 2021) that has been pre-trained on ImageNet-1K (Russakovsky et al. 2015) using a publicly available model\(^2\). We added a single output neuron to the Swin Transformer to provide classification. As we used a pre-trained network, we required the input images to have three channels and be 224 \times 224 pixels. This was achieved by using the u, g, and r bands to create a three channel image and cropping the image to 112 \times 112 pixels about the centre. Again choice of bands has no impact on the results. These cropped images were then resized to 224 \times 224 pixels using nearest neighbour interpolation. The output of the network is a value between 0 and 1 using sigmoid activation, being a scaled version of the merger time. The network was trained with MSE loss using a stochastic gradient descent (SGD) optimiser (Robbins & Monro 1951; Kiefer & Wolfowitz 1952) with a warm up cosine\(^3\).
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\(^2\) https://github.com/sayakpaul/swin-transformers-tf
\(^3\) https://www.kaggle.com/ashusma/training-rfcx-tensorflow-tpu-effnet-b2

3.3. CNN

For our CNN, we used six convolutional layers followed by three fully connected layers and a single neuron output, as shown in Fig. 3. The convolutional layers have 32, 64, 128, 256, 512, and 1024 filters with a size of 6, 5, 3, 3, 2, and 2 pixels, respectively, and Rectified Linear Units (ReLU, Nair & Hinton 2010) activation. Each convolutional layer uses a stride of 1 and ‘same’ padding. We follow each convolutional layer with batch normalisation, dropout with a rate of 0.2 for convolutional layers and 0.1 for fully connected layers, and 2 \times 2 max-pooling. The fully connected layers have 2048, 512, and 128 neurons and ReLU activation. Like the convolutional layers, they are followed by batch normalisation and dropout with a rate of 0.1. The input is a four channel (u, g, r, and i bands), 128 pixel image while the output layer is a single neuron with sigmoid activation. The CNN was trained using MSE loss and the Adam optimiser.

3.4. Autoencoder

The autoencoder uses the CNN architecture to encode the images into a latent space with 64 neurons with sigmoid activation, which replaces the single neuron output of the CNN, as seen in Fig. 4. The decoder begins with four fully connected layers of 128, 512, 2048, and 4096 neurons with ReLU activation. Each fully connected layer is followed by batch normalisation and dropout with a dropout rate of 0.1. The output of the 4096 layers is reshaped to 2 \times 2 \times 1024. This is followed by six transposed convolutions with 1024, 512, 256, 128, 64, and 32 filters with sizes of 2, 2, 3, 3, 5, and 6 pixels. Before the transposed convolutions there is a 2 \times 2 upsampling layer and the transposed convolutions are followed by batch normalisation and dropout with a dropout rate of 0.2. The final layer is a transposed convolution with 4 filters of size 1 \times 1 pixels and sigmoid activation. Here, the goal was not to perfectly reproduce the images after decoding. Instead, we aimed to use the latent space to hold information about the merger time. This was done by training one of the latent neurons to reproduce the merger time. We were running into issues with the CNN where all output values tended to 0.5, and it was hoped that allowing data to flow around the output neuron, similar to a ResNet, may prevent this. The latent space encoding also allows us to investigate if the entire latent space holds more information about the merger time than the single output neuron. Like the CNN, the Adam optimiser was used while the loss was the sum of the MSE of the input and recreated images summed with the MSE of the merger time latent neuron.

3.5. Latent space

We investigated the latent space of the autoencoder to determine if there is information that can be used to determine the time before or after a merger event a galaxy merger is. We did this using a number of different dimensionality reduction techniques, to reduce the 64-dimension latent space into a 2-dimensional representation. We required the dimensionality
reduction techniques to allow new data to be placed into the same dimension reduction mapping. This allows the training data to be used to create the mapping and the validation data to validate the methodology. We used the Scikit-learn (Pedregosa et al. 2011) implementation of the majority of the following dimensionality reduction methods. For all methods that we use the Scikit-learn implementation of, we used the default configuration but set n_components to 2. For Uniform Manifold Approximation and Projection (UMAP, McInnes et al. 2018), we used the UMAP-learn implementation4 with the default configuration.

– Isomap (Tenenbaum et al. 2000).
– Linear discriminant analysis (LDA). LDA is a generalised form of Fisher’s linear discriminant (Fisher 1936).
– Neighbourhood Components Analysis (NCA, Goldberger et al. 2004).
– Sparse Random Projection (SRP, Li et al. 2006).
– Truncated singular value decomposition (TSVD, Halko et al. 2011).
– UMAP.

To determine the times of galaxies without known merger times, we used the latent space mapping to embed the unknown data into the mapping of the training data. We identified the three closest training points to a unknown point that form a triangle around the unknown point in the embedded space. Using the known merger time of the training data as a third axis, we formed a 3-dimensional plane with these three training data. The time for the unknown datum is then the z-position on the plane for the unknown datum’s embedding. The codes to perform the latent space embedding along with the embeddings can be downloaded from GitHub5.

Table 1. MSE of the normalised merger times for different architectures from the epoch with the lowest MSE of the normalised merger times of the validation data set, along with their associated mean and median un-normalised merger time errors.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Training MSE</th>
<th>Validation MSE</th>
<th>Validation error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (a)</td>
<td>Median (a)</td>
<td></td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.075</td>
<td>0.065</td>
<td>327</td>
</tr>
<tr>
<td>Swin</td>
<td>0.034</td>
<td>0.042</td>
<td>236</td>
</tr>
<tr>
<td>CNN</td>
<td>0.040</td>
<td>0.037</td>
<td>215</td>
</tr>
<tr>
<td>Autoencoder</td>
<td>0.036</td>
<td>0.038</td>
<td>222</td>
</tr>
</tbody>
</table>

Notes. (a) Values in Myr.

5 https://github.com/wjpearson/TNGMergerTime

4. Results

4.1. Neural networks

We present the loss of the neural networks in Table 1 and as blue symbols in Fig. 5. As can be seen, the CNN architecture provides the lowest MSE of the merger times and hence is the best performing architecture. The CNN is of course only slightly better performing than the autoencoder, and retraining both architectures may result in the autoencoder performing better than the CNN. The predicted versus true normalised times for all four architectures can be found in Fig. 6.

We also examine how the mean and median absolute difference between the true times and predicted time (error) varies at different true time for each network in Fig. 7. For this, we bin the normalised true times into bins of width 0.1 and calculate the mean and median errors within each bin. The mean and median errors closely follow the same trend for each network. As can be seen, the ResNet50 mean and median decrease towards a normalised time of ≈0.5 before increasing again; a result of
the network only outputting values close to 0.5. The other neural networks have sharp decreases in errors at the low end of the normalised merger time range ($\lesssim 0.25$) and sharp increases in errors at the high end ($\gtrsim 0.75$). These other networks then have better performance between these normalised true times of 0.25 and 0.75, where the curves are flatter and lower in values. We also see a slight increase in errors around normalised merger times of 0.3, where the merger event happens.

### 4.2. Latent space

The latent space embedding for LDA can be found in Fig. 8, while the embeddings for Isomap, NCA, SRP, TSVD, and UMAP can be found in Appendix A, using the latent space from the autoencoder epoch with the lowest merger time MSE. This is for both the training data (Fig. 8a) used to create the embedding and the validation data (Fig. 8b). In all embeddings, the merger times of the validation data appear to correspond with the merger times of the training data.

Using the method described in Sect. 3.5, we estimate the merger time from each embedding for the validation data. The MSE of these results are shown in Table 2, and red symbols in Fig. 5, and the predicted versus true normalised times can be found in Fig. 9. As can be seen, none of the embeddings produce a MSE lower than the autoencoder and only LDA and UMAP perform better than the worse performing architecture, ResNet50.

As with the neural networks, we also study how the mean and median error varies at different true time for each embedding in Fig. 10. The trends broadly fit into two groups. Isomap, LDA, and UMAP have mean errors that decrease to 0.25, then increase to 0.35, decrease again to 0.65, before increasing to 1.0. The median error for these three embeddings decreases to 0.15, increases to between 0.35 and 0.45, decreases to 0.65, before again increasing to 1.0. The other group, NCA, SRP, and TSVD, have a decreasing mean and median error to 0.55 and increasing error from then on.

Fig. 5. MSE at validation for the neural networks (blue symbols) ResNet50 (downward pointing triangle), Swin (upward pointing triangle), CNN (left pointing triangle), and autoencoder (right pointing triangle) as well as the latent space embeddings (red symbols) Isomap (square), LDA (diamond), NCA (plus), SRP (cross), TSVD (circle), and UMAP (pentagon).

As can be seen in Fig. 8, the LDA x-embedding appears to strongly correlate with the merger time. Thus, we map the LDA x-embedding to the merger time using a linear fit to the training data and calculate the MSE. This gives a training MSE of 0.032 and a validation MSE of 0.039, the latter of which is shown in Fig. 11 as the predicted merger time as a function of true merger time. These results are only slightly worse than the autoencoder validation MSE.

Fig. 6. Predicted normalised times of the validation data against true normalised times for (a) ResNet50, (b) Swin, (c) CNN, and (d) autoencoder. The colour corresponds to the number density from low (purple) to high (red). The red line indicates a one-to-one and corresponding MSE is shown in the bottom right of each panel.
Difference between true merger time and predicted merger time (error) as the normalised true merger time changes for ResNet50 (dark blue downward pointing triangle), Swin (red upward pointing triangle), CNN (green left pointing triangle), and autoencoder (purple right pointing triangle). Mean and median errors are shown in panels a and b, respectively. The vertical yellow line indicates when the true merger time is 0 Myr.

Table 2. MSE, mean error, and median error of the merger times of the validation data set for the different latent space embeddings.

<table>
<thead>
<tr>
<th>Embedding</th>
<th>Validation MSE</th>
<th>Validation Mean (a)</th>
<th>Validation Median (a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isomap</td>
<td>0.068</td>
<td>291</td>
<td>231</td>
</tr>
<tr>
<td>LDA</td>
<td>0.056</td>
<td>283</td>
<td>226</td>
</tr>
<tr>
<td>NCA</td>
<td>0.077</td>
<td>332</td>
<td>277</td>
</tr>
<tr>
<td>SRP</td>
<td>0.081</td>
<td>338</td>
<td>287</td>
</tr>
<tr>
<td>TSVD</td>
<td>0.099</td>
<td>378</td>
<td>318</td>
</tr>
<tr>
<td>UMAP</td>
<td>0.060</td>
<td>282</td>
<td>223</td>
</tr>
</tbody>
</table>

Notes. (a) Values in Myr.

4.3. Test data

With the CNN performing the best of all architectures and latent space explorations, we apply this network to the test data as shown in Fig. 12. This results in a MSE of 0.051, an average error of 253 Myr, and a median error of 190 Myr. We present the mean and median errors as a function of true normalised merger time for the test data in Fig. 13. These mean errors closely follow the CNN validation mean errors between normalised times of 0.25 and 0.55 with means outside of this range being higher than those found with the validation data. The median test errors are again typically larger than the validation errors, with the exception of the two bins between normalised true times of 0.2 and 0.4. Taking pre-merger to be galaxies with true normalised times greater than 0.33 and post-mergers with true normalised times less than 0.33, we find 81 ± 1% of our galaxies are correctly identified, with errors from bootstrapping.

5. Discussion

5.1. Neural networks

ResNet50 had the notably worst performance of all architectures tested and only produces values close to 0.5. This is not due to over-fitting, as the training data also exhibits the same problem. This is surprising due to previous success with ResNet50 at determining merger time (Koppula et al. 2021). However, the work of Koppula et al. (2021) use over 200,000 images of merging systems, compared to our 9963 examples, which may be providing the better results. They also use images from the Horizon-AGN cosmological simulation (Dubois et al. 2014), although we do not expect this to be the cause of our much poorer results. Koppula et al. (2021) also include the mass and redshift of the merging galaxies, which may provide further information to aid merger time estimation.

Swin has been shown to be useful in identifying galaxy mergers, as well as identifying pre- and post-merging galaxies. This architecture has also been shown to perform favourably in these tasks when compared to a three different CNN structures (Margalef-Bentabol et al. 2024). However, it performs slightly worse than the CNN structure used in this work. Therefore, while this architecture is able to extract information from the images, it does not extract as much as the CNN and autoencoder.

This slight lack of performance may be due to the fewer bands used to create the images used to train Swin. Due to the...
Fig. 9. Predicted normalised merger times of the validation data against true normalised times for (a) Isomap, (b) LDA, (c) NCA, (d) SRP, (e) TSVD, and (f) UMAP. The colour corresponds to the number density from low (purple) to high (red). The red line indicates a one-to-one and corresponding MSE is shown in the bottom right of each panel.

limitations of using a pre-trained network, we were required to use only three of the four available bands. On the other hand, as the CNN and autoencoder were not pre-trained, and were custom built for this task, we were able to use all four bands we had available. The fourth band may therefore carry further information about the merger time that was hidden from Swin.

The CNN and autoencoder have very similar MSE at validation. The encoder of the autoencoder and the structure of the CNN are identical so this result may not be surprising. The aim of using an autoencoder was to determine if the requirement to reconstruct the input image would help encode time information into the latent neuron being used to estimate the merger time. As the CNN and autoencoder results are so similar, this evidently was not achieved. This suggests that the CNN was extracting the most information from the images and the further image reconstruction did not provide further guidance.

While developing our CNN architecture, the performance of the CNN was seen to improve as more convolutional layers were added. With the methodology used in our CNN, adding a pooling layer after every convolutional layer, it is not possible to add further convolutional layers as the size of the image is already reduced to 2 pixels. It may be possible to find better results with more convolutional layers by not having pooling after every convolution.

As can be seen in Fig. 14, none of the neural networks are predicting merger times, for pre-mergers, that are correlated with the projected separation between the merging galaxies. This suggests that the merger times being derived by all network are a result of morphological disturbances to the galaxies caused by their interactions with one-another.

5.1.1. Errors as a function of normalised time

The ‘U’ shape of the mean and median errors as a function of normalised time for ResNet50 (Fig. 7, downward pointing, dark blue triangles) is a result of this architecture only outputting values close to 0.5 and is therefore not informative.

For the remaining three networks, the increases of the errors at low and high normalised merger time is also seen in Fig. 6, with the predictions at low true normalised times being over-estimated and the predictions and high true normalised times being under-estimated. As all three networks fail in the same way, it suggests that the reasons for failure are similar. At low normalised merger times (<0.33), we have post-merger galaxies. As these galaxies relax after their merger, the evidence of a merger event becomes less obvious. Thus, all three networks begin to have difficulty discerning between mergers that happened more than approximately 125 Myr ago, indicated by the flat trend with true normalised times ≲0.25 in Figs. 6b, c, and d.

For pre-mergers (normalised true time >0.33), there is a similar problem. For the very early mergers, with true normalised time ≳0.75, Swin, CNN, and autoencoder again struggle to distinguish between the galaxies. This can again be seen in Figs. 6b, c, and d as a systematic underestimation at these high
merger times. With all three networks failing similarly, this suggests that the influence of the merger events at these early times are not strong enough to be easily discernable. This would imply that galaxies between $\approx 625$ and $\approx 1000$ Myr before a merger event cannot be distinguished from one-another. However, as the majority of galaxies in Fig. 6 at very high and very low merger times are not being confused for one-another, early pre-mergers and late post-mergers are distinguishable from each other. This is seen in Fig. 6 as galaxies with very high true normalised merger times ($\approx 1$) are not being systematically predicted to have very low normalised merger times ($\approx 0$) and vice versa. This supports our choice to not enforce the companion galaxy of pre-mergers being within the image.

5.1.2. Occlusion
To better understand which features the networks use to determine the time before or after the merger event, we perform an occlusion experiment. Here we use a $8 \times 8$ pixel square in the top left corner of the image and set all the values in the square to zero in all channels. The square of occluded pixels is transposed by 1 pixel in the $x$-direction or $y$-direction and the process repeated until the square reaches the bottom right corner of the image. This process produces 14,641 versions of each galaxy. These images are then processed by the networks, creating a prediction of the merger time with the occluded pixels. Using these 14,641 times, we can create a heat map. Each pixel in the heat map shows the average merger time of the
Fig. 14. Predicted merger times of the validation data set from (a) ResNet50, (b) Swin, (c) CNN, and (d) autoencoder against projected separation of merging galaxies at the time of imaging for pre-mergers. The colour corresponds to the number density from low (purple) to high (red).

We perform the occlusion experiment on five validation galaxies. These galaxies were selected to be the three pre-merger and two post-merger galaxies with the lowest average squared merger time error from Swin, CNN, and autoencoder. We do not include ResNet50 due to it only providing output values close to 0.5. Using the occluded merger times, we generate Fig. 15 which shows the original galaxy (left) followed by the ResNet50, Swin, CNN, and autoencoder occlusion heat-maps (left to right). Galaxies a, b, and c in Fig. 15 are pre-mergers while d and e are post-mergers. The ResNet50 occlusion does not overlap with the true time for any of the five galaxies. This further supports the poor performance of this network. What we do see is when the secondary galaxy is occluded, the normalised merger time is reduced with respect to when other regions are occluded. As later stage pre-mergers have two closely spaced galaxies, that may not be separable, and post mergers are single galaxies, having only one galaxy in the image would suggest a lower normalised merger time, which agrees with what is seen. We also see that the occlusion of faint structures around the secondary galaxies, in the case of a, b, and c, or the primary galaxy, in the case of a, b, c, and e, results in an increase in the normalised merger time with respect to when other regions are occluded. This makes intuitive sense for pre-mergers. A larger merger time indicates a longer period before the merger event and so the galaxies will be less disturbed by one-another. Hence, less disruption would imply more time until the merger for pre-mergers. For post-mergers, less disruption would mean more time since a merger and so occluding faint structures should decrease the normalised merger time, as seen with d. However all occluded normalised merger times are within $\approx 0.06$ of each other, further demonstrating the problems with ResNet50.

Unlike ResNet50, Swin sees an increase in normalised merger time when the secondary galaxy is occluded with respect to when other regions are occluded. Swin does see an increase in merger time when faint structures are occluded for a, b, and c, with respect to when other regions are occluded, as would be expected for pre-mergers. Similarly, when the faint structures of d and e are occluded we see a decrease in normalised merger time with respect to when other regions are occluded, again as would be expected for post-mergers. For galaxies d and e, hiding the centre of the images, where the two nuclei of the merging galaxies may be present, increases the normalised merger time. Therefore, Swin is looking at nearby galaxies and faint structures to determine the time before a merger event.

The CNN was able to reproduce the correct and predicted merger times for all the galaxies studied here. Again, this network is using nearby galaxies and faint structures to determine the merger time. Hiding nearby galaxies reduces the normalised merger time with respect to when other regions are occluded while hiding fainter structures increases the normalised merger time for pre-merger galaxies. Hiding the faint structures around post-merger galaxies decreases the normalised merger time. Like with Swin, hiding the centres of galaxies d and e increases their merger time. Occluding the primary galaxy, for a and c, increases the merger time prediction while hiding the centre of b reduces the merger time. This suggests that there are features in the centre of interacting galaxies that give clues to how long there is until the galaxies will merge, for pre-mergers.

The final network, the autoencoder, appears to be picking up information from the background. This is surprising as the idealised images used contain no background noise. Again, the autoencoder finds information from the secondary galaxies but relied less on faint structures. As with Swin and CNN, the centre of galaxies d and e is important for finding a higher normalised merger time. Like with the CNN, hiding the secondary galaxy in c makes the predicted normalised merger time too low. Also like the CNN, occluding the primary galaxy in b decreases the estimate of the normalised merger time, again indicating that there is information in these regions that helps determine the time before a merger event.
Fig. 15. Heat maps with each pixel showing the average merger time of when it is occluded from ResNet50, Swin, CNN, and autoencoder as labelled by the column title. Each heat-map is colour scaled individually, where dark colours indicate an earlier time and light colours indicate a later time. True time is shown as red line in the colour bar while the un-occluded predicted time is shown as a yellow line. Original galaxy is shown on the left of each row as $u$, $g$, and $r$ band composite with each channel individually arcsinh scaled twice and then normalised between 0 and 1. The true normalised merger time is shown in the left panel of each galaxy while the predicted normalised time is shown in each networks’ heat-map.

5.2. Latent space

5.2.1. Predicted merger time

With the autoencoder not performing better than the CNN, it may be possible that the latent space holds information about the time before, or after, a merger is that can be extracted. Evidently this is not the case as all six of the dimensionality reduction routines produce worse results than the neural networks, except ResNet50. However, this does not exclude the possibility that extra information is within the latent space, just that it
is not a key component of the encoding into lower dimensions. This is despite LDA and NCA using the true merger times when creating the encoding.

No latent space encodings only produce normalised merger times close to 0.5, as can be seen in Fig. 9. With all MSE being worse than ResNet50, this suggests that ResNet50 is actively failing to find a mapping between the images and merger time. However, there is an indication that Isomap, LDA, SRP, and TSVD do provide similar output values at true normalised times above 0.4, although the scatter is too large in these regions to give a firm statement.

Examining the x-embedding of LDA provides a MSE close to that of the autoencoder, and CNN. This suggests that the x-embedding is a close reproduction of the time neuron in latent space. This is not too surprising as LDA uses the truth time to help encode the 64-dimension latent space into 2 dimensions. However, the slight decrease in MSE indicates that other dimensions in latent space are also being encoded into the x-encoding.

5.2.2. Errors as a function of normalised time

The increase in mean and median errors for the predicted merger times for the latent space embeddings shows that these methods cannot distinguish between very late post-mergers and also between very early pre-mergers. This can be seen in Fig. 9 with over estimation for low true normalised merger times and under-estimation for high true normalised merger times. The late post-mergers are, however, do appear distinguishable from the early pre-mergers. Although the large scatter of NCA and TSVD make this difficult to be certain for these embeddings. This is unsurprising as the same is seen for the autoencoder, whose latent space encoding is used for the latent space embedding. With all the embeddings showing worse performance compared to the autoencoder, it is not surprising to see larger mean and median errors at all normalised merger times compared to the autoencoder.

The three worse performing embeddings, NCA, SRP, and TSVD, are also the three embeddings that have error evolution closest to a ‘U’ shape. As discussed above and seen for ResNet50, the ‘U’ shape can be caused by normalised merger time estimates all being close to a single value. However, Figs. 9c, d, and e do not show evidence of this, just a large scatter. Thus these three methods appear to be a poor choice for recovering the merger time.

The remaining three encodings, Isomap, LDA, and UMAP, show a peak in their errors at a normalised time of ≈0.35. This bin contains the merger event (0.33). As can be seen in Fig. 9, these three embeddings seem to over estimate the merger time for galaxies with a true normalised merger time just above 0.35 with this not being so much of an issue for galaxies with a normalised merger time less than 0.35. This would indicate that the galaxies very close to merging are being assigned times earlier in the sequence than they should be, causing a peak in the errors seen in Fig. 10. This may be due to the presence of a second nucleus in these images of galaxies just about to complete merging and this has the effect of embedding into providing a larger normalised time. The just completed mergers do not have a second nucleus and so do not suffer from this problem.

5.3. Test data

With a median error of 190 Myr, the CNN is able to produce a merger time that is approximately one snapshot away from the truth. The average difference in universe age between the snapshot used in this work is 162 Myr, not much smaller than the median error, and the largest age difference between the snapshots used is 194 Myr. This suggests that, at least for the data quality used in this work, it may not be beneficial to attempt to increase the time resolution through simple gravity simulations. Our requirements of the simple simulations between snapshots finding a merger time reduces our sample size by almost a factor of two: 3321 galaxies available after simulation compared to 6139 galaxies before. More training data may be beneficial in improving the median errors compared to a finer time resolution. However, tests with the CNN do not show an improved performance using a larger sample of galaxies without the simple gravity simulations applied.

The trends of the errors for the test data being similar to the validation data is expected, along with larger errors. This means that the galaxies furthest away from a merger (more than 125 Myr since a merger and longer than 625 Myr before a merger) are most likely to be miss-determined. As can be seen in Fig. 12, this mis-determination is typically not early pre-mergers being given times consistent with late post-mergers or vice versa, as was also seen with the validation data. As with the validation data, this means that the CNN struggles to find differences between very early mergers and differences between very late stage mergers. For the intermediate galaxies, with normalised merger times between 0.25 and 0.55, there is not a large loss of quality in the time predictions, when compared to the validation data. This reinforces the idea that the very early and very late stage mergers are the most difficult to reliably assign merger times. If we limit our true normalised merger times to be between 0.25 (125 Myr since a merger) and 0.75 (625 Myr before a merger), the CNN has a MSE of 0.022 for the validation data and 0.024 for the test data. These correspond to a mean error of 173 Myr and a median error of 144 Myr for the validation data and 182 Myr mean error and 157 Myr median error for the test data.

Our test result time error is not performing as well as Koppula et al. (2021), who find a median error of 69.35 Myr. However, Koppula et al. (2021) use a much larger number of simulated galaxies, 203,667 compared to our 99,663, a smaller time range, −400 to 400 Myr compared to our −500 to 1000 Myr, and a higher angular resolution, 0.06 arcsec pixel$^{-1}$ compared to our 0.20 arcsec pixel$^{-1}$. A larger amount of data provides more information to better train a neural network. Smaller time ranges make the regression problem simpler, as noted above the longer times before or after the merger event are more difficult to accurately predict merger times for. Finally, greater spatial resolution allows finer details to be detected by a neural network, with the faint structures being important for accurately determining the merger time as shown above. The data used by Koppula et al. (2021) also has a higher time resolution by a factor of 10, with a time resolution of ≈17 Myr compared to our ≈162 Myr. Before we perform the simple gravity extrapolations between snapshots. On a per-snapshot basis, we are performing better than Koppula et al. (2021), with Koppula et al. (2021) achieving a median error of 4.0 snapshots compared to our median error of 1.2 snapshots. Our larger mis-determinations of very early stage pre-mergers is also seen in Koppula et al. (2021).

Our CNN finds 81 ± 1% of our test data to be correctly classified as pre- or post-mergers. Again this is slightly lower than the 86% accuracy found by Koppula et al. (2021) for the same binary classification task. However, our pre- and post-merger times are asymmetric, from −500 Myr to 1000 Myr, compared to the symmetric time range of −400 Myr to 400 Myr. Thus we have more pre-mergers than post-mergers which will influence
our results. Indeed, 90 ± 1% of our pre-mergers are correctly identified while only 65 ± 3% of our post-mergers receive the correct classification. With our large uncertainties and smaller time range for a post-merger compared to a pre-merger, it is not surprising to see worse classification for post-mergers than pre-mergers.

6. Conclusion

In this work, we explore how we can determine the time before or after a merger event a merging galaxy is. This was done by testing a residual network (ResNet50), a Swin Transformer (Swin), a convolutional neural network (CNN), and an autoencoder trained on images of merging galaxies from the IllustrisTNG TNG100. The merging galaxies were between 500 Myr after and 1000 Myr before a merger event. We also explore the latent space of the autoencoder.

The CNN was found to perform the best. We also find that the CNN and autoencoder have similar performance, suggesting that requiring the image of the galaxy to be reconstructed does not help encode merger time information. We find that ResNet50 performs the worse, possibly due to the relatively small sample size used for training. To add to this, the very early stage mergers, more than ≈625 Myr before a merger event, and very late stage mergers, more than ≈125 Myr since a merger, are difficult for any of the networks to accurately identify, possibly due to only very faint merger features present in these galaxies.

We also examined six different dimensionality reduction techniques: Isomap, linear discriminant analysis (LDA), neighbourhood components analysis (NCA), sparse random projection (SRP), truncated singular value decomposition (TSVD), and uniform manifold approximation and projection (UMAP). By mapping the validation data into the 2-dimensional latent space embedding proved to function poorer than the neural networks, with the exception of ResNet50. However, where ResNet50 produced normalised merger time predictions close to 0.5, the results from the latent space did not. We also found that the LDA x-embedding was a good approximation of the autoencoder latent space neuron used to estimate the merger time. By converting the x-embedding into a merger time, the results were similar to the autoencoder itself.

The best performing method, the CNN, produced merger times with a median error of 190 Myr. This time is similar to the time between snapshots in theIllustrisTNG simulation. The errors may be improved by reducing the time range we consider to be mergers to 125 Myr after to 625 Myr before the merger event.

While the methods in this work did not produce a highly accurate reproduction of the merger time, they show that is possible to derive this information from idealised images of galaxy mergers. Future work will look at how our results can be improved. This will be done by exploring how a larger number of mergers from simulations may help improve performance as well as reducing the time range that can be considered to be a merger. It will also look at if increasing the spatial resolution of the images, the depth of the images, and time resolution of the simulation will aid with merger time determination. Future work will also explore if more realistic images of simulated galaxies will result in poorer performance and if including morphological parameters can improve performance. This future work will aim to derive the merger time for observed galaxy mergers, allowing changes in physical properties to be statistically tracked throughout a merger event. As the CNN is the least computationally intensive network to train, and its performance compared to the other networks in this work, these future works will be based on our CNN architecture.
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Appendix A: Latent space embeddings

Here we present the latent space embeddings for Isomap, NCA, SRP, TSVD, and UMAP in Figs. A.1, A.2, A.3, A.4, and A.5, respectively, using the latent space from the autoencoder epoch with the lowest merger time MSE. The LDA embedding can be found in Fig. 8.

Fig. A.1. Isomap latent space embedding for (a) training data and (b) validation data. The average normalised merger time is show from 0 (purple) to 1 (red).

Fig. A.2. NCA latent space embedding for (a) training data and (b) validation data. The average normalised merger time is show from 0 (purple) to 1 (red).

Fig. A.3. SRP latent space embedding for (a) training data and (b) validation data. The average normalised merger time is show from 0 (purple) to 1 (red).

Fig. A.4. TSVD latent space embedding for (a) training data and (b) validation data. The average normalised merger time is show from 0 (purple) to 1 (red).
Fig. A.5. UMAP latent space embedding for (a) training data and (b) validation data. The average normalised merger time is show from 0 (purple) to 1 (red).