A universal method for solar filament detection from Hα observations using semi-supervised deep learning
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ABSTRACT

Filaments are omnipresent features in the solar atmosphere. Their location, properties, and time evolution can provide important information about changes in solar activity and assist in the operational space weather forecast. Therefore, filaments have to be identified in full-disk images and their properties extracted from these images, but manual extraction is tedious and too time-consuming, and extraction with morphological image processing tools produces a large number of false positive detections. Automatic object detection, segmentation, and extraction in a reliable manner would allow for the processing of more data in a shorter time frame. The Chromospheric Telescope (ChroTel; Tenerife, Spain), the Global Oscillation Network Group (GONG), and the Kanzelhöhe Observatory for Solar and Environmental Research (KSO; Austria) provide regular full-disk observations of the Sun in the core of the chromospheric Hα absorption line. In this paper, we present a deep learning method that provides reliable extractions of solar filaments from Hα filtergrams. First, we trained the object detection algorithm YOLOv5 with labeled filament data of ChroTel Hα filtergrams. We used the trained model to obtain bounding boxes from the full GONG archive. In a second step, we applied a semi-supervised training approach where we used the bounding boxes of filaments to train the algorithm on a pixel-wise classification of solar filaments with u-net. We made use of the increased data set size, which avoids overfitting of spurious artifacts from the generated training masks. Filaments were predicted with an accuracy of 92%. With the resulting filament segmentations, physical parameters such as the area and tilt angle could be easily determined and studied. We demonstrated this in an example where we determined the rush-to-the pole for Solar Cycle 24 from the segmented GONG images. In a last step, we applied the filament detection to Hα observations from KSO and demonstrated the general applicability of our method to Hα filtergrams.
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1. Introduction

Solar filaments are structures of dense, cool plasma that reach from the chromosphere into the corona and are stabilized by the magnetic field. They appear above and along the polarity inversion line, which separates large areas of opposite magnetic polarities (Martin 1998; Mackay et al. 2010). Filaments can be very dynamic objects, changing their appearance in only a few hours. If the magnetic field is destabilized, the filaments can erupt, for example, as coronal mass ejections, and the plasma stored in them is then ejected into space (Wang et al. 2020; Kuckein et al. 2020). Three kinds of filaments have been identified (Bruzek & Durrant 1977): (i) active region filaments, which are smaller, more dynamic, and rooted at large magnetic field concentrations of active regions; (ii) quiescent filaments, which appear at all latitudes and are usually larger and more stable; and (iii) intermediate filaments, where filaments are subsumed if they do not fit into the aforementioned classes (Mackay et al. 2010). A special type of quiescent filaments are polar crown filaments, which appear at high latitudes above 50° (Leroy et al. 1983). Systematic filament studies have been performed across all filament classes mainly utilizing Hα.
full-disk filtergrams (e.g., statistical studies by Hao et al. 2015; Pötzi et al. 2015; Diercke & Denker 2019; Chatzistergos et al. 2023). The key ingredient of all these studies is an effective extraction of the location, length, width, and other statistical properties of filaments from full-disk observations.

Automatic filament detection has been attempted in several studies mostly by employing an intensity threshold supplemented by other information (e.g., presence or absence of magnetic field neutral line, see Shih & Kowalski 2003; Qu et al. 2005; Scholl & Habbal 2008; Joshi et al. 2010; Karachik & Pavlov 2014). Xu et al. (2018) resorted to a visual inspection of the location of polar crown filaments because they could not find a satisfactory method to extract all filaments automatically. Hao et al. (2015) applied an adaptive threshold based on the Otsu (1979) threshold but with a modification that takes into account the mean intensity on the solar disk to improve the automatic detection of filaments. Diercke & Denker (2019) extracted filaments automatically at all latitudes from synoptic charts based on Hα full-disk images by applying morphological image processing techniques. To avoid the extraction of sunspots from the data, they excluded small-scale features, which eliminated small-scale filaments as well. Moreover, the algorithm encountered problems extracting filaments at the poles in particular because the filaments were stretched in the geometrical conversion to an equidistant grid with heliographic coordinates, resulting in some artifacts in the maps.

Extracting filaments from Hα full-disk observations using conventional image processing tools is challenging due to the complexity of distinguishing them from other dark features, such as sunspots. Zhu et al. (2019, 2020) presented an approach to identify filaments from full-disk Hα images (Denker et al. 1999) obtained at the Big Bear Solar Telescope (BBSO) using the fully convolutional neural network (FCN) u-net (Ronneberger et al. 2015), which was modified to enable image segmentation to extract filaments. The authors trained the network with semi-manual computed ground truth using image manipulation software and classical image processing. The results showed an efficient segmentation compared to the classical image processing, with reduced false detection of small-scale dark objects. Nonetheless, the exclusion of sunspots is not effective in this method. Liu et al. (2021) used the same data set but with additional data from the Huairou Solar Observing Station of the National Astronomical Observatory, China (Suo 2020). With their results, they extended the comprehensive data set from Zhu et al. (2019). Another recent approach to segment filaments was presented by Ahmadzadeh et al. (2019), who used an off-the-shelf model, the Mask Region-Based Convolutional Neural Network (R-CNN; Girshick et al. 2014; He et al. 2017), and applied it to BBSO Hα full-disk data. The training data were created from maps, which were also used as input for the Helioseismic And Imaging Filtergram Module (HEK: Hurlburt et al. 2012). In the data, non-filament regions were removed with classical morphological image processing, whose accuracy is estimated to be about 72% compared to manually labeled data (Ahmadzadeh et al. 2019). The segmentation results are comparable to the ground-truth labels and the network-identified filaments that were missing in the original HEK database. In the approach of Guo et al. (2022), the BBSO data from 2010 to 2015 was labeled with an online tool. They also included data not corrected for limb darkening and randomly varied the brightness in the training data set to improve the robustness of the segmentation method. The authors employed the CondInst (conditional convolutions for instance segmentation) model (Tian et al. 2020) for segmentation, which adeptly manages input data of various shapes and demonstrates a reliable performance across images of varying quality.

The extraction of filaments for statistical studies can be tedious. Morphological image processing is very effective, but a differentiation with other dark features on the Sun is challenging. In this study, we use a well-established deep neural network, namely, YOLOv5 (Jocher et al. 2020), with the labeled data of the Chromospheric Telescope (ChroTel; Bethge et al. 2011) to detect filaments in Hα full-disk filtergrams (Sect. 4.2). For the study of solar filaments (e.g., angle, length), a pixel-wise classification is needed. We applied a threshold per filament bounding box to provide a segmentation mask. However, in the case of extended bounding boxes, this approach may introduce artifacts and can lead to the detection of sunspots. We mitigated this shortcoming by training an additional segmentation model (i.e., u-net Ronneberger et al. 2015). To that end, we first applied the trained YOLOv5 model to the Hα filtergrams of the Global Oscillation Network Group (GONG; Harvey et al. 1996) with a four-hour cadence (17,413 observations), from which we generated our segmentation maps for the segmentation model training. We assumed that invalid segmentations appear as noise in the training data, and the detection of filaments was more robustly learned by the u-net model (c.f., Sect. 4.3). In other words, we used a semi-supervised training approach to achieve filament segmentations with reduced false detections (e.g., sunspots). The schematic outline of the present study is displayed in Fig. 1. We compared our results to the classical morphological image processing from Diercke & Denker (2019), demonstrating a clear improvement (Sect. 3.3). Afterward, the results from the different steps were evaluated (Sect. 4.1). We further applied our trained model to Hα filtergrams from the Kanzelhöhe Observatory for Solar and Environmental Research (KSO; Otruba & Pötzi 2003; Pötzi et al. 2015, 2021; Jarolim et al. 2020) in order to assess our method for Hα observations from different instruments (Sect. 5). This demonstrated that our method can extract filaments from various full-disk Hα instruments and data sources. In the end, we obtained the masks predicted by the segmentation model, and we could extract the filaments and use them as input for a statistical study similar to the one by Diercke & Denker (2019). These filaments could then be used, for example, for statistical studies with multiple applications (c.f., Sect. 6.2) or simply as input data for global databases such as HEK.

2. Data

Our study employs Hα data from three sources: ChroTel, GONG, and KSO. In order to train a neural network to perform object detection of filaments, we labeled these filaments in Hα full-disk filtergrams. For this purpose, we used the data set of ChroTel (Kentischer et al. 2008; Bethge et al. 2011). The 10-cm aperture telescope mounted at the terrace of the VTT (von der Lühe 1998) observes in three different wavelengths, Hα, Ca II K, and He I λ10830 Å with a cadence of 3 min. The observations were carried out with three Lyot filters, whereby the Hα filter has a full width half maximum of 0.5 Å. The regular ChroTel observations started in 2012 and continued to acquire data until 2020. The ChroTel data set contains 1056 days of observations until 2020 September, and on each day the qualitatively best filtergram was selected using the median filter-gradient similarity (MFGS; Deng et al. 2015; Denker et al. 2018) method. In this method, the similarity between the original image and the median-filtered image is evaluated. The basic data reduction includes dark- and flat-field correction as well
as rotation to the solar north and geometric correction of solar images with an oval appearance, which is caused by the low elevation of the Sun in the early mornings or late evenings. Furthermore, the images were normalized to the median intensity of the solar disk, the limb darkening was corrected, and the off-limb region was truncated. The Lyot filter introduced a non-uniform intensity variation (Fig. 2, top row), which was corrected by approximation with Zernike polynomials (Shen et al. 2018). Further details of the image processing are given in Shen et al. (2018) and Diercke & Denker (2019). All filtergrams have been scaled to a solar radius of $r = 1000$ pixels, which results in an image scale of about 0.96 pixel$^{-1}$ with an image size of 2000 × 2000 pixels.

Three observers manually labeled one image of each day from the entire ChroTel data set between 2012 and 2018, which includes 955 observing days. For each image, we labeled each filament by determining the upper-left and bottom-right corner in order to construct a rectangular bounding box containing the filament. In some cases the filament was split into several parts, whereby we labeled each part individually with a bounding box. The labeled data cover observations from the maximum and minimum of Solar Cycle 24. The labels of the bounding boxes and re-scaled images with a resolution of 1024 × 1024 pixels were used as ground-truth input data for the training of the deep neural network. An example of such an input image is displayed in Fig. 3. For each red bounding box, we saved the information on the central coordinate of the box, its width, and height and the information of the type of object (class). In this study, we only have one class, namely, filaments, which has the class identifier 0.

The Global Oscillation Network Group (Harvey et al. 1996; Hill 2018) is operated by the National Solar Observatory (NSO) Integrated Synoptic Program (NISP) since 1995, with the goal being to acquire nearly continuous observations of oscillations on the solar surface. The network is comprised of six identical stations situated at different longitudes around the world, which ensures an average duty cycle of about 93% (Jain et al. 2021). The GONG instruments were designed to take full-disk observations of Doppler shifts and the line-of-sight magnetograms in the Ni I 6768 Å spectral line. In 2010, the GONG stations were upgraded to also make observations in the core of the Hα spectral line (the last system was deployed in 2010 December). The Hα instrument uses the existing GONG light feed. The GONG objective lens is 80 mm in diameter and 1000 mm in focal length. It is vignetted by the entrance turret to an effective aperture of about 70 mm, which defines the theoretical resolution of the GONG system. A polarizing beamsplitter sends light in the Hα wavelength through the Daystar Quantum PE 0.4 Å mica etalon filter. The filter is placed in a telecentric beam using two reimaging lenses ($f = 450$ mm and $f = 800$ mm) before the filter. The filters use a unique dual-heater system developed by Daystar Filters LLC to compensate for a persistent index gradient that shifts the center wavelength across the surface of mica etalons. The filter aperture (32 mm) is matched to the GONG entrance pupil. Following the filter, two lenses (positive achromat, $f = 300$ mm, and negative achromat, $f = −100$ mm) form a Galilean telescope that creates a full-disk solar image on a Digital Video Camera Co. DVC-4000 AM 2K × 2K interline uncooled CCD camera (Harvey et al. 2011). The image resolution is limited by diffraction, atmospheric seeing, and high-order wavefront errors in the filter. The diffraction-limited spatial resolution of the final image is a little over 2″. It is sampled by the CCD camera at about 1″ per pixel. The exposure time was adjusted automatically at each site to keep the quiet disk center at 20% of the (14-bit) dynamic range.

1 The GONG Doppler velocity and magnetograph leg is further limited in its theoretical resolution to an equivalent aperture of 2.8 cm, or about 5″, sampled at 2″/5 per pixel.
range. As a first step to determining the exposure time, a pre-exposure of four images was taken with a default running average exposure time. The images were then added together and dark corrected. Flat, smear, and sky-brightness corrections were also applied. We note that the sky-brightness correction is an average brightness of the square regions of the image corners. This average brightness was then subtracted, and a corresponding scale factor was multiplied to bring the image back to a 20% dynamic range. The purpose of this correction was to compensate for known Daystar filter outgassing between maintenance visits as well as to correct for local atmospheric conditions. The resulting pre-exposure image was used to calculate the exposure time for the science image. Ten seconds later, the next four images were taken with the new pre-exposure time, applying the same dark, flat, smear, and sky-brightness corrections, and then process was repeated.

The cadence for each site is 60 s (relative to the fixed GPS time due to Universal Time leap second adjustments), but because of an (intentionally) scheduled 20-s offset in time acquisition between the neighboring sites, an overall network cadence of up to 20 s could be achieved (Jain et al. 2021). The images are 2048 × 2048 pixels in size. They were processed at each GONG site; compressed via the JPEG2000 (2K) algorithm (with a slight loss to meet the GONG sites’ bandwidth limitations); transferred to the NISP Data Center in Boulder, Colorado; uncompressed; and made available to the public within one minute of acquisition. Because of the light feed design, the Hα images rotate during the day relative to the fixed filter and camera orientations. As part of the processing, the images were digitally de-rotated using solar ephemeris and the information about the position of GONG turrets for each site during the day. This correction is only approximate.

The GONG data was used as an additional training set for the segmentation neural network. We downloaded GONG data with a cadence of 4 h between 2010 June 01 and 2021 February 23, which resulted in a total of 17 413 images. We used the image-quality assessment method described in Jarolim et al. (2020) to filter out the observations that suffer from atmospheric degradation and exclude them from our data set. This provided a more reliable filtering of degraded images than could be achieved through quality metrics based on pixel distributions (e.g., contrast). The final GONG data set contains a total of 16 759 images. For all of our data, we used the same pre-processing to mitigate instrumental differences and enhance the image contrast. This included reduction of the image resolution to 1024 × 1024 pixels, correction of the center-to-limb-variation, and correction of additional intensity variations using Zernike polynomials (Fig. 2, bottom row), as described for ChroTel data. Finally, we clipped values to [0.8, 1.3] and then normalized the data to the interval [−1, 1].

We used additional Hα observations from KSO (KSO; Otruba & Pötzi 2003; Pötzi et al. 2015, 2021) to validate the object detection and segmentation algorithm with an additional data source. We note that KSO observes in three wavelengths: white-light, CaII K, and Hα. The Hα observations are part of the Global Hα Network (GHN; Steinegger et al. 2000), providing Hα full-disk images on a daily basis with a cadence of about 1 min and an image scale of about 1” pixel⁻¹.

### 3. Methods

#### 3.1. Object detection

In this section, we provide a brief introduction on object detection with deep neural networks (Elgendy 2020) and specifically on the object detection algorithm You Only Look Once (YOLO; Redmon & Farhadi 2016, 2018; Redmon et al. 2016; Jocher et al. 2020). Object detection algorithms localize an object in an image, classify each object based on the trained examples, and try to determine an optimal bounding box around the object.

One common evaluation method for object detection algorithms is Intersection over Union (IoU), which can be defined for each bounding box. The fraction of the overlap and the union of the bounding box of the ground truth $B_{GT}$ and the bounding box of the prediction $B_{Pred}$ is calculated as (Elgendy 2020)

$$\text{IoU} = \frac{B_{GT} \cap B_{Pred}}{B_{GT} \cup B_{Pred}}. \quad (1)$$

The IoU defines the correct number of predictions, that is, the true positives (TP). Therefore, a threshold is used when a bounding box is defined as a correct prediction. The threshold for a true positive detection of a bounding box is above an IoU of 0.5; otherwise, the bounding box is considered a false positive (FP) prediction. If an object is not detected, a false negative prediction (FN) is produced. With these, we define the precision, recall, and accuracy (Elgendy 2020):

$$\text{Recall} = \frac{TP}{TP + FN} \quad (2)$$

$$\text{Precision} = \frac{TP}{TP + FP} \quad (3)$$

$$\text{Accuracy} = \frac{\sum GT - FN}{\sum GT}, \quad (4)$$

where “GT” refers to the number of objects contained in the ground truth. By plotting the precision and recall values, we can define the precision-recall curve, and the area below this curve is the average precision (AP). Finally, the mean over all classes
in the problem is the mAP, which is always given at a certain threshold for the IoU score. An mAP at 0.5 describes the threshold for an IoU score of 0.5.

The object detection algorithm YOLO is a single-stage detector, which means that the object class and the objectness score are predicted in the same step. This algorithm is capable of performing detections in real-time, where the filament prediction is typically in the range of milliseconds on a modern GPU, which is far below the selected 60 s cadence of GONG. In YOLO, the region proposal step is omitted, and instead the image is split into grids, where for each cell a bounding box is predicted. Non-maximum suppression allows us to extract the final bounding box from the large number of candidates. There are three detection layers for detection on large, medium, and small scales. For this purpose, the image is divided into three grids of different sizes. We used YOLOv5\(^2\) (Jocher et al. 2020) by Ultralytics\(^3\), which uses the Python library for deep learning applications PyTorch (Paszke et al. 2019). The model architecture is composed of three main parts: the backbone, the neck, and the head of the model. The backbone mainly extracts the important features from the input image. The neck is responsible for detecting features in the images in different scales and generalizing the model, which is performed in YOLOv5 with a feature pyramid. The model head performs the final detection. It determines the bounding boxes, the class probabilities, and objectness of the detection.

For the prediction of filament bounding boxes, we used the YOLOv5 model. To use the model for solar physics applications, we had to use a customized training of YOLOv5 from scratch, whereby the weights of the algorithm are randomly initialized, and hence no transfer learning is used. For the model architecture, we used the large configuration (c.f., Jocher et al. 2020). For the training, we used the full-disk ChroTel H\(_\alpha\) filtergrams with a resolution of 1024 \times 1024 pixels. The data set was split into a test set, a training set, and a validation set. The training set is the largest, with 681 images (70\%), and the validation set contains 84 images (10\%). The test set contains the remaining 192 images (20\%), whereby we selected for each year one continuous block of 20\% of images for the test set. The image and the corresponding file containing the coordinates of each bounding box are the input for the training of the neural network.

3.2. Segmentation

While bounding boxes allow for convenient labeling, the precise study of solar filaments requires a pixel-wise identification. As a baseline approach, we used a global intensity threshold of 1\(\sigma\) and selected only pixels enclosed in bounding boxes. The problem with this approach is that extended filaments and bounding boxes that overlap with sunspots lead to invalid identifications.

We built our image segmentation application on a u-net architecture (Ronneberger et al. 2015), which is a frequently employed neural network architecture for semantic segmentation. In particular, u-net is a fully convolutional network with 23 convolutional layers. The architecture is u-shaped and composed of a contracting path and an expansive path. The contracting path contains a series of convolutional layers, each followed by a rectified linear unit (ReLU) that is used to downsample the input maps. The downsampling is accompanied by the doubling of the number of feature channels. In the expansive path, the process is reversed, and with each step of the alternating convolutional layer and the ReLU, the maps are upsampled by a 2 \times 2 convolution and the number of feature channels is halved. This is a concatenation with the feature maps from the contracting path.

In our study, we aim for a general method that can provide reliable solar filament detection for arbitrary H\(_\alpha\) observations. We employed a semi-supervised approach in order to take advantage of the more robust bounding boxes and the full information of a pixel-wise segmentation. We started by training a YOLOv5 model to predict bounding boxes based on our labeled ChroTel observation. The resulting model was then used to label the full GONG archive of solar observations at a four-hour cadence, and we used an equal splitting between the available observing sites.

Using the bounding boxes of the labeled ChroTel and GONG data, we applied our thresholding approach to create a large data set of solar filament segmentations, which we used to train a final u-net model. We note that the baseline thresholding...
approach inevitably contains invalid pixel-wise classifications (e.g., sunspots). While noisy labels can limit the model performance, we built on the concept that for our extended data set (18472 images), the spurious classifications are not fitted by the network. From this we expected that the neural network would not learn to replicate the noise but would focus on the task of filament classification, leading to a more reliable segmentation than the simple thresholding approach. We note that training the u-net model with only the manual labels is possible, but it does not provide a sufficiently large data set to mitigate misclassifications (e.g., the model tends to classify sunspots as filaments). For the u-net test set, we used the same continuous blocks of GONG and ChroTel observations as described in Sect. 3.1 for the training of YOLO on ChroTel data. The validation set is the same as for the YOLO training.

3.3. Setting a baseline – Segmentation with morphological image processing

To set a baseline for the performance of the machine learning algorithm, we compared the segmentation results with the results from classical morphological image processing. For this purpose, we used the ChroTel Hz filtergrams, which were corrected for intensity variations with Zernike polynomials. These filtergrams were also normalized on the median intensity. We used a threshold, which is the median intensity plus an additional 10% of the median intensity (see descriptions in Diercke & Denker 2019; Diercke et al. 2022), to create a mask of dark structures, such as filaments, for the filtergrams. In addition, we used a morphological opening and closing to create coherent contours of the filaments. As a last step, we filtered out small-scale structures with less than five pixels in order to remove non-filament structures.

4. Results

4.1. Quantitative evaluation of the results

The quantitative evaluation of the results involved a comparative analysis between the bounding boxes derived from ground-truth annotations and those predicted by YOLO for ChroTel, alongside bounding boxes generated from segmentation maps produced by u-net and morphological image processing techniques. The data set used for the evaluation is based on all filaments predicted in each image from the test set for ChroTel data. We employed a bounding box comparison instead of a pixel-wise assessment due to the initial generation of ground-truth annotations in the bounding box format, rendering it a more convenient method of evaluation. Furthermore, our study primarily emphasizes the comprehensiveness of detection rather than the precise segmentation of individual pixels. One drawback of this approach lies in the complex handling of overlapping bounding boxes. In Fig. 4, we display an example with all utilized bounding boxes. The ground truth (light blue boxes) are the bounding boxes that were labeled manually. Since the YOLO results contain the location of the predicted bounding boxes (blue boxes), the comparison is straightforward. For the segmentation results with u-net (red boxes) and morphological image processing (yellow boxes), we had to estimate the bounding boxes around the contours. For this step, we used the regionprops routine from the Python scikit-image library.

Since the bounding boxes of the ground truth always contain a certain border around the filament, the YOLO predictions mimic this behavior. For the artificially created bounding boxes around the u-net and morphological contours, we added a 20% additional height and width so that the bounding boxes could be better compared with the ground truth. For larger filaments where the width or height exceeds 50 pixels, the enlargement is 10% of the original height and width. During the labeling process, the bounding boxes tightly encapsulated the larger filaments, which is in contrast to the bounding boxes around smaller filaments. Therefore, we selected two distinct padding values, which were reasonably chosen to fit the bounding boxes from the ground truth. The bounding boxes were used to calculate the IoU, as in Eq. (1); precision, as in Eq. (2); and recall, as in Eq. (3). Thereby, a true positive could be considered when the IoU was above 10%. With the relatively low IoU score and the padded bounding boxes, our goal was to mitigate the false classification of differently separated filaments. For example, Fig. 4 shows that elongated filaments are separated into different bounding boxes by the individual methods, where we still consider the separated detections as correct. We note that the correct separation of

\[ \text{Accuracy} = \frac{TP}{TP + FN} \]

\[ \text{Precision} = \frac{TP}{TP + FP} \]

\[ \text{Recall} = \frac{TP}{TP + FN} \]

**Fig. 5.** Box plots for the accuracy, precision, and recall in percent from YOLO object detection (left, blue box), the segmentation with u-net (middle, red box), and segmentation maps obtained from morphological image processing (right, yellow box). The box is displayed between the 25th and 75th percentiles, and whiskers between the 5th and 95th percentiles. The median is marked as a dark red line and the mean as a dashed black line.
The values are given in percent. The highest mean value for accuracy, precision, and recall among the three methods is highlighted in bold.

**Table 1.** Statistical evaluation of the accuracy, precision, and recall for object detection with YOLO, segmentation with u-net, and morphological image processing compared to the ground truth.

<table>
<thead>
<tr>
<th></th>
<th>YOLO</th>
<th>u-net</th>
<th>Morph. image proc.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>mean</td>
<td>84.8</td>
<td>74.5</td>
<td>84.9</td>
</tr>
<tr>
<td>std</td>
<td>10.8</td>
<td>12.3</td>
<td>11.2</td>
</tr>
</tbody>
</table>

**Notes.** When evaluating the accuracy, we found the highest accuracy for the u-net segmentation, with a median value (50th percentile) of 94%. To obtain the accuracy, we compared all ground-truth bounding boxes with the number of false negative (FN) detections. A false negative detection is when we have a ground-truth bounding box but no bounding box in the predictions. This means that in most cases the u-net segmentation predicts a filament where we have a filament in the ground truth. The precision is low, with only a mean value of about 50%, which could result from a large number of false positives (FPs). False positives are defined as bounding boxes with an IoU value below the threshold of 0.1. In the false positive detections, the bounding boxes that are too small and partially overlapping with other boxes play a role. Also among the false positive detections are predicted filaments that are not present in the ground truth. The recall values of the u-net segmentation are very high, with mean values of 93%, showing that there is a very low number of false negative detections again, similar to the accuracy. The difference between the accuracy and recall of the results for morphological image processing is that much smaller contours are often predicted. In the segmentations with morphological image processing, often only a small part of the filament is detected. Then, there is a predicted bounding box within the bounding box of the ground truth with a very low IoU value so that these cases are not accounted for in the calculation of the recall values. This is especially the case when the opacity within the filament is changing. The detection with neural networks accounts for these cases much better than morphological image processing. We note that this evaluation compares the ground-truth bounding boxes with the pixel-wise segmentation of our model and therefore only provides limited information about the pixel-wise segmentation, and it can be influenced by detections of small-scale filaments (see small precision and Fig. 6).

In the following, we examine the influence of small-scale filaments predicted by the segmentation model but not labeled in the ground truth. In Fig. 6, we calculate accuracy, precision, and recall for thresholds for the bounding box areas from 2 square pixels to 100 square pixels using the predictions on the test set. In these cases, only bounding boxes with areas above the given threshold for the ground truth and the predictions by u-net were taken into account for the evaluation. Accuracy and recall decrease with higher thresholds for the bounding boxes. The precision increases mean values by about 75% for a threshold of 100 square pixels. This shows the large influence of additional predicted small-scale filaments, which are otherwise categorized as false positives.

**4.2. Filament detection with YOLO**

All the examples shown in the following sections from ChroTel and GONG are filtergrams from the test set. In the example in Fig. 7 (left) from 2013 March 30, we compare the ground-truth bounding boxes (blue rectangles) and the predicted bounding boxes (red rectangles). Here, most filaments have been detected by YOLO. The scattered polar crown filaments at the southern pole were detected individually as the ground truth was constructed.

In the predictions by YOLO on ChroTel data, there are single filaments with very low opacity that are labeled in the ground truth but not recognized by YOLO. However, there are also filaments that were missed in the ground truth but correctly detected by YOLO. In some cases, YOLO detected filaments that are missing in the ground truth. The precision in detecting large-scale filaments seems to be visually higher, but small-scale filaments are also well detected. In Fig. 7 (left), there are some small-scale filaments at the disk center that were not predicted by YOLO but are labeled in the ground truth. During the labeling of the filaments, filament structures with visual gaps in the spine were labeled as individual filaments. This behavior was reproduced by the YOLO detections and is especially visible in the scattered filaments detected in the polar crown filaments, which are often visible as scattered small-scale filamentary structures. In Fig. 7 (left), a filament was labeled individually in the ground truth, but the detection algorithm detected the filament as a single structure. Furthermore, thin clouds in the data were successfully not identified as filaments (not shown). The results also suggest that the YOLO detection algorithm effectively omitted sunspots from predictions, with bounding boxes aligning closely with the detected filaments in the majority of cases.
The process of predicting filament locations with YOLO is conveniently fast. However, the separation of filaments is subjective, and quantities such as the total area and shape of the filament are of primary importance. For this reason, we used a semi-supervised learning approach and utilized the bounding boxes to obtain pixel-wise segmentation maps. We applied the YOLO algorithm to the ChroTel data for the years 2019 and 2020, which are not labeled, and to the entire GONG data set from 2010 to 2021. The complete ChroTel and GONG data sets were used for the training of the u-net segmentation algorithm. An example of the YOLO predictions based on GONG data is shown in Fig. 7 (right). The filaments with large opacity are very well detected. Because of the differences in the spatial resolution of GONG and ChroTel data, small-scale filaments and filaments with less opacity are sometimes missed in GONG data. The polar crown filaments in the southern hemisphere are missing entirely in the example in Fig. 7 (right), and they are also less visible in the ChroTel Hα filtergrams. In contrast to the ChroTel data set, where we selected only the best image of each day, the GONG data set contains images with stronger seeing effects. In the example shown, the sunspots are successfully excluded in the detection.

One further difference between the YOLO predictions based on ChroTel data and GONG data is the prediction of the large central filament in Fig. 7. In ChroTel, the filament is labeled and predicted as one large filament, whereas in GONG it is detected as three different filaments. This is most likely due to the seeing effects in the GONG image and the different sensitivity to opacity of each instrument. The filament in GONG appears less opaque, and therefore these parts could be mistaken as a separation between different filaments by YOLO.

4.3. Segmentation of filaments using u-net

Example segmentation maps for ChroTel and GONG are displayed in Fig. 8. We selected the same examples as for the YOLO object detection in Fig. 7. Most of the filaments are well detected and segmented. All large-scale filaments were detected, but some small-scale filaments are missing. Based on the examples from the test data set, the segmentation of filaments shows better results than the object detection with YOLO. In Fig. 9, we show further examples of segmented maps with selected regions-of-interest (ROIs) of segmented active region filaments and quiet-Sun filaments. For active regions, the segmentation on the detail-rich ChroTel filtergrams is very sensitive such that penumbral filaments are sometimes detected as active region filaments. For quiet-Sun filaments, the scattered filament parts are well detected and can be used, for example, to track the filament in time (see Sect. 6.1).

For the segmentation of GONG, most of the filaments are successfully detected. Figure 8 (right) shows a sample segmentation map of GONG. As for the YOLO detection in Fig. 7 (right), large-scale filaments are detected, but small-scale filaments are occasionally neglected. There are even some small-scale filaments detected at the northern pole that are missing in the YOLO detection. Especially for poor seeing conditions, the segmentation of GONG data with u-net leaves out small-scale filaments. In Fig. 9, we display further examples of segmented GONG data with selected ROIs of the images. In this figure, the shapes of the filaments are also nicely preserved and represented, especially for quiet-Sun filaments. In the GONG filtergrams, less Hα fine-structure is visible; nonetheless, even here, some penumbral filaments are sometimes mistaken for filaments. For the example of 2014 September 2 (Fig. 9d), the main quiet-Sun filament is entirely detected, but on the left side of the ROI, there are some small-scale filamentary structures that were detected in the ChroTel filtergram in Fig. 9c but not in the GONG filtergram. The segmentation algorithm with u-net is able to deal with appearing clouds, such as for 2015 September 27 (Fig. 9f). In Fig. 10 (top), the large quiet-Sun filament is only partly detected by YOLO, but the segmentation with u-net has nicely segmented the entire filament (Fig. 10, bottom). This shows that the increase of the
training data for the u-net also increased the reliability of the segmentation. Since YOLO was only trained on ChroTel data, the YOLO detections are not as stable as the segmentation results with u-net.

4.4. Comparison with segmentations from morphological image processing

In Fig. 11, we display the segmentation maps created with morphological image processing (yellow contours) and compare them to the ground truth (blue boxes). As the figure shows, larger filaments with high opacity are very well detected by morphological image processing, but if the filament has different opacities, the classical algorithm misses parts of the filament or detects the filament as two structures, whereas just one filament is labeled in the ground truth. Furthermore, the thresholding method struggles with filaments that are between active regions, which have a higher intensity level. In these regions, filaments were missed more frequently. Moreover, small-scale filamentary structures are often detected as filaments where no filaments are located, as seen in Fig. 11, where there are many small contours scattered all over the solar disk. Furthermore, morphological image processing has more problems with artifacts at the solar limb.

5. Application on KSO images

Based on the training with data from different instruments, we expected that our neural network would be robust to instrumental variability and that it could be applied to similar Hα observations. In order to verify this, we performed a qualitative evaluation with unseen Hα data from KSO. The KSO data was processed in a manner analogous to our previous data preparation. The results of the segmentation are displayed in Fig. 12 for a sample of six filtergrams. Large-scale filaments are very well detected, as are most small-scale filaments. Similar to GONG observations, there are small-scale filaments that were not detected and other dark features that were falsely detected by the algorithm. For example, on 2015 September 27 in Fig. 12 there are clouds in the image that were successfully omitted by the algorithm. Nonetheless, there are still cases where sunspots are detected.

When comparing the KSO images in detail with ChroTel and GONG images, we also saw slight changes in the detections. As for GONG, the KSO examples we present suffer from seeing effects, which influence the detection of small-scale filaments or effect the detection of continuous filaments as one structure. This is the case for the example on 2013 March 30 in Fig. 12 (upper-right corner), where only small parts of the filament are detected. As described in Sect. 4.2 for GONG images, the opacity is lower here than in the ChroTel images (see also Figs. 7 and 8), which could also be an effect of the different Hα filter properties. In the same example, the southern polar crown filaments are well segmented in the ChroTel (Fig. 8, left) and KSO data (Fig. 12) but not in the GONG example (Fig. 8, right), which could be due to strong seeing effects in the GONG example.

6. Sample applications of the filament segmentation

6.1. Tracking of a filament during the day

In order to test the segmentation algorithm, we applied it to a time series of an erupting filament from 2014 September 2, which is an example from the test set. The time series consists of 89 Hα observations from ChroTel taken over the day with a cadence of 3 min, although there are some gaps in the data due to bad weather conditions. In Fig. 13 (top panels), we present the segmentation for a sample of five images. The main filament is well detected, whereby the filament body contains sometimes several contours. The lift off and eruption of the filament is
Fig. 9. Zoom-in of selected segmentation results with u-net for ChroTel (a, c, g) and GONG (b, d, f, h). The contours of the segmented filaments with u-net are in red.

nicely represented in the segmentation as well. Nonetheless, in the surroundings, small-scale dark structures are detected, which are not filaments and are not constantly detected by the algorithm. This sample data set can be used to track a filament over time and study its evolution. In Fig. 13 (bottom panel), we display the evolution of the area in pixels of the filament for the same FOV as depicted in Fig. 13 (top panels). The area decreases shortly before the eruption starts, with the lift off occurring in the upper part of the filament. Afterward, the area jumps down to a much lower value, where it remains until the end of the observations.

6.2. Rush-to-the-pole

Segmentation maps of filaments can be used to create synoptic Carrington maps (Carrington 1858; Diercke & Denker 2019; Chatzistergos et al. 2023) for the purpose of evaluating the location of solar filaments throughout the solar cycle. This was done in the study of Diercke & Denker (2019) with ChroTel data using morphological image processing to create the segmentation maps. Here, we present an example of a statistical study to determine the rush-to-the-pole from automatically determined segmentation maps of GONG between 2010 and 2021. We created synoptic Carrington maps from the segmentation maps indicating the filament locations for Solar Cycle 24. Figure 14 displays the location of filaments on the synoptic Carrington map. In this scatter plot, we can determine the cyclic behavior of solar filaments. Around the solar cycle maximum, the number of filaments increases at low latitudes, and toward the minimum (right half of the plot), the number of filaments decreases. In the beginning of the solar cycle (left half of the plot), we can identify the rush-to-the-pole of polar crown filaments, which appear around the minimum at mid-latitudes around ±50° and appear closer to the poles toward the maximum.
Fig. 10. Comparison of GONG results with YOLO (top) and u-net (bottom).

Fig. 11. Comparison of segmentation maps created with morphological image processing (yellow contours) with the ground truth (blue boxes) for two different days.

With the magnetic field reversal, they disappear from the solar surface.

To determine the migration rate of polar crown filaments, we used a method similar to that of Diercke & Denker (2019), where the data points in each polar region before the magnetic field reversal are clustered and the migration rate is determined by a linear regression through all data points of the selected clusters. In the present analysis, we used the k-Means implementation from the Scikit-learn library for Python for the clustering of the filament data points. The different clusters are indicated by color in Fig. 14. For the northern hemisphere, we selected Clusters 1 and 3 and used linear regression through all data points of the clusters to determine the propagation rate.

For the southern hemisphere, we used five clusters, and we selected Clusters 1, 2, and 5 for the linear regression. The results for the migration rate $m$ are $m_{\text{North}} = 0.61^\circ$ per rotation and $m_{\text{South}} = 0.84^\circ$ per rotation, whereby a Carrington rotation is set as 27 days. In Diercke & Denker (2019), the migration rate for the southern hemisphere using ChroTel data was determined with $m = 0.79^\circ \pm 0.11^\circ$ per rotation.

7. Discussion

By reviewing the results from the qualitative evaluation in Sect. 4.1, we concluded that the object detection algorithm
YOLOv5 can obtain filament detections within seconds with a mean accuracy of 85%. Filaments were detected at all scales and independent of their location and opacity, including small active region filaments located in bright plage regions or close to the solar poles. Even filaments very close to the limb and erupting filaments were identified by the neural network (for example see Fig. 9). The main driver for this study was to differentiate between filaments and sunspots, which cannot be trivially solved with morphological image processing, as seen in Diercke & Denker (2019), where we excluded small-scale structures to avoid sunspots in the data, but this approach excluded small-scale filaments as well. There is a large number of polar crown filaments of small-scale that are left out. Often, a larger polar crown filament is visible as many small-scale scattered structures. In order to infer basic physical properties of filaments (e.g., location, length, width, connectivity to other layers) and perform effective statistical studies with these properties, in particular of polar crown filaments and their migration, an effective localization of filaments is of utmost importance. The segmentation with u-net enables this exact task to be performed. We were able to segment the filament completely despite changes in seeing effects. By plotting the heliographic latitude in the form of a butterfly diagram over the evolution of Solar Cycle 24, we demonstrated an easy application for the segmentation, and we could determine the rush-to-the-pole of polar crown filaments in both hemispheres (Sect. 6.2).

The YOLOv5 is a well-established detection algorithm and is easily installed and trained. The detection process is possible in real time, once the network is trained. This gives a very fast possibility to create a labeled data set with a very high precision of filament detections. The model training was only performed with observations from ChroTel. The evaluation of Hα filtergrams from GONG and KSO shows that our method can be directly applied to any new Hα data set without additional labeling efforts or model training. In order to further improve the performance of the algorithm, training with different data sources would be beneficial.

The segmentation allowed us to extract the filaments directly from the images by using the predicted masks generated by the network. In the study of Zhu et al. (2019), the trained u-net efficiently segmented the filaments, but sunspots were not excluded. The major problem was the use of a semi-manual ground truth that already contained sunspots. Other methods have been developed to separate filaments and sunspots using SVMs (Qu et al. 2005), but they require additional training and computation. Ahmadzadeh et al. (2019) used a different approach for the training data with ground-truth masks created from the HEK database, which have an accuracy of 72% compared to hand-labeled data (Ahmadzadeh et al. 2019). In our approach, we used manually labeled data and created the binary input masks from the labeled data. Sunspots are in most cases excluded, while small-scale filaments and filaments close to the limb are included in the annotations. This resulted in an optimal precondition for an effective training of the network for the segmentation of filaments. Our accuracy of the segmentation is very high, with a median value of 94%. The results justify the initial effort in manual labeling.

However, in the detail-rich ChroTel data, parts of the Hα fine-structure and penumbral filaments are sometimes detected.
as actual filaments. Also, sunspots are occasionally detected. In some cases, when a sunspot is detected, it is only partly segmented, particularly if other filamentary structures of an active region filament are in its proximity. Small-scale filaments are often missed in other methods because of a lack of resolution in the input data (Zhu et al. 2019; Liu et al. 2021; Guo et al. 2022). With the performed pre-processing, more small-scale filaments in ChroTel and GONG data can be recognized in the images by the presented segmentation method. Moreover, the segmentation of GONG data is stable for different seeing conditions, even if clouds cover parts of the solar disk, and it is less sensitive to instrumental differences, as can be seen from the application to the KSO data.

From Fig. 6, one can see that with a threshold of about 20 square pixels the precision largely improves to greater than 60%, while recall and accuracy marginally decrease (≈90%). Therefore, for studies that do not require small-scale filaments, a threshold of 20 square pixels is appropriate to reduce potential false positives. Nonetheless, we provide all information on the detected filaments or filamentary structures while leaving it to the scientific application of the users to filter out small-scale detections as needed.

The ground-truth labels were generated by three different people who slightly varied in the way they labeled the data. Also, after agreeing on a labeling strategy, there are cases in which more small-scale filaments are labeled, the boxes are defined as being larger than in other cases, or parts of a larger filament are labeled as one single filament, which complicates the comparison of the ground-truth bounding boxes with the segmentation results.

8. Conclusions and outlook

The presented semi-supervised learning approach using YOLO and u-net for a complete segmentation of Hα filtergrams with respect to filaments already achieves a good performance. The method can be further improved by doing the following: (1) Extending the training data of YOLO and of u-net by including the KSO data set, which is a very long-lasting data set that even contains the data of previous cycles, as it would enrich the variety of the data samples and make the training more stable. (2) Using additional wavelength channels to improve the performance of the segmentation. As KSO and ChroTel have observed Ca II-K filtergrams very close in time, these filtergrams can be used for a better differentiation between filaments and sunspots because in the Ca II K filtergrams, sunspots are more visible and typically do not display filaments. Some remnant filamentary structures are sometimes barely visible in the ChroTel filtergrams of the Ca II K line (Fig. 4 in Kuckein et al. 2016; Diercke et al. 2021). The He I λ10830 Å of ChroTel gives a further opportunity because the spectroscopic data allow us to use continuum observations, which only show sunspots, whereas the line-core filtergrams display sunspots and filaments, as well as plage regions as dark structures. (3) Using the HMI intensity data, with a cadence of 45 s, to exclude sunspots. False detections can be reduced by further including the line-of-sight magnetograms that contain the polarity inversion line over which each filament is formed and the strong magnetic field concentrations in the photosphere, for example in sunspots. (4) Detecting solar filaments from a video sequence rather than individual images. This could further improve the temporal consistency and mitigate seeing effects.

The filament detection and segmentation approach that we very successfully applied to the ChroTel and GONG database was also applied to KSO data. The pipeline includes a standardized automatic image reduction so that it can be used on different data sources. The pipeline including the u-net trained for filament segmentation is publicly available on GitHub. A large-scale data integration from different telescopes will be possible, for example, for BBSO or the Uccle Solar Equatorial Telescope.

---

5 https://github.com/adiercke/DeepFilamentSegmentation
Fig. 14. Scatter plot of detected filaments in the GONG data set (2010–2021) for Solar Cycle 24 (blue dots). We clustered the polar regions before the magnetic field reversal with k-Means and determined the rush-to-the-pole for the northern and southern hemispheres (blue and red line, respectively). (USET; Clette et al. 2002). The Sun is observed by many telescopes from all over the world in $\text{H}_\alpha$. Ground-based solar telescopes are restricted to observations during the day. Automated and reliable detection is required to analyze the data stream from multi-site observatories.

To foster novel research with solar filaments, we will provide catalogs based on the ChroTel and GONG data set. For ChroTel, we applied the trained segmentation method on the described ChroTel data set, that is, one image per day. The data will be available in the data archive$^6$ of the Science Data Centre (SDC) of the Institute for Solar Physics (KIS) in Freiburg, Germany. For GONG, we applied our method to the full four-hour cadence data set. The data will be available in the Historical Solar Data archive$^7$. The resulting pixel-wise segmentation has a high temporal cadence and high precision on the full-disk $\text{H}_\alpha$ filtergrams. The catalog of solar filaments enables new studies of solar filaments. For example, statistical studies of filaments over several decades can be obtained more quickly. Furthermore, the pixel-wise segmentation allows parameters such as the size or orientation of the filaments to be obtained. Moreover, the catalog paves the way for additional applications such as real-time automatic detection of eruptive filaments, which is crucial for forecasting space weather events and their potential impacts on Earth. Ultimately, it serves as a cornerstone for advancing our understanding of filament eruptions and their triggering mechanisms.

Moreover, the data can be used as an input for the HEK database, utilizing not only BBSO data (Ahmadzadeh et al. 2019) but also several instruments, with near real-time detection. Furthermore, the segmented filaments can be used as input data for another detection algorithm, that is, one that detects coronal holes (Hofmeister et al. 2019; Palacios et al. 2020; Illarionov et al. 2020; Jarolim et al. 2021) in EUV data of SDO. Filaments and coronal holes are both visible as dark objects in the solar corona, that is, in SDO observations at 193 Å. Therefore, filaments are often incorrectly detected as coronal holes. If the network learns to differentiate filaments from coronal holes, the detection of coronal holes can be improved as well (e.g., Reiss et al. 2015). In addition, the training can be extended by not only giving the location of filaments in the EUV maps but also training the data with $\text{H}_\alpha$ full-disk observations.

Apart from filaments, other structures can be detected with these methods. Other classes can be easily added, for example, sunspots, which are omnipresent in full-disk observations of the photosphere and chromosphere. This would require a labeled data set of sunspots to start the training, which can be created from morphological maps of dark objects that exclude the already-detected filaments. Going from full-disk images to high-resolution ground-based observations would enable many new applications of object detection and segmentation approaches based on deep learning. High-resolution observations of the High-resolution Fast Imager (HiFi; Kuckein et al. 2017; Denker et al. 2018) at the GREGOR solar telescope (Schmidt et al. 2012) are collected in a large data archive with observations in the $G$-band (3500 images), blue continuum (2100 images), and $\text{Ca}^{II} \ H$ (2800 images) for about 110 observing days in 2016. The labeling of the data is in progress, and implementing object detection with YOLOv8 is planned in the framework of the SOLARNET project. Since 2021, the world’s largest solar telescope, the Daniel K. Inouye Solar Telescope (DKIST, Tristschler et al. 2016; Rimmele et al. 2020), with a primary mirror of 4 m in diameter, has been regularly observing

---

$^6$ KIS Science Data Centre Archive: [https://archive.sdc.leibniz-kis.de/](https://archive.sdc.leibniz-kis.de/).

$^7$ Historical Solar Data archive: [https://historicalsolardata.org](https://historicalsolardata.org).
the Sun, and in the near future the European Solar Telescope (EST; Quintero Noda et al. 2022) will start operation. Therefore, a large amount of solar data (up to petabytes) will soon be collected every day with high frame rates. Deep learning algorithms for classification, object detection, and segmentation will be of utmost importance for the new era of solar observations.
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