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ABSTRACT

Recent observations have revealed detailed structures of radio relics across a wide range of frequencies. In this work, we performed three-dimensional magnetohydrodynamical (3D MHD) simulations of merger shocks propagating through a turbulent magnetized intracluster medium. We then employed on-the-fly Lagrangian particles to explore the physical processes behind the origination of radio substructures and their appearance in high and low-frequency observations. We employed two cosmic-ray (CR) electron acceleration models, with a fresh injection of electrons from the thermal pool and the re-acceleration of mildly relativistic electrons. We used the relative surface brightness fluctuations, $\delta S$, to define a “degree of patchiness.” First, we found that patchiness is produced if the shock’s surface has a distribution of Mach numbers, rather than a single Mach number. Second, radio relics appear patchier if the Mach number distribution consists of a large percentage of low Mach numbers $(\overline{M} \lesssim 2.5)$. Furthermore, as the frequency increases, the patchiness also becomes larger. Nevertheless, if radio relics are patchy at high frequencies (e.g., 18.6 GHz), they necessarily will also be patchy at low frequencies (e.g., 150 MHz). Then, to produce noticeable differences in the patchiness at low and high frequencies, the shock front should have a Mach number spread of $\sigma_M \gtrsim 0.3$–0.4. Finally, the extent of the patchiness depends on the Mach number distribution as well as the CR acceleration model. We propose $\delta S_\nu$ as a potential tool for extracting merger shock properties and information on particle acceleration processes at shocks in radio observations.
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1. Introduction

Galaxy clusters reveal spectacular Mpc-scale diffuse radio emission. It appears that the observed emission is a consequence of merger events accelerating the synchrotron-emitting cosmic ray (CR) electrons (see van Weeren et al. 2011 or Bykov et al. 2019, for a review). The primary focus of this work is on radio relics, which are typically found at the cluster periphery and exhibit elongated morphology with a high polarization fraction (see Brüggen et al. 2012 and van Weeren et al. 2019, for reviews).

The elongated shape of radio relics is believed to be a result of mild merger shocks ($\overline{M} \sim 1.7$–4) propagating in the intracluster medium (ICM e.g., Clarke & Ensslin 2006; van Weeren et al. 2010, 2012). Nevertheless, recent high-resolution radio observations have revealed a plethora of additional complex substructures in radio relics (e.g., Rajpurohit et al. 2018, 2020; Owen et al. 2014; van Weeren et al. 2017; Di Gennaro et al. 2018; de Gasperin et al. 2022). Understanding the origin of these radio substructures is challenging due to the lack of available insights into the particle acceleration mechanisms causing the diffuse radio emission.

The preferred mechanism that accelerates relativistic particles at a collisionless shock is the first-order Fermi (Fermi-I) acceleration process of diffusive shock acceleration (DSA e.g. Blandford & Eichler 1987; Drury 1983). In this case, particles need to reach high enough momenta to cross the shock transition zone, which has a thickness of the order of the gyroradius of post-shock thermal ions, and then they can fully participate in the DSA process. It has been widely discussed that there are two types of electron populations in the ICM that can participate in the DSA: thermal electrons and pre-existing mildly relativistic (10 ≤ $\gamma$ ≤ 10$^4$) electrons (e.g. Kang et al. 2012; Pinzke et al. 2013).

Following the idea that thermal electrons are directly injected into the DSA, or what is more commonly referred to as fresh injection, presents certain challenges in our current understanding to explain observed radio relics such as: (1) an unrealistic shock acceleration efficiency in order to explain the observed radio power of some relics (see van Weeren et al. 2019; Botteon et al. 2020); (2) a discrepancy between the Mach numbers inferred from X-ray observations assuming density and/or temperature jump conditions and those inferred from radio observations assuming DSA (e.g. Botteon et al. 2020); (3) a mismatch between our expectations from plasma physics and radio and X-ray observations of very weak shocks. In fact, recent particle-in-cell (PIC) simulations have shown that thermal electrons in the ICM can only be energized to the full DSA regime only in supercritical shocks with a sonic Mach number greater than a critical Mach number, $\overline{M}_{\text{crit}} \sim 2.3$ (see, e.g., Kang et al. 2019; Ha et al. 2021), which is at odds with several $\overline{M}_{\text{radio}} \sim 1.5$–2.3 shocks detected in the ICM (e.g., van Weeren et al. 2019). Additional factors, such as the...
presence of pre-existing fossil CR electronm could potentially explain points 1 and 2 (however, see the discussion in Ha et al. 2022), while pre-existing turbulence could explain point 3 (e.g. Domínguez-Fernández et al. 2020; Wittor et al. 2021). Yet, our understanding on the involved processes still falls short and the details should be further investigated.

Regarding the substructure within relics, there are some observed features that cannot be easily understood. For example, filamentary structures in the form of threads, twisted ribbons, and/or bristles have been consistently observed in various radio relics. Some examples where these filamentary structures of few kpc scales have been found in the Toothbrush (Rajpurohit et al. 2018, 2020), Sausage (Di Gennaro et al. 2018), MACS J0717+35 (van Weeren et al. 2017), Abell 2256 (Rajpurohit et al. 2022), and Abell 3667 (de Gasperin et al. 2022) relics, despite of the very diverse merger scenarios of the host galaxy clusters in which each of these relics have formed. The majority of these filamentary structures point towards sites of shock acceleration (see, e.g., de Gasperin et al. 2022). While repeated DSA events at work in the downstream or in projection could potentially explain their origin, a multiple weak shock scenario in the ICM is yet to be understood.

On the other hand, numerically reproducing shock surfaces and their substructure in the ICM are challenging. A limited knowledge on the merger history of each galaxy cluster, on the ICM conditions at clusters outskirts and/or on the CR budget of clusters add to the challenge. Yet, some radio relics born in binary cluster merger events and observed close to edge-on (i.e., small projection on the plane of the sky) serve as the simplest examples for testing our current theories. For example, the so-called Sausage relic in the CIZA J2242.8+5301 galaxy cluster showing an almost perfect ~2 Mpc arc-like structure and seen close to edge-on, is one of the most studied radio relics and it has been observed in a very wide range of radio frequencies. The Sausage relic has been primarily studied at low and medium radio frequencies, for instance, from ~150 MHz to ~6.5 GHz (see, e.g., van Weeren et al. 2010; Stroe et al. 2013, 2016; Loi et al. 2017; Hoang et al. 2017; Kierdorf et al. 2017; Di Gennaro et al. 2018). On the other end, at high frequencies, the Sausage relic has been observed with single-dish telescopes such as the Effelsberg telescope observing at 14.25 GHz and the Sardinia Radio Telescope (SRT) observing at 18.6 GHz (Loi et al. 2020), and with the Arcminute Microkelvin Imager (AMI) and Combined Array for Research in Millimeter-wave Astronomy (CARMA) interferometers observing at 16 GHz and 30 GHz (Stroe et al. 2014, 2016). We refer to Fig. 20 in Sect. 4.1.3 of Stroe et al. (2013), for a very illustrative example of the variations along the shock front in the Sausage relic at various frequencies.

This wealth of information inspires us to study the surface brightness distribution of a shock front at high and low radio frequencies. Our primary objective in this study is to gain insights into the radio substructures generated by physical conditions. Specifically, radio substructures that arise as a consequence of shock acceleration (Sarazin 1999; Kang et al. 2012). Therefore, such an electron population is not expected to be distributed uniformly in the ICM, but concentrated instead in fossil clouds or bubbles, for instance.

The paper is structured as follows. In Sect. 2, we describe our numerical set-up and initial conditions. In Sect. 3, we include a description of the particles’ initial spectral distribution and evolution. In this section, we also explain how we obtain the emission maps. Section 4 presents our results and our conclusions are given in Sect. 5.

2. Numerical set-up

2.1. Initial conditions: Modeling the turbulent ICM with FLASH

The turbulent ICM initial conditions were produced using the MHD FLASH code version 4.6.1 (Fryxell et al. 2000; Calder et al. 2002). We use the same set-up used in Domínguez-Fernández et al. (2020, 2021); the unsplit staggered mesh (USM) MHD solver, which employs a constrained transport (CT) method at cell interfaces to maintain the divergence-free magnetic field property on a staggered grid (e.g., Lee et al. 2009). The simulation domain is chosen to be a cubic box of size \(L = L_x = L_y = L_z\), uniformly spaced over a 256 \(^3\) cells grid, with periodic boundary conditions. We assumed an ideal gas equation of state with \(\gamma_0 = 5/3\).

We employ a spectral forcing method based on the stochastic Ornstein–Uhlenbeck (OU) process with a finite autocorrelation time to generate turbulence (e.g., Eswaran & Pope 1988; Schmidt et al. 2006; Federrath et al. 2010). We use a solenoidal subsonic turbulence forcing with an injection scale of 2L/3. The forcing amplitude, \(f_0\), was set to be a paraboloid in Fourier space only containing power on the largest scales: 1 \(\leq kL/2\pi \leq 2\). The autocorrelation timescale was set equal to the dynamical timescale on the scale of energy injection, \(t_{\text{2L/3}} = 2L/3c_s\), where \(c_s = 125 \text{ km s}^{-1}\) is the root-mean-square (rms) velocity amplitude of the fluctuations.

We set a magnetic field seed of 0.05 \(\mu\)G on the density \(10^{-4} m_p\) cm\(^{-3}\). The evolution of the rms Mach number and the volume weighted mean plasma beta, \(\beta_p\), is shown on the upper panel of Fig. 1. We selected a snapshot corresponding to 2\(t_{\text{2L/3}}\) to act as our initial condition (see Sect. 2.2 and main set-up in
Fig. 1. Evolution of the rms Mach number (top) and plasma beta (bottom), shown in the upper panel. The vertical gray line indicates the selected time in the FLASH simulation to be our initial turbulent ICM condition. The selected snapshot has an rms Mach number of \( M_s \sim 0.7 \) and a plasma beta of \( \beta \sim 110 \). Magnetic field strength (dark cyan) and Mach number (purple) PDFs at the selected time in the FLASH simulation, shown in the bottom panel.

Fig. 2. Initial magnetic field configuration in the PLUTO code taken from Domínguez-Fernández et al. (2020). The streamlines are colored according to the magnitude of the magnetic field: green, light colors denote higher values, while dark blue color indicates lower values. Here, I denotes the post-shock region, II the uniform pre-shock region, and III the turbulent pre-shock region (see Sect. 2.1). The left side is a uniform medium with a \( B_x \) component matching the mean value of the \( B_x \) of the turbulent medium. We have one Lagrangian particle per cell in the whole regions II and III.

We note that the physical evolution of these turbulence-in-a-box simulations can be fully described by the dimensionless sonic and Alfvén Mach numbers, \( M_s \) and \( M_A \). Therefore, as long as \( M_s \) and \( M_A \) remain unchanged, all dimensional variables, such as \( L, p, v, B \), etc., can be scaled arbitrarily. In the following, we work with \( L = 200 \) kpc. We would like to emphasize that our analysis of a final shock with an extent of 3 Mpc is specifically discussed in Sect. 4.4. In this particular case, we employed the stacking of our simulation boxes, made feasible due to our periodic boundary conditions.

2.2. Main PLUTO simulations

To study the synchrotron emission in an MHD shock tube, we use the code PLUTO (Mignone et al. 2007), and follow the same set-up used in Domínguez-Fernández et al. (2020, 2021). The PLUTO code solves the following conservation laws for ideal MHD:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{1}
\]

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot \left( \rho \mathbf{u} \mathbf{u} - \frac{1}{4\pi} \mathbf{B} \mathbf{B} + \mathbf{I} \left( \rho + \frac{B^2}{8\pi} \right) \right) = 0, \tag{2}
\]

\[
\frac{\partial (\rho e)}{\partial t} + \nabla \cdot \left( \rho e \mathbf{u} - \frac{1}{4\pi} (\mathbf{u} \times \mathbf{B}) \times \mathbf{B} \right) = 0, \tag{3}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{u} \times \mathbf{B}) = 0, \tag{4}
\]

\[
\nabla \cdot \mathbf{B} = 0, \tag{5}
\]

\[
\rho \mathbf{e} = \frac{p}{\gamma_0 - 1}, \tag{6}
\]

where \( \rho \) is the gas mass density, \( m = \rho \mathbf{u} \) is the momentum density, \( p \) is the thermal pressure, \( \mathbf{B} \) is the magnetic field, \( e \) the specific internal energy, here the adiabatic index is \( \gamma_0 = 5/3 \) as well and \( E_t \) is the total energy density defined as

\[
E_t = \rho e + \frac{m^2}{2\rho} + \frac{B^2}{8\pi}. \tag{7}
\]

For more detailed information on the PLUTO code, we refer to Mignone et al. (2007). Our computational domain is a rectangular box \((400 \, \text{kpc} \times 200 \, \text{kpc} \times 200 \, \text{kpc} \) with \(256 \times 128 \times 128\) cells, respectively), where \( x \in [-200,200] \, \text{kpc}, y \in [-100,100] \, \text{kpc}, \) and \( z \in [-100,100] \, \text{kpc} \) (see Fig. 2). The right-hand half of the domain is filled with a turbulent medium (see Sect. 2.1), representing a realistic ICM, while the left-hand half contains a uniform medium in which the shock is launched. We define a shock discontinuity at \( x = -100 \, \text{kpc} \) (see Fig. 2 for the initial configuration of the magnetic field). This defines three regions in our simulation box: a post-shock uniform region (I), a pre-shock uniform region (II) and a pre-shock turbulent region (III).

The turbulent medium is produced externally, with the procedure outlined in Sect. 2.1. The turbulent fields are then read
into PLUTO and interpolated onto the numerical mesh used to evolve shocks with a bi- or tri-linear interpolation at the desired coordinate location at the initial time. The initial boundary conditions of the computational domain are denoted as the “outflow” in $x$ (zero gradient across the boundary) and “periodic” in $y$ and $z$. We used a piecewise parabolic method (PPM) for the spatial integration, whereas a second-order TVD Runge–Kutta method was used for the time stepping with a Courant–Friedrichs–Lewy (CFL) condition of 0.3. For the Riemann solver in the flux computation, we used the Harten–Lax–van Leer–Discontinuities (HLLD) solver (see Miyoshi & Kusano 2005). We control the $\nabla \cdot \mathbf{B} = 0$ condition with the hyperbolic divergence cleaning technique where the induction equation is coupled to a generalized Lagrange multiplier (GLM e.g., Dedner et al. 2002). We refer to Appendix A of Domínguez-Fernández et al. (2020) for more details on the effects of the initial interpolation of the external input and handling of the magnetic field divergence under the GLM and constrained transport techniques.

The initial conditions for the density, pressure, and velocity in region II (pre-shock uniform region at $[-100,0]$ kpc) were selected according to the Rankine–Hugoniot conditions (e.g., Landau & Lifshitz 1987). We studied shocks propagating into the turbulent medium with different initial sonic Mach numbers. Shocks can be classified as quasi-parallel and quasi-perpendicular if $\theta_{inj} \leq 45^\circ$ or $\theta_{inj} > 45^\circ$, respectively, where $\theta_{inj}$ is the angle between the upstream magnetic field and normal of the shock.

In this work, we consider only the quasi-parallel limit, namely, $\theta_{inj} = 0^\circ$.1 We note that this only defines the initial configuration. Once the shock front reaches region III, $\theta_{inj}$ can vary. Nevertheless, we do not consider the effects of $\theta_{inj}$ changing in our CR modeling (see Sect. 3).

Finally, we filled the computational domain from the shock discontinuity up to the right side of the box with one Lagrangian particle per cell. This gives us a total number of $3 \times 145,728$ Lagrangian particles for each run. Each particle has its independent energy evolution, as described in detail in the following section.

### 3. Non-thermal radio emission from shocks

#### 3.1. Particle energy spectrum

Each Lagrangian particle represents an ensemble of CR electrons and is characterized by an energy distribution function,

$$F(E, \tau) = \frac{N(E, \tau)}{n_0}, \quad (8)$$

which gives the number of electrons per fluid number density. These particles evolve according to the CR transport equation defined in Eq. (8) in Vaidya et al. (2018), as follows:

$$\frac{dF}{d\tau} + \frac{\partial}{\partial E} \left[ \left( -\frac{E}{3} \nu_n d\nu - c_s^2 \right) F \right] = 0. \quad (9)$$

Here, the first term in square brackets accounts for energy losses due to adiabatic expansion, while the second one accounts for synchrotron and inverse-Compton losses for electrons with isotropically distributed velocity vectors,

$$c_s = 4 \sigma T e B^2 \left( \frac{2}{3} m_e c^4 + a_{rad} T_{CMB}^4 (1 + z)^4 \right), \quad (10)$$

where $\beta = v_e/c$ is the velocity of the electrons, $m_e$ their mass and $a_{rad}$ the radiation constant. For the present work, we assume a constant redshift of $z = 0$. We refer to Vaidya et al. (2018) for a complete description of the numerical implementation and the semi-analytical scheme used for solving Eq. (9).

We study a simplified scenario where the non-thermal spectra of the particles are activated instantly at the shock discontinuity. While the particles follow the fluid flow since $\tau = 0$, the particle’s energy distribution starts to evolve only when the particles are at the shock discontinuity. We use a shock finder based on converging flows and pressure jumps in order to tag shock cells and identify the propagating shock. We refer to Domínguez-Fernández et al. (2020) for more details on the shock finder implementation.

Once the Lagrangian particles are activated at the shock discontinuity, they get assigned an initial energy distribution. In this work, we considered two different models. Below, we outline the characteristics of the two initial energy distributions, namely, $F_{\text{inj}}(E)$ and $F_{\text{eq}}(E)$, associated with each of these models:

1. **Fresh injection model:**

$$F_{\text{inj}}(E) = \frac{N(E)}{n_0} = \frac{f_{\text{inj}}}{n_0} E^{-p}, \quad (11)$$

where $p = q - 2$ is what it is usually called the injection spectral index, $f_{\text{inj}}$ is the normalization constant and $n_0$ is the fluid number density. The power-law index, $q$, for non-relativistic shocks used in our model is that obtained from the steady state theory of DSA (Drury 1983):

$$q = \frac{3(\gamma_0 + 1) M^2}{2(M^2 - 1)} = \frac{4M^2}{M^2 - 1}, \quad (12)$$

or

$$p = 2 \left( \frac{M^2 + 1}{M^2 - 1} \right), \quad (13)$$

where we considered the test particle acceleration at a shock of Mach number $M$, and for the second equality in Eq. (12), we use $\gamma_0 = 5/3$. It is relevant to mention that for relativistic shocks, the parameter $q$ will exhibit different behavior with respect to the shock compression ratio (see, e.g., Keshet & Waxman 2005). However, as emphasized in the introduction, this study is exclusively concerned with non-relativistic shocks, which are commonly observed in the ICM (see also Table 1). The normalization factor, $f_{\text{inj}}$, is assigned according to the energy contained in the shock. That is, we considered that the total energy per fluid number density is

$$\int F_{\text{inj}}(E) E \, dE = \frac{E_{\text{CR}}}{n_0}, \quad (14)$$

where the CR energy will be considered to be a function of the Mach number, $E_{\text{CR}}(M)$. With $E_{\text{CR}}(M)$, one can obtain the normalization factor as

$$f_{\text{inj}} = \begin{cases} \frac{E_{\text{CR}}(M) (\gamma - 4)}{\Gamma_{\text{max}}^{\gamma - 4} - \Gamma_{\text{max}}^{-4}} & \text{if } q \neq 4, \\ E_{\text{CR}}(M) \log \left( \frac{\Gamma_{\text{max}}}{\Gamma_{\text{min}}} \right) & \text{if } q = 4. \end{cases} \quad (15)$$
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The left-hand side of Eq. (14) and the above Eq. (15) depend on the injection energy $E_{\text{inj}}$ and the maximum allowed energy $E_{\text{max}}$. The energy flux of accelerated CRs should be a fraction of the energy dissipated by the shock:

$$\phi_{\text{CR}} = \eta(M) \phi_{\text{sh}} = \eta(M) \frac{\rho_{\text{pre}} v_{\text{sh}}^3}{2},$$

(16)

where $\phi_{\text{CR}}$ is given in units of $\text{[erg cm}^{-2} \text{s}^{-1}]$. $\rho_{\text{pre}}$ is the pre-shock (upstream) density, $v_{\text{sh}}$ is the velocity of the shock and $\eta(M)$ is the acceleration efficiency as a function that depends only on the shock’s Mach number. The final expression for $E_{\text{CR}}$ is obtained by equating the cosmic ray energy flux crossing each particle volume element, and the total energy of cosmic rays advected with a post-shock (downstream) velocity,

$$E_{\text{CR}}(M) = \frac{1}{2} \eta(M) \frac{\rho_{\text{pre}} v_{\text{sh}}^3}{v_{\text{post}}^3},$$

(17)

where $E_{\text{CR}}$ is in units of $\text{[erg cm}^{-3}]$. It is worth noting that the values of $M$, $v_{\text{sh}}$, $\rho_{\text{pre}}$, and $v_{\text{post}}$ are determined through our shock-finding algorithm (see Sect. 3.1 and Domínguez-Fernández et al. 2020, for comprehensive information). We will assume the following toy model for the $\eta(M)$ function:

$$\eta(M) = \eta_e (M - M_{cr})^{\alpha_{\eta}},$$

(18)

where the critical Mach number $M_{cr}$, power law index $\alpha_{\eta}$ and $\eta_e$ are parameters of our selection (see Table 1). In this work, we consider $E_{\text{inj}}$ and $E_{\text{max}}$ corresponding to $\gamma_{\text{min}} = 10$ and $\gamma_{\text{max}} = 10^7$. The upper boundary is chosen to be arbitrarily high because for ICM shocks, $E_{\text{max}} = m_e c^2 \gg 1$, while the lower boundary is selected baring in mind that electrons with momenta $p \gtrsim 3m_p c^2$, could diffuse across the shock and participate in the DSA process (see the discussion in Kang 2020). The value of $\eta_e$ is very uncertain for the weak ($M < 5$) shocks in the ICM (see, e.g., Riquelme & Spitkovsky 2011; Xu et al. 2020). The chosen value agrees with the expectations of DSA for strong shocks (e.g., Kang et al. 2012) and lies in the range of values required to explain observations of radio relics (see Botteon et al. 2020). Nevertheless, we note that, since $E_{\text{inj}}$ and $E_{\text{max}}$ are initially fixed, $\eta_e$ can be treated as a free parameter to re-scale the particle energy distribution such that it matches the observed surface brightness. Although there has been limited advancement in this area, recent findings from PIC simulations indicate that shocks with Mach numbers weaker than $M < 2.3$ may not possess the capability to facilitate electron acceleration through DSA, as demonstrated by studies such as Kang et al. (2019) and Ha et al. (2021). This serves as the primary motivation behind our choice of the $M_{cr}$ parameter. Furthermore, we explore the conservative scenario of $M_{cr} = 1$, which allows for the possibility of even the weakest shocks contributing to electron acceleration via DSA. Our selection of the $\alpha_{\eta}$ parameter is motivated by fitting functions derived and extensively studied in Kang et al. (2007), Kang & Ryu (2013), Ryu et al. (2019).

(2) Re-acceleration model:

$$F_{\text{ES}}(E) = \frac{1}{n_0} \int_{E_{\text{min}}}^{E_{\text{max}}} \int_{E_{\text{min}}}^{E_{\text{max}}} E^p \rho_{\text{pre}}(E') dE' dE,$$

(19)

with $p$ given in Eq. (13). Here, $\rho_{\text{pre}}$ is the spectrum of pre-existing fossil electrons. We will consider the following two notes. Run Inj_3M_Mcr1_pow2 is discussed only in Appendix B.
cases:

\[ f_{\text{pre},1}(E) = f_{0,1} \delta(E - E_{\text{cut}}), \quad (20a) \]

\[ f_{\text{pre},2}(E) = f_{0,2} \left( \frac{E}{E_{\text{min}}} \right)^{-\gamma} , \quad (20b) \]

where \( f_{0,1} \) and \( f_{0,2} \) are normalization constants and \( s \) is an energy spectral index. The Dirac delta function model represents an idealized scenario with a single-burst population of pre-existing electrons. However, it offers us better control over the characteristic energy of these fossil electrons, as discussed in previous studies (see, e.g., Kang et al. 2012; Pinzke et al. 2013). On the other hand, the power-law model is a more realistic representation of the seed population of electrons, as proposed in Kang & Ryu (2011) (see Eqs. (7) and (8)). In the Dirac delta function model, we consider \( E_{\text{cut}} \) corresponding to \( \gamma_{\text{min}} = 10^2 \) and \( 10^3 \), while in the power-law model, we set \( E_{\text{min}} \) corresponding to \( \gamma_{\text{min}} = 10 \) and \( s = 2.25 \) and 3, with the spectrum covering the range of \( \gamma_{\text{min}} = 10 \) and \( \gamma_{\text{max}} = 10^7 \), as listed in Table 1. The selected \( s \) values are what is typically expected if pre-existing CREs were generated at previous shocks or as a result of turbulent acceleration (see, e.g., Chandran 2005).

The energy distribution function of each particle for each corresponding case is re-written as:

\[ F_{\text{re}}(E) = \frac{f_{0,1}(p + 2)}{n_0 E_{\text{cut}}} \left( \frac{E}{E_{\text{cut}}} \right)^{-\gamma} , \quad (21a) \]

\[ F_{\text{re}}(E) = \left\{ \begin{array}{ll} \frac{1}{n_0} \frac{(p + 2)f_{\text{pre},2}(E)}{E_{\text{cut}}} \left[ 1 - \left( \frac{E}{E_{\text{min}}} \right)^{p-r} \right] & \text{if } s \neq p \\ \frac{1}{n_0} (p + 2)f_{\text{pre},2}(E) \log \left( \frac{E}{E_{\text{min}}} \right) & \text{if } s = p. \end{array} \right. \quad (21b) \]

If \( s \neq p \) and for \( E \gg E_{\text{min}} \), we can re-write the energy distribution function as (see also Eq. (8) of Kang & Ryu 2011):

\[ F_{\text{re}}(E) = \frac{1}{n_0} \frac{p + 2}{|p-s|} f_{0,2} \left( \frac{E}{E_{\text{min}}} \right)^{-\gamma} , \quad (22) \]

where \( r = \text{min}(s,p) \).

We note that for both the Dirac delta function and power-law cases, the pre-shock and post-shock CR number densities, \( N_{\text{CR,pre}} = \int f_{\text{pre}}(E)dE \) and \( N_{\text{CR,re}} = n_0 \int F_{\text{re}}(E)dE \), are mathematically related as follows:

\[ N_{\text{CR,pre}} = \frac{p + 2}{p - 1} N_{\text{CR,re}}. \quad (23) \]

This relation basically reflects the effect of compression, and it is only a function of \( p \). Analogously, the pre-shock and post-shock CR energy densities are related as

\[ E_{\text{CR,pre}} = \frac{p + 2}{p - 2} E_{\text{CR,re}}. \quad (24) \]

The normalization factors, \( f_{0,1} \) and \( f_{0,2} \), are usually set by the ratio of upstream CR electron pressure to gas pressure, \( R = P_{\text{CR,pre}}/P_{\text{g,pre}} \) (see Kang et al. 2012), where \( P_y = (\gamma_0 - 1)p_e \). Here, \( R \) is a parameter that will be scaled to match the observed fluxes of radio relics. Nevertheless, it will not be relevant for the research question that we pursue in this work because \( R \) effectively only re-scales the particle energy spectrum.

Finally, the complete electron distribution at the shock location can be written as a sum of the re-accelerated and freshly injected electron populations,

\[ F(E) = F_{\text{re}}(E) + F_{\text{inj}}(E). \quad (25) \]

We point out that the relative significance of the freshly injected and re-accelerated electron populations is ruled by the normalization constants \( f_0 \) (\( f_{0,1} \) and \( f_{0,2} \) for the two cases considered in Eqs. (20a) and (20b)) and \( f_{0,\text{inj}} \) and the slopes \( p \) and \( s \) in our model.

### 3.2. Synchrotron emission

The synchrotron emissivity of a tracer particle in a local magnetic field \( B' \) in the direction \( \hat{n}'_{\text{los}} \), per unit solid angle, volume and frequency is given by

\[ J'_{\text{syn}}(\nu_{\text{obs}}, \hat{n}'_{\text{los}}, B') = \int N(E') P(\nu_{\text{obs}}, E', \phi')dE'd\Omega', \quad (26) \]

where \( P(\nu_{\text{obs}}, E', \phi') \) is the synchrotron power per unit frequency and unit solid angle emitted by a single particle that has energy \( E' \) and \( \phi' \) is the angle that the velocity vector of the particle makes with the direction \( \hat{n}'_{\text{los}} \). Following Ginzburg & Syrovatskii (1965), the synchrotron emissivity in units of [erg cm\(^{-3}\) s\(^{-1}\) Hz\(^{-1}\) str\(^{-1}\)] is

\[ J'_{\text{syn}}(\nu_{\text{obs}}, \hat{n}'_{\text{los}}, B') = \frac{\sqrt{\pi} \nu_{\text{obs}}^3}{4\pi m_e c^3} |B' \times \hat{n}'_{\text{los}}| \int N(E') F(\xi) \, d\xi', \quad (27) \]

where all primed quantities are evaluated in the local comoving frame, and \( \hat{n}'_{\text{los}} \) is the unit vector in the direction of the line of sight in the comoving frame and \( F(\xi) \) is a Bessel function integral given by

\[ F(\xi) = \xi \int_\xi^{\xi_{\text{cut}}} K_{3/2}(z') \, dz', \quad (28) \]

where

\[ \xi = \frac{\nu_{\text{obs}}}{\nu_c} = \frac{4\pi m_e c^3 \nu_{\text{obs}}}{3eE'[B' \times \hat{n}'_{\text{los}}]^2}. \quad (29) \]

where \( \nu_c \) is defined as the critical frequency at which the emission peaks. We note that strictly speaking only those particles with a pitch angle coinciding with the angle between \( B' \) and \( \hat{n}'_{\text{los}} \) contribute to the emission along the line of sight in Eq. (27). Nevertheless, in this work, we assume an isotropic distribution of pitch angles.

Once the synchrotron emissivity is interpolated back onto the Eulerian grid, the specific intensity maps can then be obtained by integrating along a line of sight as

\[ I_c = \int J'_{\text{syn}}(\nu_{\text{obs}}, x, y, z) \, dz, \quad (30) \]

in units of [erg cm\(^{-2}\) s\(^{-1}\) Hz\(^{-1}\) str\(^{-1}\)]. The observed flux is estimated assuming a Gaussian beam with \( \theta \) width. The surface

\[ \text{footnote 3} \text{ Similarly to } p, s = s_p - 2, \text{ where } s_p \text{ is the spectral index of the distribution function in momentum space.} \]
Fig. 3. Volume rendering of the synchrotron emissivity rendering in code units at 650 MHz (left) and 18.6 GHz (right) for the fresh-injection model (top row: case $M_{cr} = 1$; see Sect. 4.2) and the re-acceleration model (bottom row: case $s = 2.25$). All renderings correspond to the $M_i = 3$ case at $t = 184.7$ Myr.

brightness maps in units of [mJy beam$^{-1}$] are obtained computing $S_\nu \approx I_\nu \theta^2$, where $\theta^2 = \pi \theta_1 \theta_2 / (4 \ln(2))$ is the beam area of the telescope. Finally, the integrated spectra (or net flux) can be obtained by integrating the specific intensity $I_\nu$ over the area covered by the source in the plane of the sky, that is

$$F_\nu(\nu) = \int I_\nu(\nu, x, y) dxdy,$$

in units of [erg s$^{-1}$ Hz$^{-1}$ str$^{-1}$].

4. Results

4.1. The shock front

We start by displaying the three-dimensional (3D) renderings of the synchrotron emissivity produced by an initial $M_i = 3$ shock at $t = 184.7$ Myr in the fresh-injection and re-acceleration models at low (650 MHz) and very high (18.6 GHz) frequencies in Fig. 3. The turbulent pre-shock ICM (see Sect. 2.1) naturally induces fluctuations at the shock front as it is propagating through the simulation box. These fluctuations determine the variation in the energy spectrum of Lagrangian particles at the shock. However, as illustrated in Fig. 3, it is obvious that thermal and fossil electrons injected into DSA yield different fluctuations. This disparity will be thoroughly examined in the subsequent sections of this paper.

It would be instructive to first show how some fluid variables change at the shocked cells as function of time. In the upper row of Fig. 4, we show the evolution of the shock’s Mach number, $M$, of the shock cells in the 3D computational volume for the three different initial Mach numbers of the shock, $M_i$. This evolution is mainly determined by (1) the pre-shock rms Mach number and (2) $M_i$. We find that higher $M_i$’s produce more extended tails and higher standard deviations in the PDF. In particular, an increment of 0.5 in $M_i$ results in an increment of $\sim 0.05$ in the standard deviation $\sigma_M$ (see lower row of Fig. 4).

The Mach number we infer from observations is inherently influenced by the projection of phenomena onto the plane of the sky. Consequently, we present the statistical distribution of the projected Mach number in the lower row of Fig. 4. This perspective provides a supplementary understanding of how projected characteristics differ from the actual 3D data. We define the Mach number on the two-dimensional (2D) $X$–$Y$ plane projected along the $Z$-axis as

$$M_w = \frac{\int M w dZ}{\int w dZ},$$

where $w$ is a selected weight. We note here that the projected Mach number weighted with the emission is not the same as the Mach number that can be obtained from radio observations. We recall that the Mach number, as determined from radio observations, relies on a two-step process. Initially, the spectral index of the radio spectra is computed across multiple frequencies. Subsequently, this spectral index is employed to infer the Mach number, utilizing DSA. (see Eq. (28) of Domínguez-Fernández et al. 2020).

As can be seen from the lower row of Fig. 4, the projected Mach number weighted with the radio emission could give rise
to a large discrepancy when compared to the projected Mach number weighted with other fluid quantities such as the density or the magnetic field. We see that the standard deviation, $\sigma_M$, and mean, $\bar{M}$, are larger, if the Mach number is weighted with the radio emission. On the other hand, we do not find significant differences in the projected Mach number when radio emissions at different frequencies are used as weights. Nevertheless, as we will show in the following sections, there is a varying “degree of patchiness” in radio relics with frequency. In Appendix C we additionally show that the $\sigma_M$ obtained weighting with the emission from the fresh injection model is larger than the $\sigma_M$ where the radio emission from the re-acceleration model is used. This happens due to the different degrees of patchiness achieved in both the fresh injection and re-acceleration models. We expect that this effect as observed in surface brightness maps can introduce a bias between the real and radio inferred Mach numbers. However, we leave this type of analysis relating the current work to observations to a future work.

### 4.2. Surface brightness maps

We start by showing the normalized surface brightness maps for selected cases of the simulations described in Table 1 at 150 MHz, 1.5 GHz, 14.25 GHz, and 18.6 GHz at two different time steps. In this section, we only show the surface brightness maps corresponding to the $M_t = 3$ case, while we recall that our general results also include the $M_l = 2$ and $M_t = 2.5$ cases. A $M \sim 3$ shock should be the most representative example because several radio relics observations have reported similar Mach number values inferred either from radio or X-ray.

In Figs. 5 and A.1, we show the corresponding maps for the fresh-injection model with the two critical Mach numbers studied, namely $M_{cr} = 1$ (left-hand-side) and $M_{cr} = 2.3$ (right-hand-side) in the first row. In the second row, we show the corresponding surface brightness maps for the re-acceleration model assuming a fossil electron population represented by a Dirac delta $f_{pre,1}$ (see Eq. (20a)). On the left-hand-side, we show the maps where $\gamma_{cut} = 10^2$ and on the right-hand-side, those where $\gamma_{cut} = 10^3$. Finally, on the third row, we show the maps corresponding to the fossil electron population that is represented by a power law ($f_{pre,2}$ see Eq. (20b)). On the left-hand-side, we show the case where the parameter $s = 2.25$ is assumed, while on the right-hand-side, we show the $s = 3$ case.

Figure 5 illustrates the early propagation of the radio shock front at $t = 102.7$ Myr. The shock front is located at $x/x_0 \sim 0.5$ (see also Fig. 2 for a reference; note that here $x_0 = 100$ kpc) and the extent of the downstream region is $\sim 30$ kpc at 150 MHz. At this stage, we can already observe significant differences comparing the four frequencies, namely, 150 MHz, 15 GHz, 14.25 GHz, and 18.6 GHz, for each model considered. From this visualization, we can argue that different observing frequencies may result in different pictures for the radio substructures generated at the shock front. In particular, we observe that both models, namely, the fresh-injection and re-acceleration models, can produce patchiness along the radio shock front. However, as it can be seen from Fig. 5, the fresh-injection model produces more patchy substructures than the re-acceleration model.

It shall be noted that the shock front has a “distribution of Mach numbers”, and it is the Mach numbers distribution that defines the observed morphology in the radio emission; the radio substructures are fully defined by the initial mean strength of the shock in our simulations, hence the mean of the Mach number distribution, namely, $\bar{M}$, along with the spread of the Mach number distribution, $\sigma_M$ (see Sect. 4.1). As we further discuss in Sect. 4.3, the generation of patchy radio structures is more pronounced if the Mach number distribution at the shock front contains a large amount of $M \lesssim 2.5$. This remains true for both the...
Fig. 5. Normalized surface brightness maps of the shock front for the $M_i = 3$ case in the fresh-injection model (first row) and re-acceleration model with a Dirac Delta (second row) and a power-law (third row) fossil populations. Each sub-panel shows four different frequencies, namely 150 MHz, 1.5 GHz, 14.25 GHz, and 18.6 GHz. The first (last) four columns correspond to $M_i = 1$ ($M_i = 2.3$), $\gamma_{\text{cut}} = 10^2$ ($\gamma_{\text{cut}} = 10^3$), and $s = 2.25$ ($s = 3$), respectively. The time-step selected of the simulation is 120.7 Myr (see the top corner of each sub-panel).
fresh-injection and re-acceleration models. However, the CRE energy spectrum has a different dependency on the Mach number values in the two models, which leads to slightly different radio substructures.

We present identical surface brightness maps to those in Fig. 5, albeit for a different snapshot, in Appendix A. In Fig. A.1, we show the radio shock at \( t = 184.7 \) Myr. In this case, the shock front is located almost at the right end of region III at \( x/x_0 \sim 1.75 \) and the extent of the downstream region is \( \sim 80 \) kpc at 150 MHz. Similar to Fig. 5, the Mach number distribution of the shock surface determines the radio substructures generated at the shock front. Further downstream, these substructures are additionally defined by the mixing of emission with different spectral ages. In the following, we use the surface brightness maps from Figs. 5 and A.1 to examine two limiting cases of radio shocks in the ICM. These cases serve as comparative benchmarks, focusing on two distinct downstream widths, with the larger width being most representative of a typical radio relic scenario. We also refer to Appendix A for additional information on the simulated radio emission such as spectral index maps and profiles.

### 4.3. Degree of patchiness

A good first order approximation to quantify the amount of substructure in radio relics is by computing the relative surface brightness fluctuations or perturbations,

\[
\delta S_\nu = \frac{S_\nu}{\bar{S}_\nu} - 1, \tag{33}
\]

where \( \bar{S}_\nu \) is the mean surface brightness of the selected area. In this work, we use \( \delta S_\nu \) to define the “degree of patchiness or substructure” in radio relics. Within this definition, radio relics will have a higher degree of patchiness or substructure if the spread of \( \delta S_\nu \) is larger. We calculated \( \delta S_\nu \) within a spatial domain of \( 35 \) kpc \( \times 200 \) kpc \( \times 200 \) kpc at \( t = 102.7 \) Myr and extended it to \( 85 \) kpc \( \times 200 \) kpc \( \times 200 \) kpc at \( t = 184.7 \) Myr. With this selection we ensure a through coverage of the downstream region in both snapshots.

In Fig. 6 we show the \( \delta S_\nu + 1 \) distributions at \( t = 184.7 \) Myr for all the 6 models and 6 frequencies: 150 MHz, 650 MHz, 1.5 GHz, 6.5 GHz, 14.25 GHz and 18.6 GHz. We compare each distribution corresponding to a different frequency with the distribution at the lowest frequency, namely, 150 MHz. In all the models we find that the higher the frequency, the larger the spread of \( \delta S_\nu \). In other words, the radio shock front has a higher degree of patchiness or substructure at higher frequencies.

As mentioned before, the substructure will be defined by the Mach distribution at the shock front which in turn depends on the pre-shock medium. Hence, a large standard deviation of \( \delta S_\nu \), \( \sigma_{\delta S_\nu} \), is a consequence of a large spread of the Mach number distribution, \( \sigma_M \).

In Fig. 7 we plot \( \sigma_{\delta S_\nu} \) as function of frequency for all the studied models. We considered again two simulation time-steps, \( t = 102.7 \) Myr and \( t = 184.7 \) Myr. This figure summarizes all the information from all our models, and we discuss the main findings in the following:

(i) **Low and high frequencies.** A visual inspection of Figs. 5–A.1 reveals a patchier emission at high frequencies compared to lower frequencies. We observe almost no distinction between the surface brightness maps at 14.25 GHz and 18.6 GHz in all our models. This is confirmed in the phase-plots shown in Fig. 6 where we can see that \( \delta S_\nu + 1 \) reaches the highest values at the highest frequencies for both the fresh-injection and re-acceleration models. The largest discrepancies between high (18.6 GHz) and low (150 MHz) frequencies can be more clearly seen in Fig. 7 where the standard deviation of the corresponding distribution can be as large as \(~7\) times the standard deviation of the 150 MHz distribution in the fresh-injection model. The same trend follows in the re-acceleration models except that here, the standard deviation of the distribution can be as large as \(~2.5\) and \(~2\) times the standard deviation of the 150 MHz distributions, respectively for the Dirac delta and power-law fossil electron populations.

(ii) **Initial Mach number.** The larger \( M_i \), the less patchy the radio emission. This is expected as a stronger shock can more easily compress and amplify the magnetic field along the shock. This is again reflected in Figs. 6 and 7, where the \( M_i = 3 \) leads to the lowest values of \( \delta S_\nu + 1 \) and therefore, the lowest values of \( \sigma_{\delta S_\nu} \). As mentioned in the point above, we observe increasing trends of the standard deviation with the frequency in Fig. 7 for the three \( M_i \) cases. However, the trend can especially steepen for the \( M_i = 2 \) case in the fresh-injection model. This happens because in the fresh-injection model, the differences between the spectral normalization factors corresponding to \( M_i = 2 \) and \( M_i \geq 3 \) regions can be very large (see Appendix C). Since in this model, the emission will ultimately be biased towards regions where there is higher compression (higher Mach number), then we expect larger variations/fluctuations in the surface brightness maps when the distribution of Mach numbers at the shock front contains a significant amount of low Mach numbers (see first row of Fig. 4 in Sect. 4.1). Finally, we note that the re-acceleration models in the \( M_i = 2.5 \) and \( M_i = 3 \) cases can reproduce similar degrees of patchiness (see last four panels of Fig. 7).

(iii) **Fresh-injection model (Critical Mach number).** At any \( M_i \) it will be hard (or almost impossible) to visually distinguish only from surface brightness variations different \( M_i \) models. In the \( M_i = 2.5 \) and \( M_i = 3 \) cases, there is no significant distinction between a model forbidding an acceleration below \( M_i = 1 \) or \( M_i = 2.3 \) at all frequencies (see Fig. 5). This is quantitatively better observed in the top row of Fig. 6, where the \( \delta S_\nu + 1 \) values are comparable in both the \( M_i = 1 \) and \( M_i = 2.3 \) cases. This changes significantly in the \( M_i = 2 \) case where we see the highest values of the standard deviation in comparison to the stronger shocks with \( M_i = 2.5 \) and \( M_i = 3 \) (see Fig. 7). In fact, in this case we observe the largest discrepancies between the standard deviation of the \( M_i = 1 \) and \( M_i = 2.3 \) cases, with the latter yielding higher values. This last result happens due to the fact that only a low percentage of the Mach number distribution at the shock front (see left panel of Fig. 4) is contributing to the emission, namely, the high-end tail of the distribution. Despite the different \( M_i \), the discrepancies in the surface brightness are not very pronounced, primarily because the radio emissivity is known to be biased towards higher Mach numbers in the fresh-injection model (see, e.g., Roh et al. 2019; Domínguez-Fernández et al. 2020; Wittor et al. 2021). Therefore, we conclude that the \( M_i \) parameter has a minor impact in our results.

(iv) **Re-acceleration model (Energy of fossil electrons \( \gamma_{\text{cut}} \)).** The smaller the \( \gamma_{\text{cut}} \), the larger the fluctuations or the more patchy the substructure will look like. Indeed, the two columns of the middle row in Fig. 7 show that the \( \delta S_\nu + 1 \) values are higher in the \( \gamma_{\text{cut}} = 10^2 \) case by less than a factor 2 when compared to the \( \gamma_{\text{cut}} = 10^3 \) case. These differences are naturally subtle. Therefore, we conclude that in a re-acceleration model with a fossil population characterized by a Dirac delta, the parameter \( \gamma_{\text{cut}} \) does not impact our main two results, namely, the higher the frequency
Fig. 6. Phase plots of the $\delta S_{\nu}/\bar{S}_{\nu} + 1$ distribution at $t = 184.7$ Myr for all our models at all frequencies versus the same distribution but at 150 MHz. The top, middle and bottom rows correspond to the fresh injection model, the re-acceleration model assuming a Dirac Delta pre-existing distribution function and the re-acceleration model assuming a power-law pre-existing distribution function, respectively. The differences between the columns correspond to the different parameters studied first (second) column correspond to $M_{\text{cr}} = 1$ ($M_{\text{cr}} = 2.3$), $\gamma_{\text{cut}} = 10^2$ ($\gamma_{\text{cut}} = 10^3$) and $s = 2.25$ ($s = 3$) in the first, second and third rows, correspondingly.

Fig. 7. Standard deviation of the $\delta S_{\nu}$ distribution for all our models at all frequencies. Two simulation time-steps are shown: $t = 102.7$ Myr (higher transparency) and $t = 184.7$ Myr (no transparency). The first two panels correspond to the fresh injection model ($M_{\text{cr}} = 1$ and $M_{\text{cr}} = 2.3$ parameters), the third and fourth panels refer to the re-acceleration model, assuming a Dirac Delta pre-existing distribution function ($\gamma_{\text{cut}} = 10^2$ and $\gamma_{\text{cut}} = 10^3$ parameters), and the fifth and sixth panels refer to the re-acceleration model assuming a power-law pre-existing distribution function ($s = 2.25$ and $s = 3$ parameters).
and/or the lower the mean strength of the shock (or the parameter $M_i$ in this study), the larger the surface brightness fluctuations.

(v) **Re-acceleration model (Energy spectral index $s$).** The steeper the power-law fossil spectrum is (larger value of $s$), the larger the fluctuations or the more patchy the substructure will look like. Similar to the other re-acceleration model where we assumed the fossil electron population is characterized by a Dirac delta function, the differences in the $\delta S_{s+1}$ values between the $s = 2.25$ and $s = 3$ cases are subtle with less than a factor 2 difference in their values. Yet here, the nature of these differences lies in: (1) the proportion of particles at the shock front which would acquire a re-acceleration spectrum with an $s$ or $p$ power-law index and (2) the normalization factor. For example, for the $s = 2.25$ case, spectra with index $r \approx s$ will mainly dominate the emission, whereas for the $s = 3$ case, spectra with index $r \approx p$ will dominate. On the other hand, the normalization factors in the $s = 2.25$ case are larger for the spectra with index $r \approx p$ while in the $s = 3$ case, the spectra with index $r \approx s$ have larger normalization factors.

(vi) **Evolution of the shock.** In general, the degree of surface brightness fluctuations at the shock front is not expected to be global and will be susceptible to the local environment within the galaxy cluster. For this reason, we analyzed two different time-steps of our simulations. The net result is drawn in Fig. 7 where we show $\sigma_{S_{s}}$ as function of frequency at $t = 120.7$ Myr (high transparency) and $t = 184.7$ Myr (no transparency). At $t = 184.7$ Myr the shock entails more surface brightness fluctuations and therefore, larger values of the $\sigma_{S_{s}}$. This is observed for both the fresh-injection and re-acceleration models. Past studies of shocks in simulated galaxy clusters show that relic shocks should have a broad Mach number distribution (see Ryu et al. 2003). Therefore, we consider our results from this time-step to be a more realistic representation of how can surface brightness fluctuations vary with frequency in different models. We would like to emphasize that (as mentioned in Sect. 1, shocks with $M_i = 2$ are not theoretically expected to be sites of DSA, given that the critical Mach number is typically found to be around $M_{cr} \sim 2.3$. However, observations often infer Mach numbers using simplified assumptions from both X-ray and radio data, suggest the involvement of such weak shocks, or even weaker, in the DSA process. Our results intriguingly suggest that if this is indeed the case, and the fresh injection model is at play, significant differences in radio morphologies between low and high frequencies should be observable. This is clearly illustrated in the first two panels of Fig. 7, where we observe substantial disparities in $\sigma_{S_{s}}$.

Finally, in the context of the fresh injection model, it is widely acknowledged in the literature that $\eta(M)$ is an increasing function with the Mach number (Kang et al. 2007; Kang & Ryu 2013; Caprioli & Spitkovsky 2014; Ryu et al. 2019). In Appendix B, we additionally explore various toy $\eta(M)$ models to investigate whether the already found trends can be altered. Physically, it is impossible for the efficiency to increase with weaker shocks, which means $\eta(M)$ should be a decreasing function with the Mach number. Therefore, in Appendix B, our analysis is restricted to hypothetical models featuring efficiency functions that display more pronounced increases than the currently accepted theoretical models.

We show that stepper models, which assign greater weight to larger Mach numbers, result in a higher degree of patchiness or substructure. Across most of our models, we observe that $\sigma_{S_{s}}$ increases with the observing frequency, consistent with the findings discussed in this section. However, one exception is our steepest $\eta(M)$ model, which exhibits minimal change in $\sigma_{S_{s}}$ when the observing frequency is increased. Nonetheless, both high and low frequencies would render a radio relic notably patchy or with a high degree of patchiness.

In summary, our conclusions regarding the fresh injection model are twofold: (1) steeper $\eta(M)$ models consistently lead to a higher degree of patchiness and (2) increasing $\eta(M)$ functions generally reproduce the previously discussed trend, wherein a radio relic appears patchier at higher frequencies. This is in alignment with the results presented in this section.

### 4.4. Beam and resolution effects

So far, we have shown that under the current accepted theories of particle acceleration, radio relics should appear to be patchier at very high frequencies. While this is a general consequence of the underlying physical processes along with the observing frequency, in this section, we focus on how much the surface brightness variations can change if one takes into account different beam resolutions. At the end of this section, we also discuss the role of numerical resolution.

The linear size of radio relics is of the order of up to a few Mpc. Due to our periodic boundary conditions in the $y$ and $z$ dimensions (as described in Sect. 2.2) and the planar nature of the propagating shock, we can confidently stack our surface brightness maps to mock a larger radio shock without any loss of generality. We stacked our surface brightness maps in the $y$-direction to mock a 3 Mpc radio shock; that is, we stacked 15 surface brightness maps each with an extension of 200 kpc in the $y$-direction (see Fig. 5). Taking as an example the CIZA J2242.8+5301 cluster ($z = 0.1921$) to quote the corresponding linear length of the full width half maximum (FWHM). The last column mentions the telescope and reference that we considered for our mock radio maps. Note: the radio maps in Loi et al. (2020) quote a resolution of $72'' \times 72''$ (FWHM = 238.8 kpc) for the Effelsberg observation and $54'' \times 54''$ (FWHM = 179.1 kpc) for the SRT observation, which are too large compared to our simulation box. Therefore, we have selected a conservative beam of 20'' for these two radio maps.

### References

(a) Hoang et al. (2017), (b) Stroe et al. (2013), (c) Di Gennaro et al. (2018), (d) Loi et al. (2020).

### Table 2. Restoring beam sizes assumed for smoothing the emission maps at each observing frequency.

<table>
<thead>
<tr>
<th>Beam</th>
<th>FWHM [kpc]</th>
<th>$\nu$ [GHz]</th>
<th>Telescope</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5'' \times 5''$</td>
<td>16.6</td>
<td>0.15</td>
<td>LOFAR (a)</td>
</tr>
<tr>
<td>$5'' \times 5''$</td>
<td>16.6</td>
<td>0.65</td>
<td>GMRT (b)</td>
</tr>
<tr>
<td>$5'' \times 5''$</td>
<td>16.6</td>
<td>1.5</td>
<td>VLA (c)</td>
</tr>
<tr>
<td>$20'' \times 20''$</td>
<td>66.3</td>
<td>14.25</td>
<td>Effelsberg (d)</td>
</tr>
<tr>
<td>$20'' \times 20''$</td>
<td>66.3</td>
<td>18.6</td>
<td>SRT (d)</td>
</tr>
</tbody>
</table>

Notes. We considered the redshift of the CIZA J2242.8+5301 cluster ($z = 0.1921$) to quote the corresponding linear length of the full width half maximum (FWHM). The last column mentions the telescope and reference that we considered for our mock radio maps. Note: the radio maps in Loi et al. (2020) quote a resolution of $72'' \times 72''$ (FWHM = 238.8 kpc) for the Effelsberg observation and $54'' \times 54''$ (FWHM = 179.1 kpc) for the SRT observation, which are too large compared to our simulation box. Therefore, we have selected a conservative beam of 20''. For these two radio maps.
Fig. 8. Standard deviation of the $\delta S_\nu$ distribution normalized by that at 150 MHz at the shock-front at 184.7 Myr for all our models at all frequencies. The top, middle and bottom rows correspond to the fresh injection model, the re-acceleration model assuming a Dirac Delta pre-existing distribution function and the re-acceleration model assuming a power-law pre-existing distribution function, respectively. The first and third columns show the results from the original maps and the second and fourth columns show the results of the map smoothed with $5'' \times 5''$ (dot-dashed) and $20'' \times 20''$ (dashed) beam sizes.
higher frequencies diminishes considerably when we consider a beam size of $20'' \times 20''$. In particular, if the shock front is composed of a Mach number distribution that is not broad enough, for instance, when a shock in its early propagation, the relic should be observed with the same degree of patchiness at low and high frequencies. This can be clearly observed in the second and fourth columns of Fig. 8 where the dashed lines denote the results of our analysis with a beam size of $20'' \times 20''$. Moreover, we note that even if the Mach number distribution is broad as expected from theory, a $20'' \times 20''$ beam size would not be enough to capture the underlying surface brightness differences at different frequencies. The panorama is slightly better for a $5'' \times 5''$ beam size, where the trend of having a patchier radio relic as frequency increases could be recovered. This suggests that the shock front should comprise a Mach distribution function with a spread $\sigma_M \gtrsim 0.3$–0.4 (see Fig. 4) for us to be able to observe differences between low and high frequencies.

Next, we plot in Fig. 9 additional statistics of the $\delta S_\nu$ distribution: skewness (denoted as $g$) and kurtosis (denoted as $G$). We use the SciPy package (Virtanen et al. 2020) to compute both. The sample skewness and kurtosis are defined according the Fisher’s definition as

\begin{equation}
    g = \frac{m_3}{m_2^{3/2}},
\end{equation}

and

\begin{equation}
    G = \frac{m_4}{m_2^2} - 3,
\end{equation}

respective, where

\begin{equation}
    m_i = \frac{1}{N} \sum_{n=1}^{N} (x[n] - \bar{x})^i
\end{equation}

is the biased sample $i$th central moment, and $\bar{x}$ is the sample mean. These higher order statistics show that the higher the frequency the more the $\delta S_\nu$ distribution is asymmetric and heavy-tailed. In particular, a large kurtosis signals non-Gaussianity and super-Gaussian tails on the PDF. This trend is persistent both in the fresh-injection model and the re-acceleration model with power-law fossil electrons. Nevertheless, it is easy to see that the fresh-injection model leads to larger values of the kurtosis and skewness than the re-acceleration model. A larger difference between these two models can be better seen at lower $M_i$ (see, e.g., the $M_i = 2$ case in Fig. 9). As expected, a larger beam size smooths out the radio substructure leading to lower skewness and kurtosis values, namely, the $\delta S_\nu$ distribution approaches a normal distribution. Finally, we note that in all cases, the distribution is positively skewed.

All these results imply the same findings as described above: (1) the higher the frequency, the larger the degree of patchiness, (2) the larger the initial Mach number of the shock, the more patchy the radio emission and (3) the larger the beam size, the smaller the degree of patchiness. Therefore, the measure of $\sigma_{\delta S_\nu}$ at different frequencies would suffice to probe the degree of patchiness of radio relics. As such, we propose it as a potential tool for extracting merger shock properties as well as information about particle acceleration processes at shocks.

Finally, we investigate the influence of numerical resolution on our findings. We conducted simulations at three different resolutions: $128 \times 64 \times 64$ cells, $256 \times 128 \times 128$ cells, and $512 \times 256 \times 256$ cells, all for the fresh injection model under the conditions of $M_i = 3$ and $M_{\text{cr}} = 1$. It is important to note that we did not run simulations at higher resolutions across all our models due to the significant computational demands, particularly when dealing with the energy spectra of $25 \times 165 \times 824$ Lagrangian particles in conjunction with the Eulerian code. However, as we go on to demonstrate below, doubling the resolution from our current setting has a minimal impact on our primary outcomes. We also refer to Appendix C of Domínguez-Fernández et al. (2020) for a detailed discussion of the differences between high and medium-resolution runs.

In the left panel of Fig. 10, we show that differences among the three different resolutions are only discernible at high frequencies. At 18.6 GHz, the lowest resolution yields a
Fig. 10. Standard deviation of the $\delta S_\nu$ distribution normalized by that at 150 MHz at the shock-front for the $M_0 = 3$ case at all frequencies for the $M_c = 1$ fresh injection model at $t = 187.4$ Myr. We show the result for three different numerical resolutions. The first column shows the results from the original maps and the second column the results from the smoothed maps, similarly to Fig. 8.

percentage difference in $\sigma_{\delta S_\nu}/\sigma_{\delta S_{180}}$ compared to the highest resolution of approximately 16%. However, doubling the resolution results in a modest enhancement of approximately 8%. This finding affirms that our chosen resolution is well-suited for the objectives of this study. In the right panel of Fig. 10, we present the corresponding trends obtained from smoothing the surface brightness maps for completeness. We recall that this analysis was done using also a stacked image, which incorporates the surface brightness map featuring a 3 Mpc radio shock.

5. Summary and conclusions

In this work, we aimed at studying the fluctuations of radio surface brightness or what we numerically define as a patchiness among radio relics, at high ($\gtrsim 10$ GHz) and low ($\lesssim 5$–6 GHz) frequencies by assuming the two current accepted theories of CR acceleration that we have at hand: (1) the fresh injection model, in which electrons from the thermal pool are injected into the DSA, and (2) the re-acceleration model, in which already mildly relativistic electrons are injected into the DSA. We have studied shock waves with $M = 2.5, 3$ propagating through a magnetized medium with decaying solenoidal subsonic turbulence representing a small fraction of the ICM. We performed hybrid simulations where the MHD Eulerian grid represents the thermal fluid, while Lagrangian particles represent CR electrons. The CR electrons are injected at the shock discontinuity assuming DSA and evolved according to a simplified cosmic-ray equation including adiabatic, synchrotron and Inverse Compton losses.

The premise of our work is simple, demonstrating that in the presence of pre-shock fluctuations in the ICM, the shock front part of a radio relic is bound to have substructure both at low and high frequencies. However, we find that the radio substructures differ under the assumption of the fresh injection or re-acceleration models as a consequence of the underlying differences between the two physical processes.

Our findings can be summarized as follows:

(i) We find an increasing degree of patchiness with frequency, both in the fresh injection and re-acceleration models. We suggest that quantifying the degree of patchiness with the standard deviation of the relative surface brightness fluctuations, $\sigma_{\delta S}$, suffices to probe this trend across different frequencies. We find that in the fresh injection model, the standard deviation at 18.6 GHz is $\sim 7$ times larger than that at 150 MHz. In contrast, in the re-acceleration models, the standard deviation at 18.6 GHz is $\sim 2$–2.5 times larger than at 150 MHz. Therefore, the re-acceleration model produces smoother radio structures compared to the fresh injection model.

(ii) The Mach number distribution of the shock front plays the main role in the observed surface brightness substructure. We find that the shock front should comprise a Mach number distribution function with a spread $\sigma_M \gtrsim 0.3$–0.4 to enable the observation of differences between low and high frequencies at a 5″ × 5″ resolution.

(iii) We find that the larger the mean Mach number of the shock (or $M_0$), the less patchy the radio emission. Patchiness arises if the distribution of Mach number characterizing the shock front encompasses a large percentage of low Mach numbers ($M \lesssim 2.5$).

(iv) The projected Mach number weighted with the synchrotron emissivity shows the largest discrepancies with respect to other weights such as the density, temperature or magnetic field. This is particularly shown in the standard deviation of the projected Mach number. This projection effect adds to the problem where larger Mach number values are inferred from radio compared to those inferred from X-ray.

(v) A steeper $\eta(M)$ model leads to a higher degree of patchiness or more substructure in the radio emission. Our study shows that comparing the degree of patchiness within radio relics at across a broad range of frequencies allows us to retrieve information about particle acceleration processes at shocks in the ICM. For instance, we have explored its potential to unveil details about the dispersion of the Mach distribution function and the steepness of the acceleration efficiency function. While a more extensive parameter study, incorporating various pre-shock turbulent conditions, is required for formulating a definitive formula for the former, we propose that analyzing the degree of patchiness represents a promising, novel, and robust addition to the traditional observational techniques.

We have shown that, in general, the fresh-injection model can lead to very patchy radio relics while the re-acceleration model leads to smoother ones. Nevertheless, it shall be noted that our modeling is based on a uniformly spaced distribution of fossil electrons. There are few observational examples in which CREs may spread-out up to very large scales in the ICM (see, e.g., Brienza et al. 2021, 2022, for observations showing the late evolution of multiple generations of CREs associated to active-galactic-nuclei bubbles). Yet, this evidence is showing us how complicated and unlikely it would be to get a spatially uniform fossil population such that it reproduces the whole extent of Mpc relics. While this would pose a limitation of our work, this
essentially means that it would also be difficult to numerically reproduce very smooth radio relics at low frequencies with the re-acceleration model.

Additionally, we did not consider an acceleration efficiency depending on $\delta$ in our fresh-injection model. While this dependency has been considered in other works (see, e.g., Vazza et al. 2016; Pais et al. 2018; Banfi et al. 2020), we restricted ourselves to study only the Mach number dependency because adding another degree of freedom to the acceleration efficiency will further narrow down the locations of emission. As a consequence, this will lead to a more pronounced patchiness in the radio emission along the shock front, ultimately resulting in a heightened degree of patchiness in radio relics. Hence, we anticipate that this variable will not only leave our main result unaffected, but also reinforce it.

It is important to highlight that the main focus of this paper has been to study the physical processes accountable for generating patchiness in radio relics. On top of that, observational factors like sensitivity, resolution image noise, and so on, can influence the perceived surface brightness morphology. Such morphological differences caused by instrumental effects differ conceptually from the physical mechanisms we have explored in this study and therefore, should be studied carefully in future work.

Recent works have started to show high quality data where more statistics beyond integrated quantities are being taken into account (see, e.g., Rajpurohit et al. 2018, 2020, 2021, 2022). While at very high frequencies this may pose more observational challenges due to a limited resolution, conducting similar studies at both low and high frequencies could provide a more robust constraint on radio fluctuations along the shock front. This approach will help us determine whether a frequency-dependent patchiness trend, specifically an increasing $\delta_S$, with frequency, is consistently observable in various radio relics. In a future work, we will study the instrumental effects and make a careful comparison with a selection of observations.
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Appendix A: Spectral features

In this appendix, we show additional information about the modeled radio emission in our simulations with the purpose of providing a complete view of the simulated radio shock. In Fig. A.1, we show the radio shock at $t = 184.7$ Myr. In this case, the shock front is located almost at the right end of region III at $x \approx 1.75$. In Fig. A.2, we show the spectral index maps of the $M_i = 3$ case. We computed these maps with the following equation:

$$\alpha(x, y) = \frac{\log[I_r(x, y)/I_r(x, y)]}{\log(v_2/v_1)},$$

where $I_r$ was defined in Eq. 30. In Fig. A.2, we considered $v_1 = 150$ MHz and $v_2 = 650$ MHz. We see the expected spectral index gradient starting from the shock front (orange) to the end of the downstream region (blue). The spectral index values range between $\alpha \sim -0.6$ and $\alpha \sim -2.1$. In Fig. A.3, we show the spectral index profiles for various observing frequencies. We additionally plot the data points from Fig. 10 in Di Gennaro et al. 2018. While in this work we do not aim at reproducing any specific radio relic, we find it useful to make a comparison with observational data. We choose to show the data from this particular relic because it is believed to be observed almost edge-on (see van Weeren et al. 2011). The Mach number of the Sausage relic has been estimated to be $M_i \sim 2.7$ from X-ray observations (Akamatsu et al. 2015). On the radio band, the Mach number has been estimated to be $M_{radio} = 4.6$ (van Weeren et al. 2010), $M_{radio} = 2.9$ (Stroe et al. 2014), $M_{radio} = 2.7$ (Hoang et al. 2017), and $M_{radio} = 2.58$ (Di Gennaro et al. 2018). Some of these estimations would be comparable to the initial Mach number $M_i$ used in some of our simulations (see the upper or middle panels of Fig. A.3). Nevertheless, as mentioned in the main text, we stress that in this manuscript we do not aim at reproducing any particular observed radio relic.

Appendix B: Extra models

In this appendix, we show the results from extra runs in which we have explored different $\eta(M)$ efficiency functions in the fresh-injection model. In principle, $\eta(M)$ remains to be an unknown for weak shocks in the ICM. Nevertheless, various models depending on the Mach number have been proposed in the literature (Kang et al. 2007; Kang & Ryu 2013; Caprioli & Spitkovsky 2014; Ryu et al. 2019). These models have one thing in common, $\eta(M)$ is an increasing function with the Mach number. In Fig. B.1, we show the resulting standard deviation of the $\delta S_r$ for different runs with different $\eta(M)$ toy models. We considered only the $M_i = 3$ case. The steepest $\eta(M)$ model (shown in color turquoise in Fig. B.1) leads to the highest level of patchiness as seen by the highest values of $\sigma_{\delta S_r}$. Yet, this very steep model reveals almost no change in the trend of the standard deviation with frequency. Since steeper $\eta(M)$ models give even more weight to those regions at the shock front with the largest Mach numbers, the relic would look as patchy at high frequencies as it looks at low frequencies. To summarize, we find that 1) a steeper $\eta(M)$ model leads to a higher degree of patchiness or more substructure in the radio emission and 2) if the $\eta(M)$ model is too steep, the trend where $\sigma_{\delta S_r}$ increases with frequency (see Sect. 4.3) is erased.

Appendix C: Dependence on the Mach number

In this appendix, we show in a simple way how low Mach number shocks lead to the largest discrepancies in the energy spectra of the particles compared to high Mach number shocks. As can be seen from Eq. (27), the synchrotron emission mainly depends on the particle energy spectrum and on the Bessel function integral. Nevertheless, as a first-order approximation, the radio luminosity produced by a given radio source can be estimated as:

$$L_r \propto \int \frac{dE}{dt} \cdot N(E)dE,$$

where the synchrotron power emitted per unit time is proportional to $E^2$. Thinking about the fresh injection model, the initial energy distribution of the particles is given by Eq. 11 where the injection spectral index $p$ depends on the shock’s Mach number. In Fig. C.1 we show the energy spectra of various particles in one of our simulations. The lower the Mach number, the steeper the spectrum is. Apart from the fact that each Lagrangian particle representing an ensemble of CRe is subject to individual radiative losses or ageing, one can observe that the differences in energy between low and high Mach number spectra can be significant (compare black and red lines in Fig. C.1). Moreover, these differences are enlarged in the radio band which are shown as shaded areas. These differences along with the normalization factors are exactly what gives rise to a high degree of patchiness in the fresh injection model. The radio substructure will be brightest at regions characterized by the highest Mach numbers of the shock’s distribution, that is, the high end tail of the Mach number distribution; it will be patchier if the shock’s Mach number distribution is dominated by a large fraction of low Mach numbers.

Following Eq. C.1, the ratio of radio emission to the CRe energy can then be estimated in a simplified way via:

$$\frac{L_r}{\dot{E}_{CR}} \propto \left( \frac{2 - p}{3 - p} \right) \left[ E_{\max}^{3-p} - E_{\min}^{3-p} \right],$$

In Fig. C.2 we show how this ratio changes considering different energy limits as a function of the shock Mach number. We can see that a steeper energy spectrum (corresponding to low Mach numbers) leads to lower radio luminosity in general. Focusing in a fixed maximum energy with Lorentz factor of $\gamma_{\max} = 10^7$ and a minimum of $\gamma_{\min} = 10$ (solid purple lines in the left panel of Fig. C.2), the difference between $M = 2$ and $M = 3$ can be as high as $\sim 4$ orders of magnitude.

Finally, in the left panel of Fig. C.2 we show the standard deviation of the projected Mach number of the shock weighted with the radio emission coming from the fresh-injection and the re-acceleration models. This figure is complementary to the panels in the bottom row of Fig. 4. As mentioned before, the fresh injection model produces more patchy radio relics than the acceleration model. As a consequence, the $\sigma_M$ obtained with the emission from the fresh injection model is larger than the $\sigma_M$ where the radio emission from the re-acceleration model is used.
Fig. A.1. Same as Fig. 5 but at the simulation time-step of 187.4 Myr.
Fig. A.2. Spectral index maps obtained between 150 MHz and 650 MHz for the $M_i = 3$ at $t = 184.7$ Myr. The first row corresponds to the fresh-injection model and the second and third rows to the re-acceleration model assuming Dirac Delta and power-law fossil electrons, respectively. The first (second) columns correspond to $M_{cr} = 1$ ($M_{cr} = 2.3$), $\gamma_{cut} = 10^2$ ($\gamma_{cut} = 10^3$) and $s = 2.25$ ($s = 3$), respectively.

Fig. A.3. Spectral index profiles for all the models at $t = 184.7$ Myr. The first row corresponds to the fresh-injection model and the second and third rows to the re-acceleration model assuming Dirac Delta and power-law fossil electrons, respectively. The data points are taken from Fig. 10 of Di Gennaro et al. 2018.
Fig. B.1. Standard deviation of the $\delta S_\nu$ distribution at the shock-front for the $M_i = 3$ case at all frequencies for the $M_{cr} = 1$ fresh injection model. In this case, we explore different $\eta(M)$ functions (see legend). The left (right) panel corresponds to the simulation time-steps $t = 102.7$ Myr and $t = 187.4$ Myr.

Fig. C.1. Energy spectra of 100 randomly selected particles near the shock front in the $M_i = 2$ case with $M_{cr} = 1$. The energy spectra are colored by their corresponding Mach numbers. The shaded areas denote the energy range corresponding to the critical frequencies band 0.15–18.6 GHz (see Eq. 29), assuming 0.1 $\mu$G (orange), 1 $\mu$G (green), and 10 $\mu$G (blue).

Fig. C.2. Ratio of synchrotron and CRe energies as function of the Mach number for different minimum and maximum energy limits (left). A magnetic field of 1 $\mu$G was assumed. The right panel shows the same as the bottom row in Fig. 4, but using as weight both the fresh-injection model (solid lines; $M_{cr} = 2.3$ with higher transparency) and the re-acceleration model (dashed lines; $s = 3$ with higher transparency).