The most stringent upper limit set on the mass of a central black hole in 47 Tucanae using dynamical models
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ABSTRACT

Globular clusters (GCs) have been proposed as promising sites for discovering intermediate-mass black holes (IMBHs), offering the possibility to gain crucial insights into the formation and evolution of these elusive objects. The Galactic GC 47 Tucanae (also known as NGC 104) has been suggested as a potential IMBH host, yet previous studies have yielded conflicting results. Therefore, we present a set of self-consistent dynamical models based on distribution functions (DFs) that depend on action integrals to assess the presence (or absence) of an IMBH in 47 Tucanae. Leveraging the state-of-the-art Multi Unit Spectroscopic Explorer (MUSE) and Hubble Space Telescope (HST) data, we analyzed the three-dimensional (3D) kinematics of the cluster’s central regions, fitting individual star velocities down to the sub-arcsec scale (approximately $10^{-2}$ pc). According to our analysis, the inner kinematics of 47 Tucanae is incompatible with a central BH more massive than $578 M_\odot$ (at 3$\sigma$). This is the most stringent upper limit placed thus far on the mass of a putative IMBH in 47 Tucanae via a dynamical study.
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1. Introduction

Intermediate-mass black holes (IMBHs) are classified as black holes (BHs) with masses in the range of $10^2$–$10^3 M_\odot$ (Greene et al. 2020), setting them between stellar-mass BHs and of supermassive BHs (SMBHs). The discovery of SMBHs at $z = 7.5$, when the Universe was only 0.7 Gyr old (Bahados et al. 2018), poses a challenge to theories of SMBH formation (Volonteri 2010). Since IMBHs are thought to be the possible seeds from which SMBHs had grown at early times, finding evidence for IMBHs would provide insights into BH formation mechanisms. However, there has been no firm evidence presented for the existence of BHs in the range $10^2$–$10^3 M_\odot$ thus far (see e.g., den Brok et al. 2015; Nguyen et al. 2018; Abbott et al. 2020).

GCs are considered good candidates for hosting an IMBH because (i) theoretically they are expected to be promising sites for IMBH formation (Miller & Hamilton 2002; Portegies Zwart et al. 2004) and (ii) empirically central IMBHs are predicted in GCs as a natural extrapolation of the Magorrian et al. (1998) relation between central BH mass and bulge mass observed in galaxies. The presence of IMBHs in GCs has been investigated by means of different techniques, such as radio emission (e.g., Strader et al. 2012; Tremou et al. 2018), kinematic studies of the innermost stars (e.g., Gerssen et al. 2002; Vitral et al. 2023), and studies that constrain the gravitational field using the timing of radio pulsars (e.g., Kiziltan et al. 2017; Abbate et al. 2018).

The Galactic GC 47 Tucanae is arguably one of the best targets to look for an IMBH, mainly because of its high density and mass (Miller & Hamilton 2002; Portegies Zwart et al. 2004; Giersz et al. 2015). It is also relatively nearby ($\lesssim 4.5$ kpc), which allows for detailed studies of the central kinematics. Thus, it has been studied using different approaches to investigate the possible presence of an IMBH. Some studies carried out radio observations of the core of 47 Tucanae (e.g., de Rijcke et al. 2006; Tremou et al. 2018), finding no evidence of a significant emission. Tremou et al. (2018) placed a $3\sigma$ upper limit at $M_\ast < 1040 M_\odot$, while de Rijcke et al. (2006) found a broader limit of $M_\ast < 670$–$2060 M_\odot$, depending on different assumptions on the gas density, gas temperature, and the fraction of rest-mass energy of the infalling matter converted into radiation. Comparing spin-down measurements for 19 millisecond pulsars (MSPs) identified in 47 Tucanae, Kiziltan et al. (2017) found that an IMBH of mass $M_\ast = 2300_{-150}^{+350} M_\odot$ is required to reproduce the accelerations and the cumulative spatial distribution of MSPs. Hénault-Brunet et al. (2020) found that a total mass of $430_{-300}^{+380} M_\odot$ in stellar-mass BHs could explain the stellar kinematics and spatial distribution (Hénault-Brunet et al. 2020, without IMBH). Exploiting a set of HST PM measurements of the central regions of 47 Tucanae, Mann et al. (2020) found that the stellar BH population cannot fully account for the observed velocity dispersion, even if a BH and neutron star retention fraction of the 100% is assumed. These authors concluded that an additional massive component with a mass $M_\ast = 808$–$4710 M_\odot$ (depending on the retention fraction) is favored.
The tension among some of the aforementioned results suggests that the question of the presence of an IMBH in 47 Tucanae requires further investigation. In this work, we address the problem by means of a stellar dynamical approach that combines state-of-the-art structural and kinematic data of 47 Tucanae with flexible self-consistent models of stellar systems which allow for the presence of a central IMBH.

2. Dynamical models

In this work, we use dynamical models based on DFs that depend on the action integrals \( J \) (see e.g. Arnold 1989; Binney & Tremaine 2008). Describing a stellar system as an ensemble of orbits, we can represent each orbit through its actions. Orbits with small \(|J|\) populate the internal regions of the clusters, whereas large \(|J|\) values describe orbits in the external regions (Binney & Tremaine 2008). This approach has a few important advantages: (i) the model is physical since the DF is always non-negative by construction; (ii) the velocity anisotropy, as well as any physical property of the system, are self-consistently computed directly from the DF (see Sect. 2.3); and (iii) the extension to multi-component systems, for instance galaxies with a stellar and dark matter component (Piffel et al. 2015; Binney & Piff 2015; Pascale et al. 2018) or GCs with a central BH (Pascale et al. 2019), is straightforward.

2.1. Model for the stellar component

We consider models where the stellar component of 47 Tucanae is described by the following DF

\[
\mathcal{f}_* (J) = f_0 \, M_* \left[ 1 + \left( \frac{J_0}{h(J)} \right)^\frac{\zeta}{\Gamma} \right] \times \left[ 1 + \left( \frac{g(J)}{J_0} \right)^\frac{\zeta}{\Gamma} \right] \times \exp \left[ - \frac{g(J)}{J_{\text{cut}}} \right],
\]

which produces models whose spatial distributions closely follow a double-power law model (Vasiliev 2019, see also Evans & Williams 2014; Binney & Piff 2015; Pascale et al. 2018, 2019) with an exponential cutoff in the system outskirts. Here, \( f_0 \) is such that the DF is normalized to the total stellar mass \( M_* = (2 \pi)^{\frac{3}{2}} \int \mathcal{f}_* (J) d^3 J \).

The dimensionless free parameters \( \Gamma \) and \( \zeta \) primarily determine the inner \((|J| \leq J_0)\) and outer \((|J| \geq J_0)\) slopes in the action space, with \( J_0 \) being the typical action at which this transition takes place. In the case of the double-power-law model, \( \Gamma \) and \( \zeta \) can be converted in the slopes of the three-dimensional (3D) density profile (Posti et al. 2015). The transition regime \((J_0 \sim J)\) is mainly regulated by \( \zeta \). Finally, the parameter \( \alpha \) controls the sharpness of the exponential truncation for \( |J| \geq J_{\text{cut}} \), with \( J_{\text{cut}} \) being the typical action value above which the exponential cutoff dominates the stellar distribution. The functions \( h(J) \) and \( g(J) \) are linear combinations of the actions defined as

\[
h(J) = (3 - 2 \zeta_k) J_r + h_c (J_r + |J|) \equiv (3 - 2 \zeta_k) J_r + h_c |L|, \]
\[
g(J) = (3 - 2 \zeta_g) J_r + g_c (J_r + |J|) \equiv (3 - 2 \zeta_g) J_r + g_c |L|, \]

where \(|L|\) is the total angular momentum. These functions depend only on the two free parameters \( h_c \) and \( g_c \), which mainly control the inner and outer anisotropy of the system, respectively (see Sect. 4.1 in Vasiliev 2019).

2.2. The gravitational potential

The total gravitational potential of the model cluster is the sum of the BH potential \( \Phi_b \), and the stellar potential \( \Phi_* \). The BH potential is

\[
\Phi_b (r) = - \frac{GM_*}{r},
\]

where \( M_* \) is the BH mass and \( r \) is the radial spherical coordinate. The stellar potential is determined by numerically solving (in an iterative fashion) the Poisson equation. At each iteration, \( i \), the stellar potential is updated according to

\[
\nabla^2 \Phi_* (r) = 4 \pi G \rho_* (r),
\]

where \( \rho_* \) is the 3D stellar density and we have made explicit the dependence of the conversion between actions and Cartesian phase-space coordinates \((x, v)\) on the total potential \( \Phi_* + \Phi_b \). This shows that, given a DF, the stellar density distribution, as well as any physical property derived for the visible component (see Sect. 2.3), depends on the combination of stellar and BH potential. As an initial guess on \( \Phi_* \), we adopted the isochrone potential (Binney & Tremaine 2008), but we note that the final stellar potential does not depend on this specific choice (see Vasiliev 2019).

Since the BH potential is spherically symmetric, and the \( h(J) \) and \( g(J) \) functions are defined such that the DF depends only on the radial action and the angular momentum modulus, the overall system is also spherical. Any integral of the DF that involves conversion between actions and Cartesian phase-space coordinates was performed with the AGAMA\(^1\) library (Vasiliev 2019).

2.3. Observable properties from a DF

Given a DF, we can calculate the observable properties of the model based on suitable integrations of the DF that allow us to compare theoretical models against the observations. Throughout this work, the DF is normalized to the total system mass (see Eq. (1)). The mass surface density distribution is then obtained via

\[
\Sigma_* (R) = \int_{-\infty}^{\infty} dz \rho_* (r),
\]

where \( z \) is the line-of-sight (LOS) direction and \( R^2 = r^2 + z^2 \) is the distance from the GC center on the plane of the sky. The stellar number density, \( n_* \), is then simply defined by the relation \( \Sigma_* = m n_* \), where \( m \) is a nuisance parameter of the model with the dimension of a mass.

Furthermore, we can calculate projected velocity distributions as

\[
V_{* \text{3D}}(\theta_{\text{3D}}| R) \equiv \frac{\int d \Omega \, \mathcal{f}_* (J)}{\Sigma_* (R)},
\]

where \( \theta_{\text{3D}} = |\theta_R, \theta_T, \theta_{\text{LOS}}| \) is the vector of 3D projected velocities (i.e., \( \theta_R \) and \( \theta_T \) on the plane of the sky, while \( \theta_{\text{LOS}} \) is the LOS component). Since for the majority of the stars the 3D velocity is not available, it is useful to define the marginalized velocity distributions. In particular, the LOS velocity distribution

\[
V_{* \text{LOS}}(\theta_{\text{LOS}}| R) \equiv \frac{\int d \Omega \, d \Omega_{\text{LOS}} \, \mathcal{f}_* (J)}{\Sigma_* (R)},
\]

\(^1\) Action-based GALaxy Modelling Architecture.
and the distribution in the plane-of-the-sky velocity components

\[ \mathcal{V}_{PM}(r_{\parallel}, \theta_{\parallel}) = \int d\zeta \frac{d\nu_{LOS}}{\Sigma_{\nu}(R)} f_{\nu}(J), \]

such that they are normalized to unity in the velocity space. Finally, the velocity dispersion profile of the \( i \)-th velocity component (with \( i^{\prime} \equiv R \), "\( \theta \)" or "\( \nu \)LOS") is computed as

\[ \sigma_{\nu,i}^{2}(R) = \int d\zeta d\nu v_{\nu,i}^{2} f_{\nu}(J) \Sigma_{\nu}(R), \]

Equations (5)–(9) allow us to test our theoretical predictions against the data (see Sect. 3).

### 3. Data analysis

The family of dynamical models presented in Sect. 2 has eleven free parameters: the total stellar and BH masses, \( M_\star \) and \( M_B \); the scale actions, \( J_0 \), and \( J_{cat} \); the dimensionless free parameters, \( \xi, \Gamma, B, g_\nu, h_\nu \), and \( \alpha \); and the nuisance parameter, \( \mu \). We explored this parameter space by comparing the models with a set of observables in a fully Bayesian framework. Details on the likelihood and the Markov chain Monte Carlo method used to explore the model posterior and calculate uncertainties on the free parameters (and on any derived quantity) are given in Appendix A.

As kinematic dataset, we used a combination of individual LOS velocities from Kamann et al. (2018), obtained using the MUSE spectrograph and PMs from Libralato et al. (2022), derived from multi-epoch observations with HST. Kamann et al. (2018) obtained individual LOS velocities using the MUSE spectrograph. This sample represents the largest compilation of LOS velocities covering the central regions of 47 Tucanae (up to 100′′ from the GC center), with a typical velocity accuracy of \( 1-2 \) km s\(^{-1}\). To clean the sample of any possible contamination from binary systems, we selected only those stars with a probability of being an unresolved binary smaller than 50%, according to the criterion defined by Kamann et al. (2018). We also subtracted the average LOS velocity of the sample (\( \langle v_{LOS} \rangle = -18.6_{-0.2}^{+0.1} \) km s\(^{-1}\)) from individual velocities. The final sample of LOS velocities used in this work thus comprises 14,601 stars.

Similarly, the catalog of PM data from Libralato et al. (2022) represents the most complete, homogeneous collection of PMs of stars in the cores of stellar clusters to date. To select stars with reliable PM estimates, we applied the quality selections described in Libralato et al. (2022, see their Sect. 4), retaining 68,954 stars. Moreover, we cleaned the sample of contaminants of the Small Magellanic Cloud by taking advantage of its high velocity (\( \mu_\alpha = -4.716 \pm 0.035 \) mas yr\(^{-1}\) and \( \mu_\delta = 1.325 \pm 0.021 \) mas yr\(^{-1}\), Anderson & King 2003) relative to 47 Tucanae in the proper motion space. We thus removed all the stars further than 2.6 mas yr\(^{-1}\) from the cluster bulk velocity, corresponding to more than 50 km s\(^{-1}\) (i.e., larger than the central escape speed; Baumgardt & Hilker 2018).

Finally, we used the number density profile provided by de Boer et al. (2019) to model the stellar density distribution of the GC. These authors combined Gaia DR2 data in the external regions (projected distances from the center larger than \( \sim 20'' \)), with ground-based and HST observations from Trager et al. (1995) and Miocchi et al. (2013), respectively.

The dataset covers the whole cluster extent, from \( 1'' \) to the cluster outskirts. In the fitting procedure, we adopted a fixed background level of 0.08 stars arcmin\(^{-2}\) (see e.g., Hénault-Brunet et al. 2020).

In particular, we fit individual stellar velocities within 12′′ from the center. This distance would correspond to the radius of influence, defined by the implicit relation \( R_{inf} \equiv GM_\star/R_{LOS}^2 \) (where \( \sigma_{LOS} = \sigma_{LOS}(R) \) is the LOS velocity dispersion, see Eq. (9)) of a putative IMBH with mass \( M_B = 10^5 M_\odot \). This is well above all previous claimed detections (Kızıltan et al. 2017; Mann et al. 2020) and the upper limits (McLaughlin et al. 2006). Our final kinematic sample consists of 260 stars, with either PM or LOS velocity, and 21 stars with the full 3D velocity. Beyond 12′′, we used the velocity dispersion profiles computed using the same datasets.

Throughout the analysis, we adopted the center reported by Goldsbury et al. (2010) and the kinematic distance of 4.34 kpc (Libralato et al. 2022), without accounting for its 0.06 kpc error. The propagation of this error on PMs would contribute at 1% level, which is negligible compared to typical relative uncertainties of PM data around 16%.

Our models are non-rotating, though there is evidence that 47 Tucanae does rotate (Anderson & King 2003; Bellini et al. 2017; Kamann et al. 2018). However, Kamann et al. (2018) derived the dispersion profiles we used accounting for a rotationally dependent mean velocity, and rotation is erased when deriving PMs due to local corrections. A residual differential rotation could be present in the LOS sample of central stars (i.e., within 12′′). However, in the very central regions, the LOS rotation velocity is expected to be comparable to 1 km s\(^{-1}\), which is a small fraction of the central LOS velocity dispersion (Kamann et al. 2018). We note that any residual rotation would likely bias the model toward higher IMBH masses, as it would increase the inferred central velocity dispersion.

### 4. Results

The left panel of Fig. 1 shows the posterior distribution of the IMBH mass. According to our analysis, we find no evidence of an IMBH in 47 Tucanae. Instead, we set an upper limit of \( M_B < 578 M_\odot \) at the 3σ level. This is the most stringent upper limit on the mass of a putative central dark component in 47 Tucanae ever achieved by any dynamical study. The right panel of Fig. 1 shows the 3σ upper limit on the IMBH \( R_{inf} \), overplotted to the on-sky distribution of stars closer than 12′′ to the center. It is clear that the kinematics of these stars put a very tight constraint on \( R_{inf} \), whose upper limit is comparable to the distance from the center of the innermost stars. We further verified this point, by performing additional fits where first the individual stars inside 12′′, and then the velocity dispersion profiles were also removed. We found that the upper limit on the IMBH mass increases to a few thousand and to several hundred thousand solar masses, respectively.

Figure 2 shows the PM and LOS velocity distributions for stars within 12′′ from the center. Overplotted to the observations, we show the median model, and the 68% and 99.7% credible intervals (CIs) for the corresponding velocity distributions. Each model was convolved with a Gaussian distribution with a standard deviation equal to the observational median error in each component and was integrated over the radial extent covered by the datasets. The model reproduces the observed velocity distributions out to the tails (Fig. 2). We emphasize though that we did not fit the binned histograms, whereas we used an individual-star approach fully exploiting the datasets (see Eq. (A.3)).

The very good agreement between the model and the data can be further observed in Figs. 3 and 4, which show the
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\section{Fig. 1. Posterior distributions on the IMBH mass and region of influence in 47 Tucanae. Left: posterior distribution on the BH mass (blue histogram). The vertical line indicates the upper limit on the BH mass (578 \(M_\bullet\)) containing 99.7\% (3\(\sigma\)) of the posterior distribution. Right: spatial distribution of the kinematic sample of individual stars inside a circumference of radius of 12\" (black curve). Each star is color-coded according to the available kinematic information: LOS velocity (i.e., 1D velocity) in dark blue, proper motion (2D) in brown, and full kinematic information (proper motion and LOS velocity, i.e., 3D) in magenta. The blue shaded area indicates the region that would be influenced by a central BH with mass 578 \(M_\odot\) (our 3\(\sigma\) upper limit), which has a radius of influence \(R_{infl} = 0.02\) pc (red curve).

\section{Fig. 2. Observed velocity distribution within 12\" from the cluster center, along the radial (left panel), tangential (central panel), and LOS (right panel) directions. The bars indicate uncertainties estimated as Poissonian errors on the bin counts. The median models (solid line), 68\% (1\(\sigma\)), and 99.7\% (3\(\sigma\)) CIs (shaded areas) are shown in blue (see text for details).

projected velocity dispersion profiles and the stellar density profile, compared with the median and CIs of the corresponding theoretical profiles. We also compared (see Fig. 5) our model with measurements of the projected velocity anisotropy (data from Libralato et al. 2022), defined as \(\sigma_{vT}/\sigma_{vR} - 1\), with \(\sigma_{vR}\) and \(\sigma_{vT}\) the radial and tangential velocity dispersion components, respectively (see Eq. (9)). Figure 5 shows that our model can reproduce the system velocity anisotropy remarkably well also compared to previous studies (see e.g., Dickson et al. 2023).

5. Comparisons with previous works

Our result is in tension with some previous studies claiming the presence of a massive IMBH in 47 Tucanae (see e.g., Kızıltan et al. 2017; Mann et al. 2020). In this section, we delve into the possible reasons for such discrepancies.

Kızıltan et al. (2017) used spin-down measurements for nineteen MSPs identified in 47 Tucanae. Comparing acceleration data with \(N\)-body simulations, they found evidence for a massive central BH with mass \(M_\bullet = 2300^{+1500}_{-850} \, M_\odot\). While a direct comparison with the study of Kızıltan et al. (2017) is not straightforward, as different dynamical models and data were used, we note that it is in general hard to perform a large exploration of possible initial conditions using \(N\)-body simulations. Dynamical models of equilibrium, on the other hand, allow us to perform a systematic exploration of the parameter space. In addition, in our model-data comparison, we fit simultaneously the spatial distribution and the full velocity distribution using individual stars, while Kızıltan et al. (2017) analyzed only those \(N\)-body simulations that better reproduced the density profile and the LOS velocity dispersion, which may not be representative of the full cluster kinematics.

However, as a further check, we verified whether our best-fit model is able to reproduce the measurements of MSPs. Figure 6 shows the cluster LOS acceleration data from the MSP sample (data from Ridolfi et al. 2016, and Freire et al. 2017) used
We are computing the tangential anomaly parameter with the same dataset would be the best approach to understand the radial anisotropy. The median model shown in blue and the corresponding CIs are shown as shaded areas. The black points are observational data from Libralato et al. (2022) with 1σ error bars. The blue line is the median model, while the shaded areas represent the 68% and the 99.7% CIs.

Fig. 3. Projected velocity dispersion profiles along the radial (left panel), tangential (central panel), and LOS (right panel) directions. Observations are shown as black points along with 1σ error bars. The blue line is the median model, while the shaded areas represent the 68% and the 99.7% CIs.

Fig. 4. Surface number density as a function of the projected distance from the cluster center. Observations are shown as black points (with 1σ error bars), whereas the model is shown in blue. The 68% and 99.7% CIs are also shown as shaded areas. The vertical dashed line represents the 3σ upper limit (0.02 pc) on the BH $R_{\text{inf}}$.

Fig. 5. Projected velocity anisotropy. Positive values of the anisotropy parameter correspond to tangential anisotropy, whereas negative ones to radial anisotropy. The median model is shown in blue and the corresponding CIs are shown as shaded areas. The black points are observational data from Libralato et al. (2022) with 1σ error bars.

Using dynamical models based on the Jeans equations coupled with PM data of the cluster center from HST, Mann et al. (2020) found that a massive IMBH with mass $808_{-378}^{+4610} M_\odot$ is required to explain the central kinematics. While employing the same dataset would be the best approach to understand the center, $R$, namely, $\max\{a(r) \sqrt{1 - (R/r)^2}\} \forall r \geq R$. Interestingly, our model is compatible with all the upper limits and also with the central pulsars showing the highest accelerations (such as 47 Tuc-E, 47 Tuc-U, 47 Tuc-I, and 47 Tuc-S) without the need for an IMBH more massive than $578 M_\odot$ (at the 3σ level). The only outlier might be 47 Tuc-X, still compatible within 2σ with the median model.
possible reasons that lead to a discrepancy, we note that the work of Mann et al. (2020) focused on reproducing the system velocity dispersion. On the contrary, our DF-based models and individual-star approach (see Appendix A) make the most of the kinematical sample, since it does not condense the kinematic information into few radial bins. Instead, our approach is to model, in a continuous way, the full shape of the cluster’s velocity distribution in the center. This approach provides more stringent constraints on the presence of a putative massive dark component in the center (see Pascale et al. 2019). Furthermore, we also used LOS data to probe the 3D kinematics.

Finally, we note that our result is consistent with the findings of McLaughlin et al. (2006) and Hénault-Brunet et al. (2020). Using HST data and Jeans modeling, McLaughlin et al. (2006) put an upper limit of about 1578 \( M_\odot \) at the 1σ level, compatible with the much more stringent upper limit set by this study (578 \( M_\odot \) at 3σ). Moreover, Hénault-Brunet et al. (2020) constrained the overall mass budget in dark remnants (stellar-mass BH, neutron stars, and white dwarfs) possibly harbored at the center of 47 Tucanae. The upper limit set by the current work is consistent with the mass budget of \( M_{\text{remnant}} = 430^{+388}_{-301} \ M_\odot \) found by Hénault-Brunet et al. (2020). Although our analysis only considers a point-like central mass, such as an IMBH, the upper limit on the central mass we have found would also apply to an extended spherical central object.

6. Conclusions

In this work, we address the problem of the presence of a putative IMBH at the center of the GC 47 Tucanae, using dynamical models based on DFs depending on the action integrals. We modeled state-of-the-art data providing information on the spatial distribution, along with both the LOS and on-sky kinematics up to the very central regions of the cluster. Also, we employed a star-by-star approach in the central region to fully exploit the data and model the full shape of the velocity distribution. According to our analysis, we ruled out (at the 3σ level) the presence of a dark central component more massive than 578 \( M_\odot \). To date, this is the most stringent upper limit that has been set in 47 Tucanae by any dynamical study. While this result is consistent with other studies (e.g., McLaughlin et al. 2006; Hénault-Brunet et al. 2020), it is in tension with those studies claiming the detection of an IMBH in 47 Tucanae (see e.g., Mann et al. 2020; Kiziltan et al. 2017). Despite the very stringent upper limit we set in this study, more sophisticated dynamical models and novel data with greater precision would shed further light on the nature of a putative central dark component in 47 Tucanae, as well as in other GCs. For instance, multi-mass IMBHs would allow us to put constraints for stellar evolution and mass segregation (Gieles & Zocchi 2015).

From the point of view of the data, more extensive coverage of the central regions and progressively better-defined cluster centers and distances would certainly provide more robust results. Future facilities, such as the Extremely Large Telescope, will measure the stellar kinematics of GC centers with unprecedented accuracy, likely providing new and exciting data for this area of research.

Finally, we note that the methodology presented in this work could be applied to any GC in our Galaxy, regardless of the particular data available, whether pertaining to either PMs or LOS velocities only or full 3D kinematic information, as done in the present study. In addition, this approach is not limited to GCs and could be also used to explore the presence of central BHs in external galaxies (Pascale et al., in prep.).
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Appendix A: Model and data comparison

We inferred the model’s free parameters in a Bayesian framework. In particular, this was done by defining the vector of 11 free parameters $\theta \equiv \{ \log M_\ast, \log J_0, \zeta, B, g, h, \log J_{\text{cut}}, \alpha, \log M_\ast, m \}$, namely the nine DF parameters (see Eq. 1), the logarithm of the IMBH mass (log $M_\ast$), and the normalization factor of the density profile ($m$). Thus, we can express the posterior distribution as

$$p(\theta|D) \propto p(\theta) p(D|\theta),$$

(A.1)

where $D$ is the data vector, including both the kinematic sample and the surface density profile. The $p(\theta)$ and $p(D|\theta) \equiv \mathcal{L}(D)$ terms on the right-hand side of the equation are, respectively, the prior on the free parameters and the likelihood.

Assuming that all the data sets are independent of each other, we decompose the logarithm of the likelihood into the sum of the different terms

$$\ln \mathcal{L}(D) = \ln \mathcal{L}_v + \ln \mathcal{L}_{\text{err}} + \ln \mathcal{L}_{\text{LOS}} + \ln \mathcal{L}_n.$$  

(A.2)

We stress that for the cluster central region, we adopt a star-by-star approach modeling the velocity and error of each of the $N_{\text{stars}}$ stars. The resulting likelihood is

$$\ln \mathcal{L}_v \equiv \sum_{j=1}^{N_{\text{stars}}} \ln \mathcal{F}(\mathbf{v}_j|R_j, \delta \mathbf{v}_j),$$

(A.3)

where $\mathcal{F} \equiv \mathcal{V} \ast \mathcal{N}$. Therefore, for each star $j$, the velocity distribution ($\mathcal{V}$, see Eqs. 6 through 8, computed at the observed projected distance, $R_j$) is convolved ($\ast$) with observational errors, represented by a zero-mean, multivariate Gaussian ($\mathcal{N}$). The Gaussian covariance matrix has diagonal elements equal to the errors squared, $\delta \mathbf{v}_j$, and zero off-diagonal terms. The resulting function is evaluated at the observed velocity ($\mathbf{v}_j$). When the full kinematic information (PM and LOS velocity) is not available for the $j$-th star, we marginalize over the missing velocity components (see Eqs. 7, and 8).

For the velocity dispersions outside the central 12°, we define

$$\ln \mathcal{L}_{\text{err}} \equiv -\frac{1}{2} \sum_{k=1}^{N_{\text{bins}}} \frac{(\sigma_{i,k} - \sigma_{i,*}(R_k))^2}{\delta \sigma_{i,k}^2}, \quad i \in \{R, \text{T, LOS}\},$$

(A.4)

with $\sigma_{i,k}$ being the velocity dispersion of the $i$-th component in the $k$-th radial bin (centered in $R_k$), $\delta \sigma_{i,k}$ the corresponding error, and $\sigma_{i,*}(R_k)$ the model prediction. Also, $N_{\text{bins}}$ is the total number of bins in which the velocity dispersion was obtained. Similarly, for the density profile, we have

$$\ln \mathcal{L}_n \equiv -\frac{1}{2} \sum_{i=1}^{N_{\text{prof}}} \frac{(n_i - n_*(R_i))^2}{\delta n_i^2},$$

(A.5)

where $n_i$, $\delta n_i$, and $N_{\text{prof}}$ are the observed number density, the corresponding error, and the number of bins of the surface density profile, respectively.

All the physical quantities of the model are self-consistently computed from the DF (see Section 2.3). For all the parameters, we assumed uniform priors (Table A.1 for the specific prior ranges adopted). In particular, for the IMBH mass, we adopted a lower limit of $10^{M_\odot}$, well below the nominal definition of IMBH. Also, a less massive BH would have $R_{\text{inf}} < 10^{-3}$ pc, with a negligible impact on observables. We explored the free-parameter space by means of a Markov chain Monte Carlo algorithm (MCMC), using the emcee Python package (Foreman-Mackey et al. 2013). The algorithm was run with 112 walkers for about 7000 steps each. We used a mixture of moves developed by Ter Braak & Vrugt (2008), and Nelson et al. (2014) to achieve a more efficient exploration of the parameter space. For each walker, we discarded the first 2500 steps to account for the initial convergence phase, while exploring the prior. Afterward, we accounted for the correlation between subsequent samples, taking one sample every 100. Finally, we obtained about 5000 independent posterior samples. In Fig. A.1, we show the corner plot with both the marginalized posterior distributions (diagonal panels) and 2D joint distributions (lower-diagonal panels).

In Table A.1, we list the parameter prior ranges and the posterior values from the MCMC fitting. For each model free parameter, we report the median value, as well as the 68% (1$\sigma$) and 99.7% (3$\sigma$) CIs, computed from posterior samples. We note that all the free parameters are well constrained within the prior ranges. This indicates that the adopted intervals were well suited for a thorough exploration of the free-parameters space and there is no evidence for any need to extend these ranges.
Fig. A.1. 1D (diagonal panels) and 2D (lower-diagonal panels) marginalized, posterior distributions over the model’s free parameters. See Section 2 for a description of the parameters. Prior ranges, median values, 68%, and 99.7% CIs for each parameter are reported in Table A.1.

Table A.1. Free parameters of the model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior range</th>
<th>Median</th>
<th>68% CI</th>
<th>99.7% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log(\frac{M_\star}{M_\odot}) )</td>
<td>([5.0; 7.0])</td>
<td>5.819</td>
<td>([5.815; 5.823])</td>
<td>([5.807; 5.831])</td>
</tr>
<tr>
<td>( \log(\frac{N_0}{\text{pc km s}^{-1}}) )</td>
<td>([0.3; 1.5])</td>
<td>1.05</td>
<td>([0.98; 1.11])</td>
<td>([0.87; 1.2])</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>([0.5; 5.0])</td>
<td>1.43</td>
<td>([1.31; 1.59])</td>
<td>([1.15; 1.96])</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>([0.0; 2.0])</td>
<td>0.97</td>
<td>([0.86; 1.08])</td>
<td>([0.69; 1.22])</td>
</tr>
<tr>
<td>( B )</td>
<td>([1.0; 4.0])</td>
<td>2.46</td>
<td>([2.42; 2.51])</td>
<td>([2.32; 2.6])</td>
</tr>
<tr>
<td>( g_\star )</td>
<td>([0.05; 1.45])</td>
<td>1.04</td>
<td>([1.01; 1.08])</td>
<td>([0.97; 1.11])</td>
</tr>
<tr>
<td>( h_\star )</td>
<td>([0.05; 1.45])</td>
<td>0.13</td>
<td>([0.08; 0.18])</td>
<td>([0.05; 0.29])</td>
</tr>
<tr>
<td>( \log(\frac{J_{\text{cut}}}{\text{pc km s}^{-1}}) )</td>
<td>([1.5; 3.0])</td>
<td>2.331</td>
<td>([2.325; 2.337])</td>
<td>([2.311; 2.348])</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>([2.0; 10.0])</td>
<td>4.23</td>
<td>([3.75; 5.04])</td>
<td>([3.27; 6.55])</td>
</tr>
<tr>
<td>( \log(\frac{M_\bullet}{M_\odot}) )</td>
<td>([1.0; 5.5])</td>
<td>1.74</td>
<td>([1.27; 2.19])</td>
<td>([1.0; 2.76])</td>
</tr>
<tr>
<td>( \frac{m}{M_\odot} )</td>
<td>([2.0; 7.0])</td>
<td>3.93</td>
<td>([3.9; 3.97])</td>
<td>([3.83; 4.04])</td>
</tr>
</tbody>
</table>

Notes. The central column shows the adopted prior ranges in each parameter. The rightmost columns report the median values, the 68%, and 99.7% CIs of the posterior distributions. We note that the 3\( \sigma \) lower limit on the IMBH mass coincides with the lower boundary of the prior (10 \( M_\odot \)).