YARARA V2: Reaching sub-m s$^{-1}$ precision over a decade using PCA on line-by-line radial velocities
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ABSTRACT

Context. The detection of Earth-like planets with the radial velocity (RV) method is extremely challenging today due to the presence of non-Doppler signatures such as stellar activity and instrumental signals that mimic and hide the signals of exoplanets. In a previous paper, we presented the YARARA pipeline, which implements corrections for telluric absorption, stellar activity, and instrumental systematics at the spectral level, and then it extracts line-by-line (LBL) RVs with a significantly better precision than standard pipelines.

Aims. In this paper, we demonstrate that further gains in RV precision can be achieved by performing principal component analysis (PCA) decomposition on the LBL RVs.

Methods. The mean-insensitive nature of PCA means that it is unaffected by true Doppler shifts, and thus can be used to isolate and correct nuisance signals other than planets.

Results. We analysed the data of 20 intensively observed HARPS targets by applying our PCA approach on the LBL RVs obtained by YARARA. The first principal components show similarities across most of the stars and correspond to newly identified instrumental systematics for which we can now correct. For several targets, this results in an unprecedented RV root-mean-square of around 50 cm s$^{-1}$.

Conclusions. This study highlights the potential of LBL PCA to identify and correct hitherto unknown, long-term instrumental effects and thereby extend the sensitivity of existing and future instruments towards the Earth analogue regime.
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1. Introduction

The detection of Earth-like exoplanets orbiting Sun-like stars remains one of the most exciting perspectives for the future of astrophysics, but also one of the most tremendous challenges for the next few years. Until now, such detections have been out of the reach of the radial velocity (RV) technique since the most precise spectrographs, HIRES (Vogt et al. 1994), HARPS (Mayor et al. 2003), and HARPS-N (Cosentino et al. 2012), typically reached a precision of $\sim 1$ m s$^{-1}$. This is an order of magnitude larger than the 0.1 m s$^{-1}$ RV semi-amplitude that the Earth induces on the Sun.

Despite the technical challenges involved in reaching the extreme precision required, the RV method remains the most promising technique for the detection of other Earths around stars closer than 15 pc, at least in the next decade, due to the low transit probability of these objects and the extremely dim light emitted or reflected by their surface (Zhu & Dong 2021). This has motivated the design of a new generation of ultra-stable spectrographs such as ESPRESSO (Pepe et al. 2021), EXPRES (Jurgenson et al. 2016), and NEID (Schwab et al. 2016) that have already demonstrated an RV precision of $\sim 50$ cm s$^{-1}$ on a timescale of a few months (Suárez Mascareño et al. 2020; Brewer et al. 2020; Lin et al. 2022). While this represents a major step towards achieving the necessary sensitivity, it remains to be seen whether this level of precision is sustained over multi-year timescales.

In recent years, significant progress has been made in improving the correction of telluric, instrumental, and stellar effects at the level of spectra, line profiles, and/or RV time series (see Zhao et al. 2022, and references therein). In particular, the YARARA pipeline (Cretignier et al. 2021) corrects for these effects at the spectral level, and then it extracts line-by-line (LBL) RVs that can be combined into a global RV with significantly improved precision compared to the HARPS Data Reduction Software (DRS v3.5). The present paper seeks to improve on this further by applying principal component analysis (PCA) on the LBL RVs to identify, isolate, and correct non-Doppler signals that have persisted through the spectrum-level post-processing.

The remainder of this paper is structured as follows. Our methodology is described in Sect. 2. Specifically, Sect. 2.1 describes the pre-processing of the data, Sect. 2.2 presents the mathematical framework for PCA correction of LBL RVs, Sects. 2.3 and 2.4 introduce strategies for boosting the signal-to-noise of individual components. Then, in Sect. 2.5 we explain how we used the most significant components to calibrate and correct for newly identified systematic effects, while Sect. 2.6...
summarises the overall cascade reduction. Finally, Sect. 2.7 describes how we explicitly included Keplerian signals into the model. In Sect. 3, we explain how we then applied this methodology to five targets intensively observed by HARPS. In the case of HD 10700 (Sect. 3.1), we performed an injection-recovery test to show that the method preserves planetary signals. We then turned to HD 192310 (Sect. 3.2), which presents a clear stellar rotation signal, and to HD 115617 (Sect. 3.3), where we confirm a previously detected planet candidate. HD 109220 (Sect. 3.4) is a complex case, which remains unresolved, and it illustrates the limitations of our method when the signal-to-noise ratio (S/N) is lower than 200. Finally, we analysed HD 20794 (Sect. 3.5), where we detected a new candidate exoplanet. We then conclude in Sect. 4.

2. Method

The present section describes the global LBL PCA framework used to improve RV precision. In particular, the mathematical framework illustrating how PCA can disentangle planetary signals from systematics is presented. The limitations of the method itself are addressed and we propose some solutions to counteract them.

2.1. Data pre-processing

We worked with HARPS 1D-merged spectra produced by the official data reduction software (DRS). Only spectra after BJD = 2 453 500 were processed since RV time series before that date obtained on standard quiet stars show unusual RV excursions due to commissioning (priv. comm.). Also, only spectra before the fibre upgrade of the instrument in 2015 (Lo Curto et al. 2015) were considered. Despite an expected improvement in instrumental stability with the new fibres, the RV precision is worse after the fibre upgrade on several standard stars (see for instance Cretignier et al. 2021), because the data reduction was not optimised for this new version of the instrument. Moreover, after the fibre upgrade, the spectrograph should be considered as a new instrument and not enough public observations are available to properly apply our post-processing method with this limited dataset at the moment.

Where multiple observations of a given star were taken within a given night, the corresponding 1D-merged spectra were stacked. All nightly stacked, 1D spectra were then continuum-normalised using RASSINE (Cretignier et al. 2020b), then post-processed using the YARARA pipeline (Cretignier et al. 2021) to remove known systematics present in HARPS spectra (instrumental and telluric contamination) at the spectrum level. In order of processing, YARARA corrects for i) cosmesis, ii) tellurics, iii) an interference pattern that is present on the detector, iv) stellar activity, v) point spread function variation, vi) ghosts, vii) stitching between different sub-arrays of the detector and viii) contamination from the simultaneous calibration fibre (fibre B). To derive more accurate LBL RVs (Dumusque 2018), a data-driven line selection was performed for each star, following Cretignier et al. (2020a). Since some residual stellar activity signals were shown to survive, we also correct LBL RVs using the ‘shell’ methodology developed by Cretignier et al. (2022).

As a reminder, the shell method is a variant of template matching methods (see e.g. Zechmeister et al. 2018 or Silva et al. 2022), that aim to measure the RV shifts compared to a reference spectrum \( S_{\text{ref}}(\lambda) \). Rather than measuring the shift, the shell method extracts the lines profile distortions that are orthogonal to a pure Doppler shift, and their associated time-domain coefficients. In practice, the reference spectrum \( S_{\text{ref}}(\lambda) \) is taken as the median of the YARARA-corrected spectra, shifted according to the current RV(\( t \)) measurements. The difference \( \delta t(\lambda) = S_{\text{obs}}(\lambda) - S_{\text{ref}}(\lambda) \) between any observed spectra \( S_{\text{obs}}(\lambda) \) and the master spectrum can be expressed as a function of the master spectrum itself and its wavelength derivative \( \delta(S_{\text{ref}}, \partial \lambda) \). Projecting the observed spectrum within that bounded space, then allows us to fit simultaneously for the Doppler shift and some line profile distortions that affect lines of different depths in different ways.

The next section explains how LBL RVs can be further corrected for systematics thanks to PCA. We note that at any time, a given line selection containing \( l \) stellar lines can be combined by weighted averaging, to produce a single RV time series (see Dumusque 2018), where the weights \( \omega_i \) are defined as the inverse squared RV uncertainties:

\[
\text{RV}(t) = \sum_{i=1}^l \omega_i \cdot \text{RV}_i(t) = \sum_{i=1}^l \left( \frac{1}{\sigma_{\text{RV}_i}(t)^2} \right) \cdot \text{RV}_i(t). \tag{1}
\]

Since outliers could bias the PCA afterwards, we rejected the 5% of the stellar lines with the largest relative dispersion, defined as the ratio of the standard deviation of the RV time series with the median of the RV uncertainties.

2.2. Application of PCA to LBL RVs to detect non-Doppler signatures

The LBL RV signal of an individual stellar line \( \text{RV}_i(t) \) can always be described as the superposition of several components. A component that affects all the stellar lines in a similar way will be called Doppler and those affecting each stellar line differently will be called non-Doppler. The RV signals of exoplanets \( \text{RV}_p(t) \) belong to the first category, whereas stellar activity and instrumental signals belong to the second. However, even a non-Doppler effect can mimic a true Doppler shift in the sense that it can shift the spectrum as a whole. As already discussed in Cretignier et al. (2022), this explains why methods which separate pure Doppler shifts from distortions of the mean line profile do not result in a perfect correction of these effects.

For a system containing \( n \) planets, each with Keplerian signal \( K_p(t) (p = 1, \ldots, n) \), and \( N \) non-Doppler effects, each with time-dependence \( V_j(t) (j = 1, \ldots, N) \), the RV of \( i \)th stellar line at time \( t \) is given by:

\[
\text{RV}_i(t) = \sum_{p=1}^N K_p(t) + \sum_{j=1}^N a_{i,j} \cdot V_j(t) \tag{2}
\]

where \( a_{i,j} \) determines how strongly the \( j \)th line is affected by the \( j \)th non-Doppler signal.

If the weighted average \( \langle a_j \rangle = \sum_{i=1}^l a_{i,j} \neq 0 \), a non-Doppler effect can induce a net “true Doppler shift.” To make
this explicit, we decompose the coefficients into a “mean” and a
“variance term”: \(a_i = (a_i) + b_{i,j}\), where \((b_{i,j}) = \sum_{j=1}^{N} \omega_{i,j} \cdot b_{i,j} = 0\)
by construction. Substituting this into Eq. (2):

\[
RV_i(t) = RV_p(t) + \sum_{j=1}^{N} (a_{i,j}) \cdot V_j(t) + \sum_{j=1}^{N} b_{i,j} \cdot V_j(t)
\]

\[
\equiv RV_{DS}(t) + \sum_{j=1}^{N} b_{i,j} \cdot V_j(t),
\]

(3)

we can see that the total Doppler-like signal \(RV_{DS}(t)\) is the sum
of the combined planetary signal and the mean component of the
non-Doppler signals.

In this work, we use PCA using the Python package
Scikit-learn (Pedregosa et al. 2011; Grisel et al. 2021) to decom-
pose a time series of LBL RVs into orthogonal components. The
first step in any PCA procedure is to centre the rows of the input
matrix such that they have zero mean: \(RV_i(t) = RV_p(t) - \langle RV_i(t) \rangle\).
The extracted principal components (PCs) can thus be expected
to trace only non-Doppler signals and should be insensitive to
planetary signals (as well as to the Doppler-like component of
non-Doppler signals):

\[
\overline{RV}_i(t) = \sum_{j=1}^{N} b_{i,j} \cdot PC_j(t) = \sum_{j=1}^{N} b_{i,j} \cdot V_j(t),
\]

(4)

where \(b_{i,j}\) is the coefficient, or score, linking the \(j\)th principal
component \(PC_j(t)\) to the \(i\)th line, and we have used the fact that
\((RV_i(t)) \equiv RV_{DS}(t)\).

This decomposition is illustrated in Fig. 1, which schemati-
cally shows LBL RVs for 1000 lines at two times \(t_1\) and \(t_2\). The
first PC defines the direction \(V_1(t)\), which represents the main
axis of variance of the 2D cloud. Directly subtracting the com-
ponent of the individual LBL RVs that can be explained by the
first PC would not enable us to correct for the ‘mean’ systematic
effect, represented on Fig. 1 by the red arrow.

To correct for the systematic effects in the original LBL RVs
(not mean-subtracted), we “de-project” them onto the PCs. In
other words, we use the \(PC_j(t)\) as a substitute for the \(V_j(t)\) in
Eq. (2):

\[
RV_i(t) = RV_p(t) + \sum_{j=1}^{N} \alpha_{i,j} \cdot PC_j(t)
\]

(5)

and then fit for the coefficients \(\alpha_{i,j}\). This allows us to correct
not only for the variance, but also (at least in part) for the
mean component of the systematic effects. In the example shown
in Fig. 1, doing so would also absorb much of the planetary
signal, but this is because the space is of low dimension-
ality (only 2 observations) and the first PC is almost collinear
with the planetary Doppler shift between the two epochs. In a
realistic case, with many more observations, and hence more

---

2 This is true if the mean RV value is unbiased which could require RV uncertainties (for the weighted average) that accurately measure the intrinsinc RV accuracy. In our case, we did not found any signifi-
cant difference or advantage to include the LBL RV uncertainties as
weights for the PCA. This could be explained, because low S/N observa-
tions or anomalous spectra have been rejected by YARARA. YARARA
has already cleaned most of the local systematics and a sigma-clipping
has been performed on the lines. Also, PCA will mostly be applied on
averaged LBL RVs (see next section).

---

Fig. 1. Schematic representation of PCA applied on LBL RVs. The
number of dimensions of the space is equal to the number of observa-
tions (here two for ease of visualisation), while each element of the data
cloud is made of one LBL RV time-series \(RV_i(t)\). The Doppler shift
\(RV_{DS}\) (black arrow), which defines the barycentre of the cloud, is
equal to a planetary signal \(RV_p\) (blue arrow) plus a mean systematic effect \(V_1\)
(red arrow). Because PCA is mean-invariant, the first PC will be along
the \(V_1(t)\) direction and can be used to correct the \(RV_i(t)\).

dimensions, such effects are much reduced and can be assessed
(Cretignier et al. 2022).

The present method is somewhat similar to the one presented
in Cretignier et al. (2022) except that the PCA is now performed
on the LBL RVs (rather than on the spectra). For that reason,
the same caveats apply:

1. large cross-term correlation may exist between PCs and
the planetary signal \(RV_p\);
2. PCA is affected by outliers and low S/N of the data;
3. as real-world nuisance signals are not necessarily mutually
orthogonal, each PC often contains a mixture of several
physical effects, which can be difficult to disentangle or
interpret \((PC_j \neq V_j \text{ in Eq. (4)})\);
4. the ordering of the PCs and the mixture of physical effects
within each of them changes from star to star;
5. the largest directions of variance are not necessarily the axes
with the largest mean (so with the largest RVs effect).

Item 1 mostly affects the detectability of planetary signals with
periods that are long compared to the observational baseline,
where chance of cross-term with a nuisance signal is most likely
to arise, or specific periods such as 1-year and its harmonics.
However, this problem can be mitigated by explicitly including
the Keplerian signals alongside the PCs in the final fit (see
Sect. 2.6). The remainder of this section describes the strategies
we developed to address the other items.

2.3. Improving the PCA decomposition

Item 2 is related to noisy datasets. The precision of the LBL RVs
directly affects the precision of the PCs we extract from them.
For stars with moderate S/N \((S/N_{\text{cont}} \sim 200)\), the uncertainty on
individual LBL RVs is usually around \(15\) m s\(^{-1}\). Even for the
brightest stars \((S/N_{\text{cont}} \sim 600)\), in never drops below \(5\) m s\(^{-1}\).
This is one order of magnitude larger than the mean amplitudes
of the systematics that we are trying to correct, which are below
the m s\(^{-1}\) level (Cretignier et al. 2021). Moreover, the presence
of outliers is concerning since the PCA will try to capture their
behaviour (due to their large variance) whereas their final mean effect is negligible. For example, in HARPS data, LBL PCA revealed a new interference pattern (see Appendix B), with an amplitude smaller than 0.1% in flux, which strongly affects LBL RVs of stellar lines in the blue, but its final effect on the global RVs is smaller than 10 cm s\(^{-1}\). This simple example case led us to conclude that we should not apply PCA solely on individual LBL RVs.

The most trivial solution therefore consists in stacking or averaging LBL RVs in order to boost the S/N, where the weighted average of a selection of lines is computed with the inverse squared of the LBL RV uncertainties as in Eq. (1). In fact, most of the issues listed in items 2–5 (varying mixtures of effects, but the point we are trying to make here is that it is possible to identify groups of lines whose mean RVs are predominately affected by a given type of systematics. As shown in Fig. 2, a direct PCA decomposition of the LBL RVs will result in PCs that are a mixture of the two systematic effects (PC\(_i\) ≠ V\(_j\) in Eq. (4)). However, grouping lines in large wavelength chunks will strongly mitigate the signal of the column signatures, while allowing the PCA to isolate the wavelength-dependent effect. On the other hand, group lines by y-pixel position on the detector will strengthen the effect of the bad pixel columns. This can be used to identify PCs that are more directly linked to the individual systematic effects, as shown in the bottom row of Fig. 2.

This example demonstrates that line averaging can be particularly powerful, provided that one can identify a suitable way to create the groups.

In the absence of a detailed a priori understanding of the origin of the systematics, we can identify some parameters that are well-defined and most likely to control the extent to which a given systematic effect affects a given line. The most obvious such parameter is, naturally, the wavelength \(\lambda\), since both instrumental and stellar activity effects are expected to produce chromatic variations (Coffinet et al. 2019; Cersullo et al. 2019; Zechmeister et al. 2020). We therefore selected this parameter to drive our line selections.

### 2.4. Detecting chromatic effects with chunk-by-chunk (CBC) RVs

As shown in the previous Sect. 2.3, the correction of LBL RVs by PCA can be improved if the latter are averaged using some parameters that correlate with the direction of variance of the systematics (as in Fig. 2), and wavelength is a natural parameter to use for this. We thus averaged the LBL RVs over 4 Å “chunks”, resulting in “chunk-by-chunk” (CBC) RVs. The first chunk was defined to start at the wavelength of the bluest first stellar line. We tested a range of chunk width, ultimately settling on 4 Å as the best trade-off between S/N improvement, mitigation of the interference pattern signature (which has a periodicity of 0.1 Å, see Appendix B) and sensitivity to smooth chromatic trends in the LBL RVs. We performed PCA on the CBC RVs and examined the behaviour of the first five components for our targets. An example for the star HD 192310 is displayed in Fig. 3. We point out that HD 192310 contains a clear planetary signal of semi-amplitude 2.5 m s\(^{-1}\) at 75 days (see Sect. 3.2), whereas such signal is absent from our PCs, clearly demonstrating that PCA is insensitive to planetary signals, which are mean-effects.

We identified two components that are common to most of the HARPS stars we reduced, indicating a clear instrumental origin (see Figs. 3 and 4). Instrumental systematics are expected to dominate on HARPS, since the observed stars were rather quiet, and we had already applied YARARA and the shell framework, which should correct part of the stellar activity.

We confirmed the instrumental origin of the trends identified in the CBC RVs by examining the PC\(_i\)(t) time series. The first, PC\(_1\)(t), displays a discontinuous behaviour, with jumps corresponding to the dates at which the ThAr lamp was replaced. This indicates that the change in the RV zero-point of the instrument caused by the lamp replacement is not fully corrected by version 3.5 of the DRS. This phenomenon was also detected for HARPS-N, and corrected in the newer DRS version (version 2.2.3, Dumusque et al. 2021). The slow drift between the offsets is explained by the slow ageing of the lamp that modifies the internal pressure, changing the positions of the reference ThAr lines on the detector.
Fig. 3. Representation of the five first PCs obtained on the chunk-by-chunk RVs of HD 192310. **Top:** PC$_j$(t) length-projected onto the RV(t) time series. The date(s) of ThAr lamp replacement(s) are displayed as vertical red dashed line(s). **Middle:** corresponding Generalised Least Squares (GLS) periodogram of the PCs. **Bottom:** projection of the $\alpha_i$ coefficients (converted to Z-scores, i.e. normalised to zero mean and unit variance) into the physical detector space (pixel, $\lambda$). The separation between the two detectors of HARPS around $\lambda = 5250$ Å is indicated by the horizontal dashed line. The colour scale was set between $Z = -2$ and $Z = 2$, the direction being irrelevant since signs of the PCs are free to change. PC$_1$(t) is clearly related to ThAr lamp ageing as highlighted by the discontinuity of 100 cm s$^{-1}$ visible in the time-domain that matches the date of the lamp’s replacement. PC$_2$(t) shows some smooth modulation in the physical detector space, whereas PC$_3$(t) and PC$_4$(t) exhibit power at a period of 1-yr in the GLS.

Fig. 4. Same as Fig. 3, but for HD 20794. The first two components, PC$_1$(t) and PC$_2$(t), display a qualitatively similar behaviour (and hence origin) as for HD 192310. However, we note that the sign of the offsets due to ThAr ageing on PC$_1$(t) is now reversed and smaller with a jump of 10 cm s$^{-1}$. The three components PC$_3$(t), PC$_4$(t) and PC$_5$(t) all present 1-year power. For this star, the rms of each of the components fit to the RVs according to Eq. (5) $(|\alpha_j| \cdot PC_j(t))$ is smaller than 10 cm s$^{-1}$.
The second component, \( PC_2(t) \), does not present such a clear time-domain signature, nor specific periodicity, but is rather noisy. In order to confirm that this effect is clearly instrumental, we projected back the \( \alpha_{ij} \) coefficients onto the detector space \((x, \lambda)\), where we use the stellar line wavelength \( \lambda \) to trace the cross-dispersion direction, and the \( x \)-pixel coordinate varies along the dispersion direction within each order. In that space, the second PC score displays a smooth structure with left-to-right variation, which is clearly due to an instrumental systematic effect, although its origin is not well understood at the moment. One possible explanation may be an imperfect fibre injection due to guiding errors and seeing variation which would explain why no clear periodicity is found since both guiding and seeing are stochastic processes. If so that component should be missing when analysing HARPS data post 2015, since new octagonal fibres were installed with a better scrambling of the light input injection.

An important observation to raise is that, despite a clearly similar origin for the components, the time series of both stars are very different. This could be surprising or “contre-intuitive” when thinking about the first PC related to ThAr ageing and wavelength solution. Indeed, whereas a positive offset of 100 cm s\(^{-1}\) is observed on HD 192310 (Fig. 3) for the first component \( PC_1(t) \), a negative offset of 10 cm s\(^{-1}\) is measured for HD 207974 (Fig. 4). This example demonstrates that instrumental systematics cannot be simply averaged in the time-domain to form some sort of “master time-vector” with which to perform corrections (Trifonov et al. 2020). This is not altogether surprising, given that each star probes the detector space \((x, \lambda)\) differently, depending on its peculiar systemic radial velocity, spectral type and/or metallicity, resulting in different mean-effects in the final LBL RVs. A similar observation was already made by Cretignier et al. (2021) in the spectral domain to explain why some stars where more sensitive to the “detector stitching” effect than others. In the next section, we describe how we can exploit the common nature of the systematic trends we have identified in the CBC RVs while adapting the correction to the individual behaviour of each star.

### 2.5. Correction of the instrumental systematics

By looking at the five first PCs of dozens of HARPS targets, we found that several types of trends recur across many stars. This observation can be exploited to better constrain the correction of the systematics by reducing the freedom given to the PCA.

If we were able to average the LBL RVs according to the strength coefficient \( b_{ij} \) of a specific \( V_i(t) \) contamination (see Eq. (4)), our problem would be solved. However, we never know the \( b_{ij} \) coefficients a priori. We only have access to the \( \beta_{ij} \) coefficients and the \( PC_j(t) \). We noted that, once converted to \( Z \)-scores\(^3\), the \( \beta_{ij} \) coefficients for different stars were taking similar values for different stars. This allows a model \( Z_j(\lambda) \) of the \( j \)-th instrumental systematic to be defined, which can be applied to any star, without necessarily performing the PCA on that specific star’s CBC RVs.

For HARPS, we decided to do this for the two clear instrumental systematics identified in Sect. 2.4. For each of them, we constructed a model by merging all the \( Z \)-scores of HARPS targets related to the component under consideration into a single array, then computing the median within a sliding wavelength window. The master calibration curves, \( Z_j(\lambda) \) and \( Z_2(\lambda) \) respectively, were obtained using a window of the same width as the one used to generate the CBC RVs (i.e. 4 Å), and are displayed in Fig. 5. We note that, for \( Z_2 \), the pixel position could have been add to the model to fit a 2D smooth function \( Z_2(\lambda, \text{pixel}) \), but here the effect is already quite clear with the wavelength \( \lambda \) only. Once a function \( Z_j(\lambda) \) is known, it can be used to form the groups on which the PCA will be fit as follows.

For a specific star and a specific systematic \( j \), we evaluate \( Z_{a_{ij}} \) at the location of each line \( \lambda_i \) included in our tailored line selection by linearly interpolating the \( Z_j \) master curve. The \( Z_{a_{ij}} \) values are taken as an estimate of the \( \beta_{ij} \) coefficients, and used to form 10 groups of equivalent size (cut at every 10th percentile). The LBL RVs are averaged inside each group using Eq. (1). This process allows us to go from a cloud of thousands of points at low S/N to a cloud of ten points at high S/N. We then perform PCA on this reduced cloud and extract the first principal component. Only the first component is relevant, since groups are precisely formed in a way that the variance is magnified along the variance of the expected systematic and averaged in the other direction. This process is equivalent to the one illustrated in Fig. 2, where

\[^3\] The \( Z \)-score of a variable \( X \) drawn from a distribution is defined as the number of standard deviations away from the mean. In other words, converting a variable to a \( Z \)-score consists in subtracting the sample mean \( \mu \) and dividing by the sample standard deviation \( \sigma \); \( Z = (X - \mu)/\sigma \).
the colour gradient is now given by the $Z_{i,j}$ values. We confirmed that this procedure produces a single significant PC by checking the explained variance curve of the PCs. It is important to note that an interesting property of the present analysis is that it does not require one to observe the same sample of stars for all the epochs to correct for the underlying instrumental systematic.

2.6. Final refined corrections defining the end point of YARARA V2

In a previous paper (Cretignier et al. 2021), we developed a post-processing pipeline called YARARA dedicated to the flux corrections of known systems at the spectrum level. From this improved version of the spectra, more precise LBL RVs were extracted and corrected by the shell decomposition presented in Cretignier et al. (2022). The present paper comes as a further stage of corrections applied after the shell decorrelation and also applied on the LBL RVs. Since YARARA was dedicated to flux corrections, whereas shell and LBL PCA are time-domain corrections, we call hereafter the final LBL RVs obtained after PCA correction the “YARARA V2” products (or YV2), as opposed to the RVs obtained after the flux correction in Cretignier et al. (2021), which we call refer to as YARARA V1 (or YV1) RVs.

After extracting the YV1 LBL RVs and performing the shell decomposition, the YV2 correction of the residual LBL RVs is performed in three consecutive stages:
1. correct common-mode instrumental systematics using the master $Z_i(t)$ calibration curves, as described in Sect. 2.5;
2. use the residual LBL RVs obtained after step 1 to construct CBC RVs, apply PCA decomposition to the latter, and use the resulting PCs to correct the LBL RVs;
3. apply PCA directly on the residual LBL RVs obtained after step 2 to perform a final correction for any effects that do not display a smooth wavelength dependence.

The number of PCs fit in steps 2 and 3 was determined as in Cretignier et al. (2022), using a leave-$p$-out cross-validation algorithm. However, we slightly modified the algorithm since such method was unstable numerically. The new method is described in Appendix A and is closer to the version also used in Ould-Elhkim et al. (2023). For convenience, from here onwards we refer to the PCs identified at steps 1, 2 and 3 as “slice”, “color”, and “lbl”, respectively.

2.7. Including Keplorians in the model

As discussed in Sect. 2.2, the presence of a planetary signal has no impact on the PCA itself in that it does not affect the extracted PCs. However, the PCA correction can remove part of a planetary signal if the latter displays some linear correlations with one or more of the PCs. Naturally, this could hinder the detection of the planetary signal in question and affect the estimate of its parameters. Furthermore, as both the planetary model and the coefficients of the PCs ($\alpha_{i,j}$) are affected, the resulting combined model is imperfect. Fitting an imperfect model to the data can result in the injection of additional, spurious signals with small amplitudes that could be misinterpreted.

An example of this effect arose during the planetary injection-recovery tests we performed on HD 10700 (see Sect. 3.1). One of the planets we injected, with semi-amplitude $K = 3 \text{ m s}^{-1}$ and period $P = 122$ days (one third of a year), was interacting with the PCs containing power at 1-year periodicity. Consequently, the planetary amplitude was reduced by 40% and a significant 1-year signal was visible after YV2, which was not present in the YV1 RVs. Such behaviour is clearly undesirable but can be avoided by fitting a Keplerian model simultaneously with the PCs.

So far we neglected the planetary signal, $\text{RV}_P(t)$ in Eq. (5), when evaluating the $\alpha_{i,j}$ coefficients. We now re-introduce it explicitly, as follows. For the purposes of estimating the $\alpha_{i,j}$’s, the precise functional form of the $\text{RV}_P(t)$ signal (which, in general, consists of the combined signal of several exoplanets) is not relevant: we are only interested in approximating it well enough in the time-domain. For that reason, we choose to fit a superposition of $C_i(t)$ circular orbits, which is more stable numerically and enables us to preserve the linearity of the model:

$$\text{RV}_P(t) = \sum_{i=1}^{n} A_i \cdot \sin \left( \frac{2\pi}{P_k} \cdot t \right) + B_i \cdot \cos \left( \frac{2\pi}{P_k} \cdot t \right) \cdot (6)$$

In this framework, the signals of planets with significant eccentricity would be captured by several components at the orbital period and its harmonics. If the phase of the planetary signal is known (for example for transiting planets), the two terms in Eq. (6) can be replaced by a single sinusoidal function with the appropriate phase.

In principle, the coefficients $A_i$ and $B_i$ should be the same for all the stellar lines. However, the model was easier to implement if the coefficients were free to change from line to line, as the fit then proceeds on a line-by-line basis:

$$\text{RV}_i(t) = \sum_{k=1}^{N} A_{i,k} \cdot \sin \left( \frac{2\pi}{P_k} \cdot t \right) + B_{i,k} \cdot \cos \left( \frac{2\pi}{P_k} \cdot t \right) + \sum_{j=1}^{N} \alpha_{i,j} \cdot \text{PC}_j(t). \quad (7)$$

While this might not be as optimal as fitting a global set of $A_i$’s and $B_i$’s, we noted that the values of the $A_{i,k}$ and $B_{i,k}$ coefficients are not used to estimate the planet parameters. Their purpose is only to minimise crosstalk between any signal with a periodicity $P_k$ and the $\alpha_{i,j}$ fit coefficients. The final planet parameters are obtained by fitting Keplerian orbits to the YV2-corrected RVs after averaging the latter over the individual lines, as described below.

The above procedure assumes that the period(s) of the planetary signal(s) are known. This naturally begs the question of how to identify these signals, at the same time as fitting for the instrumental systematics. This is challenging not only because of the “red noise” imparted by the systematics, but also because several Keplerian signals can mix together due to the time sampling of the observations. This issue can be addressed by searching for signals at all periods simultaneously using the 11-periodogram introduced in the context of RVs by Hara et al. (2017).

A convenient feature of the 11-periodogram is that, in addition to the periodic signals one is searching for, a basis of linear predictors can be included explicitly into the model. While the unknown periodic terms are penalised using L1 regularisation to avoid over-fitting, the regularisation is not applied to the known basis terms. We therefore apply the 11-periodogram to the YV1 RV time series, adding our PCs to the basis of “unpenalised vectors”. We then keep all the periods $P_k$ with a False Alarm Probability (FAP) lower than 0.1%, where the FAP is defined as in Delisle et al. (2020).

One important consideration when using the 11-periodogram is the noise model, which has a significant impact on the final power landscape. In the 11-periodogram, this is implemented via a user-specified covariance matrix. In this work, we used a purely diagonal covariance matrix, that is we assumed that
the noise was white. The main expected noise contributions are photon noise, which is white, and (super-)granulation, which can be reasonably approximated as white on the timescales of our nightly binned data. However, while the magnitude of the photon noise can be estimated, it can be more difficult to assess the (super-)granulation contribution, which depends on the observational strategy (Meunier et al. 2017). We estimate the overall white noise level empirically, by fitting an iterative Generalised Least-squared (GLS) periodogram (Zechmeister & Kürster 2009), using the same FAP level criterion of 0.1%. At each iteration, we identify the highest peak in power, and add a sinusoid at that period to the model, using the Keplerian fitting code published in Delisle et al. (2016). The iteration stops when the highest peak is above the specified FAP threshold. We then estimated the median absolute deviation of the RV residuals, and added this in quadrature to the theoretical (photon-noise) uncertainties for each observation in our 11-periodogram analysis.

In practice, the set of periods detected in the 11-periodogram following the above prescription is not necessarily the optimal set to include in the final model fit. First, it can sometimes still include spurious periodicities induced by red noise components that were not filtered out by our vector basis (see for example the 15-day signal found in the RVs of HD 109200, discussed in Sect. 3.4). Furthermore, the 11-periodogram is known to struggle to detect low-amplitude signals in the presence of much larger ones (Hara et al. 2017). On the other hand, the iterative GLS procedure described above to estimate the excess white noise level also yields an alternative set of periodicities, which we found to be less affected by these two limitations.

Since the GLS implementation we used in this work does not allow us to fit a vector basis simultaneously with a sinusoid at each trial period, we first used the set of periods $P_k$ identified with the 11-periodogram to evaluate a preliminary YV2 systematic correction, and ran the iterative GLS on the residuals. As with the 11-periodogram analysis, we only fitted for circular orbits, eccentric orbits therefore give rise to multiple detected periodicities at harmonics of each other. In this way, we obtain a new set of periods $P_k$, which may differ from the set identified with the 11-periodogram, though the largest signals are usually common to both.

Our final model for the global RV time series is then:

$$RV(t) = \sum_{k=1}^{n} C_k(t) + \sum_{i=1}^{N} \alpha_{i,j} \cdot PC_j(t) + RV_{\text{res}}(t),$$

(8)

where the $C_k(t)$ are the periodic signals identified using the iterative GLS procedure, and the final $\alpha_{i,j}$ are re-estimated using this final set of periods.

We perform a further test on each of the candidate planetary signals $C_k(t)$ to determine which of them can be considered as a significant planet candidate and thus should be included in the final set of periods used in Eq. (8). This tests consists in comparing the candidate signal $C_k(t)$ with the residual signal $RV_{\text{res}}(t)$. The test works as follows: for each of the $k$ candidate signals, we first construct a systemsatics-corrected RV time-series $RV_k(t) = C_k(t) + RV_{\text{res}}(t)$, which includes only the planetary signal in question and the residuals of the full model. We then test whether the highest peak in the GLS periodogram of $RV_k(t)$ is still at period $P_k$ when a small fraction of the observations is deleted. If removing a small fraction of the observations changes the location of the highest periodogram peak, that peak was most likely due to residual correlated noise. On the other hand, (provided that the phase coverage is not strongly heterogeneous), a true planetary signal should be present in the whole dataset, and therefore removing a small fraction of the observations might reduce the significance of the highest peak, but should not change its period altogether. This approach is conceptually similar to the apodised periodogram of Hara et al. (2022), which tests how the strength of a signal changes over time.

To implement this test, we had to decide what fraction of the data points to remove and how to select them. We arbitrarily set the fraction to 10% of the total. Most of the datasets considered in the present study consist of ~300 observations, so that roughly ~30 observations were rejected. We decided to remove the observations with the largest values of $\frac{|C(t)|}{RV_{\text{res}}(t)}$, that is those where the candidate planetary signal was the largest (closest to quadrature). This allows us to verify that the signal is not produced by outliers falling around quadrature. We also investigated other ways of selecting the points to remove, including selecting points at random or according to S/N, but ultimately opted for the ‘quadrature attack’ as it is the most aggressive, and therefore the set of candidate signals that pass this set should be the most robust. We highlight that we did not use the value of the peak power or FAP in this quadrature attack process, we only test whether the peaks remain the highest, that is whether the period that best explains the candidate signal is robust to the removal of the selected points.

Once all the periods $P_k$ were tested, only those surviving quadrature attack test were kept. We then re-evaluated the $\alpha_{i,j}$ coefficients following Eq. (7), and used them to correct the $RV(t)$ before using Eq. (1) to compute the weighted average of the corrected LBL RVs. The resulting $RV(t)$ is the final YV2 time series presented for each of our targets in Sect. 3. All the time series (YV1, YV2 and PCs) are provided in machine readable format at the CDS.

The procedure described in this subsection to identify and refine the set of planetary signals to include in the final fit may seem complex and somewhat ad-hoc, but it reflects the challenge of finding an automatic routine that can be applied on large database. Ultimately, a human still needs to check and carefully investigate each of the periods included in the final set.

3. Results

We present the results of the extended version of YARARA obtained on five intensively observed HARPS targets: HD 10700, HD 192310, HD 115617, HD 109200 and HD 20794. All the orbital solutions were obtained using the publicly available code to fit Keplersians developed by Delisle et al. (2016).

We used HD 10700 as a planetary injection test since this star does not contain any large RV signal from planets or stellar activity and is a standard test to validate the capability of a method to not absorb planetary signals. The next star, HD 192310, was chosen since it contains two clear exoplanets and a third peak related to the rotational period at 44 days.

The third star, HD 115617, present an interesting case of planetary signals in interaction with systematics. Moreover, the present work tends to show that the mass of the third published exoplanets was overestimated by a factor two. The fourth star, HD 109200, is a complex case of stellar activity signal unresolved with the present work. It is also the lowest S/N dataset, which shows the difficulty to work with S/N lower than 200.4

---

4 This time, the FAP is analytically computed as described from Baluev (2008) which is strictly equivalent to Delisle et al. (2020) in the case white noise.

5 https://pypi.org/project/kepmodel/
Finally, the last star, HD 20794, was selected since it contains also two clear planetary signals whereas a third one seems to be a valid super-Earth planetary candidate. The current MCMC solution converges to an eccentric orbit crossing the habitable zone of this solar-type star (G6V).

### 3.1. Planetary injection on HD 10700

We tested our YARARA V2 pipeline on the same planetary injection dataset than in Cretignier et al. (2021). As a reminder, HD 10700 is one of the star intensively observed by HARPS presenting the lowest RV rms on the full lifetime of the instrument (∼1 m s\(^{-1}\)). The star was observed during 380 nights between 1 August 2005 and 18 December 2014. This target is of primary interest to test our method since no large signal coming either from planets, or from the stellar activity is observed. Two circular-orbits planets were injected directly at the spectrum level (see Cretignier et al. 2021), where one of the planet (\(P = 37\) days and \(K = 2\) m s\(^{-1}\)) was not expected to interact with any recipes of YARARA and is a sanity check, whereas the second one was expected to crossstalk with 1-yr systematics (\(P = 122\) days and \(K = 3\) m s\(^{-1}\)).

We already demonstrated in Cretignier et al. (2021) that the amplitudes recovered at the end of YARARA V1 were compatible with the injected ones considering a 7% uncertainty due to the potential presence of lower planetary signals (Feng et al., 2017), validating the ability of the recipes performed at the flux level to not absorb the planetary signals. We propose now to test the ability of YARARA V2 to perform a similar job, which is more challenging to achieve in the time-domain. In total, YV2 includes 13 vectors fit in the time-domain (four shells, two slices, three colours, and five lbl according to the nomenclature defined in Sect. 2.6). Such a number of components could look like a large basis, but given that 380 epochs are used, a multi-linear model has in fact a low risk of over-fitting the data.

When running the first iteration of YARARA V2, we found out that the amplitude of the 122-days planet was strongly absorbed. The 4 shells vectors first decrease its amplitude to 2.75 m s\(^{-1}\), whereas the signal was decreased down to 1.50 m s\(^{-1}\) once the full basis of 13 vectors were fit. Both planets were still detectable in a GLS periodogram but a third significant peak at 1-yr not present in YARARA V1 was now visible with a semi-amplitude \(K\) around 1 m s\(^{-1}\). It turned out that several PCs components correcting some of the 1-yr systematics of the instrument were attempting to absorb the 122-days planet. This is an expected behaviour from cross-term between planetary signals and PCs basis since the RVs/\(t\) model in Eq. (2) was set to zero at the beginning.

This example shows that GLS should be carefully interpreted when applied on a residual RV time series filtered out by some red noise model. Despite the high collinearity, the 122-day signal was perfectly identified in the 11-periodogram, as well as a 20-day and the 37-day signals. Hence, the periods were therefore added in the model (Eq. (7)). The signals were now no more absorbed and both fulfilled the quadrature attack test described in Sect. 2.7 which preserved them in the Keplerian model.

At the end of YARARA V2, both planetary signals were perfectly recovered with the right phases and right amplitudes with...
values of 1.99 and 2.89 m s$^{-1}$ respectively, equivalent to a relative difference of 1 and 5% with the injected ones. We fitted, at each stage of the YV1 and YV2 sequence, a two-Keplerian model of circular orbits with the known periods of the injected signals in order to follow and evaluate the evolution of the phases and amplitudes of the signals during the sequence. This analysis is represented in Fig. 6. We observed that for any recipe in YV1 and YV2, the amplitudes (or the phases) deviates farther away than 10% of the injected signals’ relative values.

We therefore conclude that the present version of the pipeline is able to recover planetary signal without significant absorption of their amplitudes neither crosstalk power communication. A single exception must be noted concerning long term signals, which are by nature highly collinear and degenerate with any other long trend signal. The method presented here therefore assumes that the baseline of the observation covers, as a rule of thumb, at least twice the planetary period, which is in general a quite common requirement to the publication of any signal with an amplitude close to the instrumental limit.

3.2. HD 192310

HD 192310 is a bright K2V star ($m_v = 5.7$) located at 8.8 pc of the Sun with a stellar mass of 0.82 $M_\odot$ (Ramírez et al. 2013). With such a high stellar magnitude, the median signal-to-noise ratio of the observations at 5500 Å is good and raises to $\text{med}(S/N) = 307$. The star exhibits a magnetic cycle with a periodicity estimated around $\sim$9.5 yr based on the CaII index. Moreover, a rotational period between 39 and 45 days can be estimated from several classical activity proxies as CaII H&K lines, $H_\alpha$ or the CCF VSPAN, values compatible with the reported rotational period found in Pepe et al. (2011a).

The star has been intensively observed as part of the HARPS large programme with 322 nightly observations between 4 August 2007 and 6 October 2014. The RVs revealed two convincing Neptune-like exoplanets at 75 and 525 days (Pepe et al. 2011a) with semi-amplitudes larger than 2 m s$^{-1}$. A 60 cm s$^{-1}$ signal at 25 days was also published as a candidate exoplanet recently by Laliotis et al. (2023).

By performing an iterative Keplerian fit on the RV time series coming from the DRS (Fig. 7), we detected the same clear signatures around 74 and 528 days with amplitudes of 3.02 and 1.64 m s$^{-1}$ respectively. Note that an extra parabolic trend component was needed to fit the data due to the magnetic cycle. After subtraction of these two signals, three other signals are detected at 44, 39 and 20 days with amplitudes around $\sim$0.80 m s$^{-1}$. Except the clear peak visible at 44 days in several chromospheric activity proxies and CCF moments (once the magnetic cycle removed), the application of YARARA further confirms the parasite nature of those signals and show an origin certainly driven by the stellar activity. We note that other signals can be detected but, we stopped the iterative fit at five planets. Such a large number of planets detected at the instrumental precision level is symptomatic of red noise components that are imperfectly fit by sinusoidal functions and that need several Keplerian to be approximated by the model.

After the flux correction of YV1, a total of 11 vectors were fit in the time-domain (seven shell, two slice, one colour and one lbl components). On the YV2 dataset, the planetary signal at 75 and 550 days are recovered as displayed in Fig. 8 and the stellar activity signals around the rotational period at 44 days are now no more significant, a result similar to the one found in Cretignier et al. (2022) for the K1V dwarf star α Cen B. The same semi-amplitude of 2.79 m s$^{-1}$ and 1.43 m s$^{-1}$ are obtained.
for the 75 days and 550 days signal respectively, demonstrating once again (on real planetary signals now) that PCA performed on LBL RVs and CBC RVs are indeed insensitive to planetary signals and planetary absorption only occurs due to partial linear correlation with the basis fit. The periodogram of the residuals is already much cleaner and only present peaks at 95 days and aliases below the 1% FAP level.

In the residuals of YARARA V2, we did not find a hint of the planetary candidate mentioned in Laliotis et al. (2023) at 24 days. In that study, the authors do not properly model out the stellar activity and simply fit it out via a Keplerian solution. Fitting a non-Keplerian signal such as stellar activity or instrumental systematics with a Keplerian signal can easily introduce other peak in periodograms, which may explain this extra signal, in particular since the semi-amplitude of the candidate is around 60 cm s\(^{-1}\). Furthermore, all the HARPS systematics are still present in their data a priori and the peak-to-peak for some of them are easily above 60 cm s\(^{-1}\) as shown in Cretignier et al. (2021). Their analysis also includes the RV time series of other instruments such as UCLES and HIRES, but none of them have the sensitivity to detect such a small signal and including them with HARPS dataset would have increased the red noise model complexity (since each new instrument brings its own pack of systematics) rather than improving the RV precision.

We ran a Monte-Carlo Markov chain (MCMC) to fit a 2-Keplerian model with flat priors using the available algorithm on the DACE platform\(^6\). The MCMC implementation is based on Díaz et al. (2014) and Diaz et al. (2016). The chain was made of 860’000 iterations and the first quarter was burnt. The resulting table for the posterior distribution of the orbital parameters is displayed in Table 1. Using the YV2 Keplerian solution, the RV rms of the residuals was decreased from 1.34 m s\(^{-1}\) with the DRS dataset down to 0.90 m s\(^{-1}\) for YV2.

Interestingly enough, we can note that the eccentricity of the planet HD 192310 c is strongly reduced down to \(e = 0.11^{+0.22}_{-0.11}\) compared to \(e = 0.33^{+0.11}_{-0.11}\) in Pepe et al. (2011a). Such a decrease of large eccentricity exoplanet was also observed for HD 10180 f in our previous paper (Cretignier et al. 2021), a planet for which the orbital parameters are very similar to HD 192310 c. Furthermore, the amplitude recovered is \(K = 1.44\) m s\(^{-1}\), which is also 37% smaller than the one previously reported in Pepe et al. (2011b) at \(K = 2.27\) m s\(^{-1}\). We observe that the uncertainty on the parameters does not improve. This is due to the fact that for all the datasets, the same noise model is used (70 cm s\(^{-1}\) of white noise). This example show that orbital parameters obtained with uncorrected red noise modelling can be biased, which could be concerning for some published signals close to the instrumental stability with amplitudes \(K < 2\) m s\(^{-1}\).

In order to appreciate the improvement obtained with YARARA V2, we displayed in Fig. 9, the periodograms in amplitude of all the datasets, after removing the YV2 Keplerian solution of Table 2. Under the hypothesis that this solution is the good one, those periodograms allow one to directly assess the contamination level in all the datasets. As an example, we observe a 65 cm s\(^{-1}\) signal at 800 days strongly corrected already in YV1 and which mainly explain the large eccentricity of the HD 192310 c with the DRS dataset. The improvement from YV1 to YV2 is also clear with less contamination around the rotational period.

In YV2, a peak at 1-yr of 45 cm s\(^{-1}\) is visible, where such a level was already visible in the DRS and YV1 dataset as well.

---

\(^6\) https://dace.unige.ch
Table 1. Orbital \((P, K, e, \omega, \lambda_0)\) and physical \((a, m \sin i)\) parameters obtained from the MCMC performed on the different RV time series of HD 192310 for a 2-Keplerian fit model.

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>planet b</th>
<th>planet c</th>
<th>planet b</th>
<th>planet c</th>
<th>planet b</th>
<th>planet c</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P) (days)</td>
<td>74.16(\pm)0.04</td>
<td>528.3(\pm)3.6</td>
<td>74.27(\pm)0.04</td>
<td>528.4(\pm)5.1</td>
<td>74.25(\pm)0.04</td>
<td>534.9(\pm)5.9</td>
</tr>
<tr>
<td>(K) (m s(^{-1}))</td>
<td>2.94(\pm)0.06</td>
<td>1.78(\pm)0.08</td>
<td>2.93(\pm)0.06</td>
<td>1.51(\pm)0.07</td>
<td>2.81(\pm)0.06</td>
<td>1.44(\pm)0.06</td>
</tr>
<tr>
<td>(e)</td>
<td>0.11(\pm)0.02</td>
<td>0.31(\pm)0.05</td>
<td>0.13(\pm)0.02</td>
<td>0.17(\pm)0.05</td>
<td>0.11(\pm)0.02</td>
<td>0.06(\pm)0.05</td>
</tr>
<tr>
<td>(\omega) ((^{\circ}))</td>
<td>161(\pm)11</td>
<td>14(\pm)8</td>
<td>157(\pm)9</td>
<td>78(\pm)15</td>
<td>151(\pm)12</td>
<td>123(\pm)51</td>
</tr>
<tr>
<td>(\lambda_0) ((^{\circ}))</td>
<td>229(\pm)1</td>
<td>241(\pm)3</td>
<td>230(\pm)1</td>
<td>243(\pm)4</td>
<td>229(\pm)1</td>
<td>235(\pm)4</td>
</tr>
<tr>
<td>(a) (AU)</td>
<td>0.32(\pm)0.01</td>
<td>1.20(\pm)0.02</td>
<td>0.32(\pm)0.01</td>
<td>1.20(\pm)0.02</td>
<td>0.32(\pm)0.01</td>
<td>1.21(\pm)0.02</td>
</tr>
<tr>
<td>(m \sin i) ((M_\odot))</td>
<td>16.88(\pm)0.7</td>
<td>18.8(\pm)0.7</td>
<td>16.88(\pm)0.7</td>
<td>16.5(\pm)0.9</td>
<td>16.1(\pm)0.7</td>
<td>15.9(\pm)0.9</td>
</tr>
</tbody>
</table>

Notes. The reference date is BJD = 2 455 500 and the stellar mass is taken as \(M_\star = 0.82\ M_\odot\) (Ramírez et al. 2013).

---

This peak can be induced by the window function of observational seasons, that tends to produce, even in presence of white noise, 1-yr power because of the imperfect phase coverage. We showed that aspect by computing the periodogram for 100 independent white noise realisations with a dispersion identical to the YV2 dataset. In average, the amplitude at 1-yr is around 15 cm s\(^{-1}\), smaller than our 45 cm s\(^{-1}\) value, which indicates that some residual signals may have survived even after YV2, however such an amplitude of 40 cm s\(^{-1}\) rise up for 16% (84th percentile) of the white noise realisations.

In order to demonstrate that the improvement from YV1 to YV2 is not at the expense of any absorption of real signals, we also displayed the “absorption curve” as described in Cretignier et al. (2022). As a reminder this curve is obtained by projecting on the PCs vector basis used to correct the RVs, sinusoidal curves sampled at the time of the observations. The amplitude of the curves after the correction is compared with the initial one to obtain the amplitude absorption \(\Delta K\) in percent. For the simulation, 10 000 periods equidistant between 3 days and the baseline of the observations were tested, as well as 18 equidistant phases for each period.

For a signal shorter than 180 days, no absorption larger than 10% is monitored. The largest absorption is around 1-yr with \(\Delta K = 35 \pm 20\%\) depending on the phase of the injected signal. It indicates that several vectors from the basis contain 1-yr power due to instrumental systematics. We can also see 0% absorption at the location of the planets, this is because the planetary periods \(P_k\) were added in the model (Eq. (7)) and fit simultaneously as the \(a_k, e_k\) coefficients which prevents any absorption at those periods.

We preferred to use, as a figure of merit, the periodogram in amplitude rather than the extremely common root-mean-square (RMS) of the RV time-series residual. Indeed, RMS does not contain any information about the baseline of the time series, the sampling of the observations, nor information about the remaining red noise frequency. All this information is however contained in the periodogram in amplitude. Nevertheless, there are drawbacks for periods poorly covered in phase by the observations (usually at 1-yr), that may present arbitrary large amplitude since unconstrained. The present analysis is qualitative and not quantitative. By eye, we can see that on average, no signal larger than 25 cm s\(^{-1}\) subsists after YV2. We highlight that this value, does not prevent the existence of planetary candidate with amplitudes larger than this value since those signals can still be mixed with residual red noise components.

We outline three bullet points with the present example: 1) the planetary signals are well recovered and their significance are increased, 2) the rotational period around 44 days is now no more significant as for \(\alpha\) Cen B in Cretignier et al. (2022) and 3) the residuals RV rms reached with the 2-Keplerian fit model...
Fig. 10. Iterative circular orbits fit of HD 115617 with the RV time series of the DRS. Exoplanets 61 Vir, b and c a are detected but not 61 Vir, d.

Fig. 11. Same as Fig. 10 with the RV time series from YARARA V2. The planetary system of Vogt et al. (2010) is recovered.
Table 2. Same as Table 1 for a 3-Keplerian fit model on HD 115617.

<table>
<thead>
<tr>
<th>Par.</th>
<th>DRS</th>
<th>YV1</th>
<th>YV2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planet b</td>
<td>Planet c</td>
<td>Planet d</td>
</tr>
<tr>
<td>$P$</td>
<td>4.215$^{+0.003}_{-0.001}$</td>
<td>38.07$^{+0.01}_{-0.01}$</td>
<td>123.5$^{+2}_{-2}$</td>
</tr>
<tr>
<td>$K$</td>
<td>2.60$^{+0.08}_{-0.07}$</td>
<td>4.00$^{+0.09}_{-0.09}$</td>
<td>1.38$^{+0.25}_{-0.12}$</td>
</tr>
<tr>
<td>$e$</td>
<td>0.05$^{+0.03}_{-0.02}$</td>
<td>0.13$^{+0.02}_{-0.12}$</td>
<td>0.04$^{+0.03}_{-0.03}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>161$^{+76}_{-63}$</td>
<td>57$^{+9}_{-7}$</td>
<td>324$^{+13}_{-8}$</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>99$^{+2}_{-2}$</td>
<td>150$^{+1}_{-1}$</td>
<td>133$^{+4}_{-3}$</td>
</tr>
<tr>
<td>$a$</td>
<td>0.05$^{+0.01}_{-0.01}$</td>
<td>0.22$^{+0.01}_{-0.01}$</td>
<td>0.47$^{+0.01}_{-0.01}$</td>
</tr>
<tr>
<td>$m \sin i$</td>
<td>6.2$^{+0.3}_{-0.3}$</td>
<td>19.7$^{+0.8}_{-0.8}$</td>
<td>9.9$^{+0.9}_{-0.8}$</td>
</tr>
</tbody>
</table>

Notes. The stellar mass is taken as $M_* = 0.92 M_\odot$ (Ramírez et al. 2013).

is about 0.90 m s$^{-1}$ on 6 yr of HARPS observation, significantly better compared to the 1.08 m s$^{-1}$ reached with the 5-Keplerian fit model obtained with the DRS and closer to the intrinsic limit of the instrument around 0.70 m s$^{-1}$.

3.3. HD 115617

HD 115617, also called 61 Vir, is a bright ($m_*=4.7$) G6V star located at 8.3 pc from the Sun with a stellar mass of 0.92 $M_\odot$ (Ramírez et al. 2013). The star has been observed 201 nights with HARPS between 19 February 2006 and 5 May 2015. The median S/N of the observations at 5500 Å is med(S/N) = 387.

The star exhibits an irregular magnetic cycle based on the S-index of the CaII H & K lines with a periodicity close to 8 yr. The star also showed a brutal outburst of its activity level in 2009 that may match with the maximum of the magnetic cycle. Once the long-term modulation filtered out, the periodogram of the S-index presents two clear peaks at 30 and 33 days likely related to the rotational period of the star. Three exoplanets were first detected and published by HIRES (Vogt et al. 2010) with periods $P$ of 4, 38 and 124 days and $m_p \sin i$ projected mass of 51, 18.2, and 24.0 $M_\oplus$.

61 Vir, d is of a high interest since we can found some debate in literature around the 124-day signal. Indeed, initially, this candidate was not detected by HARPS (Wyatt et al. 2012) and was even recently classified as a false positive (Rosenthal et al. 2021), before to be reconfirmed in Laliotis et al. (2023). Another reason to investigate this signal is that planets close to 1-yr harmonics may have biased orbits due to 1-yr systematics present on HARPS, as showed in a previous paper (Cretignier et al. 2021).

Such systematics are not exclusive to this spectrograph and are likely existing for other instruments as well. We further confirm such tendency with the present example in a more extreme case. Indeed, using only the HARPS data, iterative circular orbits converge towards a 180-day signal rather than the 124-day published planet (see Fig. 10). Quadratic trend was included in the model. Furthermore, a fourth signal at 35 days is also detected which is unlikely considering the Neptune-like planet 61 Vir, b at 38 days. The RV rms of the 4-Keplerian fit is of 1.19 m s$^{-1}$. The planet at 120 days is already recovered in the YV1 RVs. After the flux correction of YARARA V1, a total of 11 vectors were fit in the time-domain (five shell, two slice, two colour, two lb). We displayed in Fig. 11, the Keplerian iterative fit obtained with YV2 RVs. Once again, we ran a MCMC as in Sect. 3.2 to get a new updated Keplerian solution for the system and updated minimum masses. The orbital parameters are displayed in Table 2. Using the YV2 Keplerian solution, the residual RV rms was decreased from 1.46 m s$^{-1}$ with the DRS dataset down to 0.93 m s$^{-1}$ after YV2.

The system published by Vogt et al. (2010) is now recovered and the RV rms is below 1 m s$^{-1}$. This example shows once again how a 1-year systematics can mix with planetary signals to produce a peak elsewhere in a periodogram (often at the 1-year alias of the real signal), an element already raised in Cretignier et al. (2021). This phenomenon is more likely to happen when the systematics and the underlying signals are comparable in amplitude which is the case here.

To further confirm it, we display in Fig. 12 the periodogram of the residuals RV datasets with the Keplerian solution obtained by the MCMC on YARARA V2. Even if the 1-year power is not visible when fitting iterative Keplerian signals (as showed in Fig. 10), the signal is clearly visible on the DRS dataset with a semi-amplitude of $K = 1.50$ m s$^{-1}$, likely dominated by the stitching (Dumusque et al. 2015a). Its strength is strongly reduced after YARARA V1 down to $K = 0.70$ m s$^{-1}$, but fully disappear only after YARARA V2 processing. The absence of peak at the planetary periods shows that the Keplerian solution used is also working for all the datasets which confirms that signals were not absorbed in YV2.

Even if a similar system is now recovered with HARPS than in Vogt et al. (2010), we noted a major difference about the minimum mass of 61 Vir, d. Indeed, the planetary mass published for that planet is about $m \sin i = 24.0 M_\oplus$ which is a massive Neptune-like planet whereas in our case, the planetary mass detected is around $m \sin i = 10.5 \pm 0.8 M_\oplus$, hence close to half the mass of Neptune which is rather the massive range of super-Earth regime. The planetary simulations performed on HD 10700 (Sect. 3.1) prevents the possibility from an absorption of the signal coming from the YARARA reduction which is also confirmed by the similar amplitude obtained for the DRS dataset. As a matter of fact, the amplitude is also in agreement with Laliotis et al. (2023).

It is known that instrumental systematics lead to biased eccentric Keplerian solutions (Hara et al. 2019) with mass overestimated, the eccentric orbits allowing to absorb part of the systematics. This effect is visible on our case by the large and unconstrained eccentricity $e = 0.17^{+0.31}_{-0.12}$ of the planet d on the DRS dataset that reduces to $e = 0.13^{+0.05}_{-0.05}$.
3.4. HD 109200

HD 109200 is a rather bright ($m_v = 7.1$) K1V star located at 16.2 pc of the Sun with a stellar mass of 0.70 $M_\odot$ (Sousa et al. 2008). The present dataset has the lowest S/N of the paper with $\text{med}(S/N) = 189$. In total, 357 observations were taken between 17 February 2006 and 21 May 2015. The star shows a very irregular magnetic cycle with a sudden outburst of activity during the 2011 season. There are a few evidences of a rotational period between 36 and 40 days based on chromospheric activity proxies.

When fitting iterative circular orbits (see Fig. 13), at least three signals are detected at 15, 42 and 1200 days. For that dataset, the improvement is less noticeable than with the other ones. After YV1, the 42-day signal disappears, whereas the 1200-day signal decreases down to 55 cm s$^{-1}$. That amplitude is further reduced down to 40 cm s$^{-1}$ after YV2 (see Fig. 14) whereas the 15-day signal remained unchanged. In YV2, only seven components were detected as significant (five shells and two slice). This effect is likely due to the lower S/N of the observations. Indeed, in Cretignier et al. (2022), the authors already showed that, below S/N < 250, data-driven approach, such as the "shell" framework, may drastically decrease in performance. The present example further confirms that aspect since no component was detected as significant, neither on CBC RVs nor LBL RVs, producing a smaller vector basis to decorrelate the RVs in YV2.

None of the remaining signals are convincing and could pretend to become planetary candidates. All failed the quadrature attack test and their periods were therefore removed from the model since they were initially added by the 11-periodogram. We investigated the 15-day signal and remarked that the power is almost exclusively coming from the 2011 and 2014 seasons. This is shown in Fig. 15 where we displayed the YV2 time-series periodogram on those two seasons and on the full time series excluding those seasons. For this analysis, we also mean-centred each observational season to remove the long trend signal. Whereas a $K = 1.0$ m s$^{-1}$ signal is observed around 15 days on the dataset made of 2011 and 2014, nothing is visible on the remaining seasons.

The origin of the 15-day signal is unclear. A stellar activity origin may be expected given that 2011 is the season with the highest activity-level but 15 days is not a classical harmonic of any period between 36 and 40 days which is the rotational period range expected for the star. However, we noted that a similar periodicity of 15 days is found in the VSPAN of the CCF, but a lag of 30$^\circ$ exists between both signals. This may indicate that the RV signal is mainly induced by spots rather than facula in 2011 since spot tend to present a larger VSPAN signature than facula due to their larger contrast, whereas the RV signal of faculae correlated better with the S-index which is not the case here. This may also explain why the shell framework did not correct for it since the methodology was developed to correct the inhibition of the convective blueshift from facula and not the flux effect from spots.

For the 1200-day signal, its amplitude is strongly reduced from the DRS to YV2. Furthermore, the lack of significant components from PCA on CBC RVs or LBL RVs is concerning since 1-year systematics are usually corrected by those recipes. As a last concern, the signal is poorly sampled in phase and the baseline only cover two orbital phases, which is insufficient to validate a 50 cm s$^{-1}$ signal. This argumentation is particularly motivated given that a 1400-day signal is rather fit if no long trend drift is fit in the model. For this reason, we also consider this signal as unreliable at the moment. We note that despite a clear irregular magnetic cycle and even if two doubtful signals remains, the intrinsic precision of the star around 80 cm s$^{-1}$ is one of the best achieved on the HARPS programme.

With this example, we highlight the difficulty to obtain significant components from PCA on dataset with S/N < 200, even if many observations exists ($N > 350$). Not only the quantity of the data, but also their quality matters. Because of it, some signals that are likely not planetary by nature are found robust.
Fig. 13. Iterative circular orbits Keplerian-fit of HD 109200 with the RV time series of the DRS.

Fig. 14. Same as Fig. 13, but with the RV time series from YARARA V2.
to the approach presented in this paper. Some improvements can still be observed since part of the signals disappear and since the RV rms decrease from 1.19 to 0.92 m s\(^{-1}\), but the improvement is far less notable compared to the other dataset.

We also highlight that HD109200 appears as a really interesting dataset for Extreme Precision RV (EPRV) challenge as the ones performed recently (Dumusque 2016; Zhao et al. 2022) that aims to compare the current methods of stellar activity mitigation and RV extraction.

3.5. HD 20794

HD 20794 is a bright (\(m_v = 4.3\)) G6V star located at 6.1 pc of the Sun with a stellar mass of 0.81 \(M_\odot\) (Ramírez et al. 2013). The star did not show any magnetic cycle along its lifetime and there is no hint of a rotational modulation period based on chromospheric activity proxies.

The star has been intensively observed during the full lifetime of the instrument with 468 nightly measurements between 25 October 2005 and 13 February 2015 and a rms of 1.36 m s\(^{-1}\) of the same baseline. The median S/N of the dataset is the largest one for this work with a value of med\((S/N) = 459\). Several teams already proposed different candidates for that systems (Pepe et al. 2011a; Feng et al. 2017) where only partial agreements were found for a 18 and 89 days signals. When analysing the RV coming from the DRS, two clear signatures are detected at 18 and 89 days (also found in the previous mentioned studies) attributed to two super-Earth exoplanets in a case of an equator-on system with \(K\) semi-amplitudes of 60 cm s\(^{-1}\). The DRS dataset also provides a longer signal at 650 days that could be attributed to another super-Earth planetary candidate (see Fig. 16).

After YV1, the 650-day signal is replaced in the iterative GLS by a 410-day and 240-day signals. However, when fitting a 11-periodogram, the system detected is rather a 650-day signal with a 1-yr signal. We notice that 650 and 240 days are 1-yr aliases of each other, and we therefore interpret this result as a cross talk between the yearly signal and the 650 day signal, as in the GLS approach, contrary to the 11-periodogram, we fitted signals iteratively. We further confirm that the 650-day signal appears as the good planetary candidate since the 11-periodogram using the shell and PCA components also converge to a solution of three signals at 18, 89 and 650 days. Since the 650-day was detected in the 11-periodogram, this latter was added into the Keplerian solution as described in Sect. 2.7.

On YV2, 14 components were fit (five shell, two slice, three colour, four lbl), and the system recovered now contained the 650-day which is boosted to \(\log_{10}(\text{FAP}) = -8.4\) (see Fig. 17). To check the reliability of the signal, we tried to remove it from the RV\((t)\) basis to see if its power vanished. Even if, this latter was indeed reduced due to the long-trend absorption ability (\(\Delta K \sim 30\%\)), the signal was clearly visible and significant with a \(\log_{10}(\text{FAP}) = -2.9\). This further confirm the robustness of the signal as a strong potential planetary candidate. With the quadrature attack test, we noticed that the power of the signal comes closer in amplitude to its 1-yr alias at 240-day, but still remains above it.

The Keplerian parameters obtained with the MCMC are written in Table 3. The residuals RVs from the MCMC solution is 0.85 m s\(^{-1}\) for YARARA V2. The \(K\) semi-amplitude is found to be a 10\(\sigma\) detection of a 60 cm s\(^{-1}\) amplitude signal corresponding to a planetary minimum mass of \(m \sin i = 6.6 \pm 0.7M_\oplus\) orbiting at 1.36 ± 0.03 AU. We notice that the eccentricity of the planet \(e\) was decreased whereas the eccentricity of the 650-day planetary candidate is rather fixed around \(e = 0.40 \pm 0.07\).

Interestingly enough, such a high eccentricity would have a peculiar property on the system if confirmed. As displayed in Fig. 18, the planetary orbit crosses the habitable zone (HZ) of the G6V star at its apsis, which would imply that seasons on this potential exoplanet could be induced by the eccentricity of the orbit rather than the planetary obliquity. To visualise it, we represent the orbital solutions from the MCMC as well as the orbital solutions coming from the median of the posterior distribution and the inner and outer habitable region according to Kopparapu et al. (2013). Nevertheless, even though the MCMC converges to a clear eccentric solution, small unknown systematics may still be responsible for the large eccentricity and a circular orbit solution (as the one obtained in Fig. 17) still looks as a very good fit which would be favoured based on BIC criterion. In such a case, the candidate would orbit outside the HZ.

This signal could not be detected yet in Pepe et al. (2011a) due to the shorter baseline of the observations and the unknown existence of the long-term instrumental systematics. Whereas this signal was mainly undetectable in Feng et al. (2017) due to the wrong assumptions about the instrumental noise model used by the authors, assumed to be mainly short timescale jitter. Indeed, we demonstrated in Cretignier et al. (2021), as well as in the present paper, that instrumental systematics also contaminate at longer periods \((P > 300\) days). This third signal is strongly convincing, but we are aware how difficult it could be to confirm it given the semi-amplitude and periods of the signal. It is likely that several new extra years of observations and
Fig. 16. Iterative circular orbits Keplerian-fit of HD 20794 with the RV time series of the DRS. The two shortest signals are already published.

Fig. 17. Same as Fig. 16, but with the RV time series from YARARA V2. The significance of the 650 days signal is strongly boosted.
Table 3. Same as Table 1 for a 3-Keplerian fit model on HD 20794.

<table>
<thead>
<tr>
<th>Par.</th>
<th>Planet b</th>
<th>Planet c</th>
<th>Planet d</th>
<th>Planet b</th>
<th>Planet c</th>
<th>Planet d</th>
<th>Planet b</th>
<th>Planet c</th>
<th>Planet d</th>
<th>Planet b</th>
<th>Planet c</th>
<th>Planet d</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>18.32$^{+0.01}_{-0.01}$</td>
<td>89.39$^{+0.09}_{-0.09}$</td>
<td>654.4$^{+7.9}_{-7.9}$</td>
<td>18.32$^{+0.01}_{-0.01}$</td>
<td>89.55$^{+1.0}_{-1.0}$</td>
<td>701.9$^{+5.6}_{-5.6}$</td>
<td>18.32$^{+0.01}_{-0.01}$</td>
<td>89.58$^{+0.9}_{-0.9}$</td>
<td>644.6$^{+9.9}_{-9.9}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>0.69$^{+0.05}_{-0.05}$</td>
<td>0.82$^{+0.08}_{-0.08}$</td>
<td>0.65$^{+0.07}_{-0.07}$</td>
<td>0.59$^{+0.05}_{-0.05}$</td>
<td>0.76$^{+0.08}_{-0.08}$</td>
<td>0.66$^{+0.07}_{-0.07}$</td>
<td>0.56$^{+0.05}_{-0.05}$</td>
<td>0.78$^{+0.05}_{-0.05}$</td>
<td>0.61$^{+0.06}_{-0.06}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e$</td>
<td>0.06$^{+0.07}_{-0.04}$</td>
<td>0.45$^{+0.07}_{-0.07}$</td>
<td>0.37$^{+0.07}_{-0.07}$</td>
<td>0.10$^{+0.09}_{-0.07}$</td>
<td>0.36$^{+0.10}_{-0.10}$</td>
<td>0.55$^{+0.07}_{-0.07}$</td>
<td>0.09$^{+0.08}_{-0.08}$</td>
<td>0.13$^{+0.07}_{-0.07}$</td>
<td>0.40$^{+0.07}_{-0.07}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td>325$^{+112}_{-63}$</td>
<td>170$^{+8}_{-9}$</td>
<td>201$^{+15}_{-17}$</td>
<td>293$^{+69}_{-46}$</td>
<td>162$^{+11}_{-18}$</td>
<td>115$^{+15}_{-12}$</td>
<td>349$^{+60}_{-61}$</td>
<td>151$^{+29}_{-36}$</td>
<td>214$^{+16}_{-19}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>220$^{+5}_{-5}$</td>
<td>35$^{+4}_{-4}$</td>
<td>94$^{+16}_{-16}$</td>
<td>219$^{+5}_{-5}$</td>
<td>38$^{+4}_{-4}$</td>
<td>99$^{+7}_{-7}$</td>
<td>222$^{+6}_{-6}$</td>
<td>36$^{+4}_{-4}$</td>
<td>102$^{+5}_{-5}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>0.13$^{+0.01}_{-0.01}$</td>
<td>0.36$^{+0.01}_{-0.01}$</td>
<td>1.38$^{+0.03}_{-0.03}$</td>
<td>0.13$^{+0.01}_{-0.01}$</td>
<td>0.37$^{+0.01}_{-0.01}$</td>
<td>1.44$^{+0.02}_{-0.03}$</td>
<td>0.13$^{+0.01}_{-0.01}$</td>
<td>0.37$^{+0.01}_{-0.01}$</td>
<td>1.36$^{+0.03}_{-0.03}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m \sin i$</td>
<td>2.1$^{+0.2}_{-0.2}$</td>
<td>4.4$^{+0.4}_{-0.4}$</td>
<td>7.1$^{+0.8}_{-0.8}$</td>
<td>2.1$^{+0.2}_{-0.2}$</td>
<td>4.3$^{+0.4}_{-0.4}$</td>
<td>6.6$^{+0.8}_{-0.8}$</td>
<td>2.0$^{+0.2}_{-0.2}$</td>
<td>4.7$^{+0.4}_{-0.4}$</td>
<td>6.6$^{+0.6}_{-0.7}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. The stellar mass is taken as $M_\star = 0.81 M_\odot$ (Ramirez et al. 2013).

Fig. 18. Resulting MCMC simulations trajectory for a 3-Keplerian fit model (co-orbital configuration) obtained with the YARARA V2 RV time series of Table 3. The stellar mass of HD 20794 is taken as $M_\star = 0.81 M_\odot$. If confirmed, the third signal at 644 days would orbit, during part of its orbit, in the habitable zone of the star (Kopparapu et al. 2013) between the innermost (dotted-dashed circle) and outermost limit (dotted circle). The orbital solutions from the median values of the posterior distributions of the Keplerian parameters are also displayed (main solid lines).

Fig. 19. Same as Fig. 9 for HD 20794. The Keplerian solutions obtained with the YARARA V2 dataset was removed. A comb of absorption signal is visible 35 days and is due to the interference pattern (see Appendix B). The long-trend absorption is also clearly visible. Interference frequency. As a consequence, interference patterns may be a strong limitation for PCA on LBL RVs.

hundreds of new nights would be necessary to confirm such a small signal with RVs.

In Fig. 19, we show that no signal amplitude larger than 25 cm s$^{-1}$ is visible in the residuals YV2 RV time series. We also highly that the absorption curve exhibit a comb structure due to the new detected 0.1 Å interference pattern that is only detectable in LBL PCA of bright targets. Hopefully, the forest of peaks for this star is centred around 32 days and therefore falls between the two planetary candidates at 18 and 90 days. The PCs produced by the interference pattern (see Appendix B) are the most risky components encountered until now since they can lead to absorption up to $\Delta K = 50\%$ for periods matching the

1 Assuming a Sun-like butterfly diagram.
The present example was more dedicated to illustrate three conclusions: 1) other planetary candidates signals (18 and 90 days) are plainly recovered with similar amplitudes after YARARA V2 than with the DRS dataset and their significance are increased, 2) we reconfirm the stability of the HARPS instrument below 1 m s⁻¹ on a baseline of 10 years with residuals RVs rms of 86 cm s⁻¹ (similarly as HD 107000 in Cretignier et al. 2021) and 3) looking at the high FAP value of the planetary candidate, the detection of super-Earth exoplanets in the habitable zone of solar type-stars is already possible on intensive programme of observations. As a consequence, the application in the future of YARARA V2 on historical archived database could lead to unveil or confirm promising planetary candidates.

4. Conclusion

We have presented in this paper a refined version of our previous YARARA methodology where further corrections can be performed on LBL RVs thanks to PCA. The PCA appears to be a thoroughly dedicated tool to detecting systematics similarly to its recent use in Ould-Elkheim et al. (2023). Its mean-invariant property allows the PCs to be insensitive to planetary signals. For this work, we managed to detect and fit for the ThAr ageing using only stellar observations. To our knowledge, this is the first time that such a correction was performed without calibration products.

A first exploratory approach allowed us to notice that several HARPS targets were sharing similar PCs. We therefore developed some Z-score calibration curves in order to average the LBL RVs and reinforce the signal along the systematic variance direction. From these residual LBL RVs, lines were then averaged chunk-by-chunk of 4 A in order to highlight smooth chromatic effects. Finally, a last PCA was run on the individual LBL RVs for a free correction.

We tested our methodology on five stars intensively observed by HARPS. We demonstrated on them that the planetary signals (either injected or real ones) were perfectly recovered and for all the targets we reached an RV residual rms around 90 cm s⁻¹ on HARPS, for a baseline up to 10 yr for the most observed ones. Given that some PCA vectors are clearly related to instrumental systematics and wavelength solution issues (such as the ThAr component), we could wonder if ~80 cm s⁻¹ is not an intrinsic limit difficult to overcome because of granulation or supergranulation signals (Meunier et al. 2015; Meunier & Lagrange 2020; Al Moulla et al. 2023). This is particularly true given that our best targets reach hardly better than 80 cm s⁻¹, whereas the periodogram of the residual RVs does not exhibit any convincing peak that may hide planetary signals or remaining red noise. Such a conclusion may have a huge consequence for the number of nights or the baseline of long monitoring RV surveys (Thompson et al. 2016; Hall et al. 2018; Gupta et al. 2021). However, we found a compatible RV residual rms for stars with an activity cycle (HD192310 and HD109200) compared to stars without a clear cycle (HD20794). As a final remark, detecting a lower semi-amplitude signal than K < 80 cm s⁻¹ is possible and likely achievable with RVs (as shown in this paper with HD20794), but simply requires a large number of nights.

On HD 192310, we demonstrate that the rotational period of the star was no more significant after YARARA V2, leading to a similar conclusion as in our previous paper for α Cen B (Cretignier et al. 2022). The mass of the most external planet was however found 40% lower than the published one.

Around HD 115617, a system of three exoplanets already published by HIRES RV measurements, the expected system was recovered opposite to the DRS case that was converging to a wrong system due to crosstalk between the signals and the systematics. Similarly, we found the mass of the 120-day planet strongly overestimated by the HIRES team, which can be explained by the low semi-amplitude of the signal (~1.5 m s⁻¹) already below the intrinsic stability of the instrument. Since the signal has been debated in the literature, we confirm that this one is likely a real planetary signal in agreement with Laliotis et al. (2023) and in disagreement with Rosenthal et al. (2021). For HD 109200, we show some limitations with LBL PCA to deal with moderated S/N dataset (S/N < 200). Even if a slight improvement can be observed and if a signal around the rotational period disappears, a clear non-Doppler signal at 15-day is still detected. In particular, we point out that the 2011 observational season may be considered as an excellent dataset to test the correction ability of different methods.

Finally, around HD 20794, the two inner planetary candidates were boosted and a slightly significant 650-day signal was strongly boosted after systematic corrections. The signal could correspond to a super-Earth crossing the habitable zone of the star during its revolution, even though a circular orbit outside the outer bound of the HZ could fit the data as good as the eccentric solution. With the current RV precision, it is difficult to conclude on the nature of the signal and a few hundred more observations over at least 2 yr could help in evaluating the planetary nature of this candidate. We further notice that such a candidate would be one of the closest Earth-twins discovered so far.

Readers should be reminded that the improvement of the RV precision here obtained by YARARA V2, over the long term by correcting instrumental systematics and over the short term with stellar activity, was entirely obtained by a new methodology of planetary-free proxies’ extraction based on new representations of the EPRV problem. At the end, the model fit by YARARA V2 is no more complex than a multi-linear regression of a dozen of vectors, which is a small number of degrees of freedom compared to the expected number of visits for the dataset for which YARARA has been designed to work. Because of their rigidity and simplicity, multi-linear models are less computationally expensive than kernel regression or the Gaussian process (GP) and they are less likely to absorb real planetary signals. GPs often require a good enough understanding of the red noise component (through the definition of a covariance matrix), which is difficult to obtain for instrumental systematics. Moreover, since PCA is by nature multi-linear decomposition, using such a model to correct the RVs themselves makes sense.

Further improvements can be performed, namely by the production of other Z-score calibration curves for the other remaining systematic or for the stellar activity which would help such a methodology to be deployed on less bright stars in a more efficient way. Also an ultimate solution to avoid any cross-term effect would be the intrinsic knowledge about the βi,j coefficients, avoiding in that way the problematic simultaneous fit with the Keplerian signals. However, it would require a far better understanding of the systematics corrected here, which is not an easy task to handle. In this regard, the new proxies delivered by YARARA V2 could be investigated in order to better understand their origin or their physical interpretation. This was, for instance, used to flag lines that were the most affected by the new detected interference pattern, which allowed us to visually detect it afterwards (Appendix B). As a final warning, we point out that even though LBL PCA appears to be a powerful new generation tool, the difficulty and limitations that the interference
pattern introduce in the PCA components should be understood and such a pattern should be avoided as much as possible at the instrumental level.

Finally, we also highlight that such a strategy of PCA decomposition can be applied on any series of RV time series. Another application could be the order-by-order CCF RV time series, which could be useful for a dataset with a lower S/N for instance.
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Appendix A: Modified leave-p-out algorithm

In Cretignier et al. (2022), the authors tried to assess the significance of the 10 first PCA components by randomly rejecting $p$ percent ($p = 10\%$) of the dataset $N$ times. The algorithm then consisted to form clusters of the $10 \times N$ vectors before applying a criterion on the cluster size to establish the significance of a component. We slightly modified the code since we discovered that the algorithm was unstable numerically, in particular during the ordering step. Instead of ordering the components, we assumed that the $n^{th}$ component of any random realisation can be compared with another realisation. Say differently, the algorithm is not trying any ordering of the components to form the cluster since it assumes that the order of the components remains unchanged from one realisation to the other which will be the case for significant components. Moreover, we also removed the previous border detection algorithm and simply assumed that the size of the cluster is $N$ by construction. We reproduced the Fig. B.2 of Cretignier et al. (2022) for HD10700 with the new algorithm in Fig. A.1. By eye, it can be noticed that 6 components are significant, which is similar to the 5 components found in the previous version. However, the correlation matrix is far cleaner in the present version.

We then selected only components for which the median Pearson coefficient was higher than $\text{med}(R) = 0.60$. We note that recently Ould-Elhkim et al. (2023) used a similar criterion with a higher threshold ($\text{med}(R) = 0.95$). In fact, the authors likely misinterpreted in our previous paper the size of the cluster (fixed to be 95\% of the expected size $N$) with this value. Based on the targets we processed, the threshold at $\text{med}(R) = 0.60$ was more useful to disentangle components from noise. As a detail, we slightly increased the fraction $p$ of data removed from 10\% to 20\% for the present paper.

Appendix B: Detection of a new interference pattern on HARPS

By performing a PCA directly on LBL RVs rather than on CBC RVs, we found out that several brightest stars where presenting in the PCs a forest of peaks around 30 days. An example is displayed in Fig. B.1 for HD20794. Interesting enough, this effect is not due to a $\sim32$-day systematic, but rather by a comb-like systematic moving relatively to the stellar rest-frame with a 1-year periodicity. This is visible in the figure where the PCs have been plotted as a function of the Barycentric Earth RV (BERV) and clearly exhibit an interference pattern structure. The leaking of power elsewhere than 1-year is quite common when a 1-year systematics is not randomly distributed in wavelength, but present some periodic structure as well. This is for instance also the case for the telluric oxygen lines, that are producing a forest of peaks at period around $\sim50$ days since they are produced in bands.

An interference pattern is the worst that can be encountered when working with PCA in LBL RVs. Indeed, since each stellar line is affected by a different phase of the signal, a perfectly regular interference pattern will take the shape of an hyperplan (2 components) in the LBL RVs space. If the pattern is irregular (in amplitude or frequency), its signatures can easily leak on several other components, explaining why the component is visible here on at least 4 PCs. Moreover, interference patterns produce usually large effects on individual lines (thus a large variance and are easily detected by PCA on LBL RVs) but since the phase of the signal is different for each line, the mean-effect is often negligible.

The new pattern found on HARPS is irregular in wavelength (appears and disappears) and is only clearly notable in the blue between 4150 and 4250 Å. This pattern was likely induced by the old circular fibres on HARPS since such a pattern is no more visible on the HARPS data using the new octagonal fibres. The exact physical reason for the pattern is not yet fully understood. The periodicity of the pattern is $0.1\,\text{Å}$ and has a peak-to-peak amplitude of $0.1\%$ which is close to the intrinsic precision that can be reached on an individual spectrum. A periodicity of $0.1\,\text{Å}$ is critical for LBL RVs since such wavelength scale is close to the width of the stellar lines which is in one hand maximising the effect of the pattern on an individual stellar line and in the other hand producing random phase from line-to-line making difficult line averaging method to highlight it. The fact that we are sensitive to so small systematic is however a good sign than any other systematics have been well corrected by YARARA.

We can wonder if such interference pattern could not be corrected at the spectrum level as we did in Cretignier et al. (2021) for another similar systematic. Unfortunately, this is not the case here due to the small amplitude of the pattern which cannot be detected on individual spectra. In order to be visible, we stacked in the terrestrial rest-frame the residual spectra time series YARARA-corrected of HD20794, producing the vector visible in Fig. B.2.

Despite all our attempts, we never managed to correct sufficiently the systematic such that this component was no more visible by PCA on LBL RVs. We therefore decided to not correct for it at all and opted for the CBC strategy presented in Sect. 2.2. This pattern is a good example of the kind of systematics that could blur the interpretation of PCs. As a final remark, we noted that the same pattern was not visible on HARPS after the fibre upgrade, but because the stars observed after fibre upgrade possess a smaller number of nightly observations, it is hard to conclude that the systematic has really disappeared.

Fig. A.1. Reproduction of the Fig. B.2 of Cretignier et al. (2022) for HD10700. Correlation matrix between the 1000 components obtained from the leave-20%-out algorithm. Only 6 components satisfy the $\text{med}(R) > 0.6$ criterion which is also the number of cluster that would have been fixed by eye.
**Fig. B.1.** Illustration of the four PCs vectors obtained by the PCA on the LBL RVs of HD20794. Even if the periodograms indicate a power excess around 32 days (left panels), the systematics is in fact related to a comb-like structure (see also Fig. B.2) that is fixed in the terrestrial rest-frame. This is illustrated by plotting the PCA components as a function of the BERV (right panels). This comb-like structure, that is fixed in the laboratory rest-frame, then moves relatively to the stellar rest-frame with a 1-year periodicity due to the own Earth’s revolution.

**Fig. B.2.** Extraction of a new systematic on HARPS by stacking in the terrestrial rest-frame the residuals spectra time-series YARARA-corrected of HD20794. The interference pattern present a periodicity of 0.1 Å and a peak-to-peak amplitude of 0.1% in flux units (magnified here by 100 to be visible). We displayed as a comparison the master spectrum of HD20794.