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ABSTRACT

Contact. Spectropolarimetric reconstructions of the photospheric vector magnetic field are intrinsically limited by the 180° ambiguity in the orientation of the transverse component. So far, the removal of such an ambiguity has required assumptions about the properties of the photospheric field, which makes disambiguation methods model-dependent.

Aims. The successful launch and operation of Solar Orbiter have made the removal of the 180° ambiguity possible solely using observations of the same location on the Sun obtained from two different vantage points.

Methods. The basic idea is that the unambiguous line-of-sight component of the field measured from one vantage point will generally have a nonzero projection on the ambiguous transverse component measured by the second telescope, thereby determining the “true” orientation of the transverse field. Such an idea was developed and implemented as part of the stereoscopic disambiguation method (SDM), which was recently tested using numerical simulations.

Results. In this work we present a first application of the SDM to data obtained by the High Resolution Telescope (HRT) on board Solar Orbiter during the March 2022 campaign, when the angle with Earth was 27 degrees. The method was successfully applied to remove the ambiguity in the transverse component of the vector magnetogram solely using observations from (HRT and from the Helioseismic and Magnetic Imager) for the first time.

Conclusions. The SDM is proven to provide observation-only disambiguated vector magnetograms that are spatially homogeneous and consistent. A discussion on the sources of error that may limit the accuracy of the method, and strategies to remove them in future applications, is also presented.
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1. Introduction

The solar photospheric magnetic field can be inferred from spectropolarimetric observations by parametrically matching the measured Stokes spectra with synthetic profiles based on radiative transfer in atmospheric models (see, e.g., Lites 2000). Such a technique (called inversion) can only provide a partial knowledge of the vector field, namely the amplitude and orientation of the field component along the line of sight (LoS) of the observer and the amplitude and direction of the field component perpendicular to the LoS. However, no information is provided about the orientation along the transverse direction of the field, resulting in an ambiguity of the transverse component: two orientations of the transverse component that differ by 180° are indistinguishable from each other. Such an ambiguity is due to the invariance of the Stokes vector to a 180° rotation of the reference system about the LoS axis. Therefore, the 180° ambiguity in the orientation of the transverse field component is an intrinsic limitation of remote sensing that cannot be eliminated by improving spectropolarimetric measurements. On the other hand, solving the 180° ambiguity (disambiguation) corresponds to the determination of the sign of the transverse component in each pixel of the image plane, and it is therefore a parity problem (Semel & Skumanich 1998).

The importance of a correct disambiguation of vector magnetograms can hardly be overestimated. Besides its implication for a proper description of the evolution of the photospheric magnetic field, the orientation of the transverse component enters the computation of the electric currents that are injected into the upper layers of the solar atmosphere. It is only after disambiguation that the observed magnetic field components can be re-projected in the physical radial, toroidal, and poloidal components (Gary & Hagyard 1990; Sun 2013) that are used to compute physically relevant quantities such as radial currents. In turn, such currents are the origin of the free magnetic energy that powers coronal activity (see, e.g., Forbes et al. 2006; Aulanier et al. 2013), from flares to coronal mass ejections, contributing to coronal heating as well as to the variability of the heliospheric environment.

Several empirical methods propose solutions for removing the 180° ambiguity (see Metcalf et al. 2006 for a review and Leka et al. 2009 for additional comparisons). A common limitation of all traditional disambiguation methods is that, in order to compensate for the incomplete information about the
transverse magnetic field, they must necessarily rely on assumptions in order to constrain its orientation. Such assumptions may vary from simply choosing the orientation of the transverse field that is closer to the corresponding potential field, to more complex criteria that involve minimizing a weighted combination of vertical electric currents and the divergence of the magnetic field. Typically, such criteria are formulated as a minimization problem, and Table 1 in Leka et al. (2009) lists the quantity to be minimized for several methods. However, as reasonable as they can be, such simplifying assumptions might not always be satisfied, especially in highly complex magnetic field regions that are often the source of space-weather-relevant flare events.

A new possibility for the solution of the 180° ambiguity is offered by the successful launch and operation of Solar Orbiter (Müller 2020; Zouganelis et al. 2020) and its onboard magnetograph, the Polarimetric and Helioseismic Imager (SO/PHI; Solanki et al. 2020). The orbit of Solar Orbiter allows for remote-sensing observations from different vantage points away from the Sun-Earth line. The combination of information on the magnetic field orientation from different viewpoints of the same area on the Sun can now be used to remove the ambiguity observationally (Solanki et al. 2015; Rouillard et al. 2020).

Regardless of the employed method, either single-view or stereoscopic, disambiguation is a step that is affected by the accuracy of the input information. The optical quality of the observations, the limitations and accuracy of the employed inversion technique used to deduce the magnetic vector from spectropolarimetric data, and the accuracy of any geometrical transformation that may be needed for the application of the chosen disambiguation method are all factors that can influence the success of the disambiguation. Such factors should be regarded as influencing, but not being intrinsically part of, the disambiguation method. As mentioned above, single-view methods require additional hypotheses to remove the ambiguity but have the advantage of dealing with such problems for one instrument only. On the other hand, any stereoscopic method is confronted with the additional complication of bringing together information from two different instruments, which prominently entails differences in calibrations, resolution, and (generally) inversion techniques, in addition to requiring a sensitive geometrical procedure for combining views from different vantage points.

Valori et al. (2022, hereafter Paper I), introduced the stereoscopic disambiguation method (SDM), which solves the 180° ambiguity by combining information from two vantage points. Unlike traditional, single-viewpoint methods, the SDM solves the ambiguity based on observations only, without any assumption about the magnetic field. Paper I also used numerically simulated vector magnetograms to show that the SDM can remove the ambiguity with great accuracy over a large range of stereoscopic angles.

In this article we present the very first application of the SDM to real observations. We use co-temporal observations from the SO/PHI High Resolution Telescope (SO/PHI-HRT; Gandorfer et al. 2018) and from the Helioseismic and Magnetic Imager (HMI; Scherrer et al. 2012; Schou et al. 2012) on board the Solar Dynamics Observatory (SDO; Pesnell et al. 2012).

The SDM and its application are described in Sect. 2. In Sect. 3 we provide details of the data sets used in the presented tests, both from SO/PHI-HRT and from two distinct SDO/HMI data product series. The results of two SDM disambiguations of the same SO/PHI-HRT vector magnetogram but using the two SDO/HMI data series are presented in Sects. 4 and 5. In Sect. 6 we discuss possible sources of error and future improvements of the SDM, and Sect. 7 summarizes our conclusions.

2. The stereoscopic disambiguation method

The stereoscopic disambiguation of vector magnetograms can be split into two independent steps: first, the solution of the geometrical problem of relating the components of a same vector magnetic field as seen from two different vantage points (Sect. 2.1). Second, the practical application of the method to real observations (Sect. 2.2) and its numerical implementation (Sect. 2.3).

2.1. SDM: The geometrical problem

Paper I derives the equations to determine the sign ζ = ±1 of the transverse component in each pixel of the image planes of two telescopes. For each telescope, for example for the telescope A, a SDM reference system SA is defined by three unit-vectors: the direction of the LoS (Iₐ), the common normal (h) to the plane through the telescopes A and B and the center of the Sun, and their normal vector (wₐ = h × Iₐ, see Fig. 1 in Paper I). We note the change in notation h → ˆh with respect to Paper I, adopted here to avoid any possible confusion with the component of the field normal to the solar surface). In SA (Iₐ, wₐ, ˆh) the magnetic field, B, is written as

\[ B = B_{\text{los}}^A \hat{I}_A + \zeta \left( B_{\text{los}}^B \hat{w}_A + B_{\text{los}}^B \hat{h} \right), \]

where B_{\text{los}}^A is the (signed) LoS component and

\[ B_{\text{los}}^A = B_{\text{los}}^A \cos \alpha_A, \quad B_{\text{los}}^B = B_{\text{los}}^B \sin \alpha_A, \]

with the polar angle \( \alpha_A \) defined in \([0, \pi]\) and \( B_{\text{los}}^A \) is the (positive-defined) amplitude of the transverse component. Analogous expressions hold for the reference system SB (Iₐ, wₐ, ˆh) of the telescope B, namely

\[ B = B_{\text{los}}^B \hat{I}_B + \zeta \left( B_{\text{los}}^A \hat{w}_B + B_{\text{los}}^A \hat{h} \right), \]

with

\[ B_{\text{los}}^B = B_{\text{los}}^B \cos \alpha_B, \quad B_{\text{los}}^A = B_{\text{los}}^A \sin \alpha_B. \]

In practice, Sₐ (respectively, Sₐ) is a rotation of the detector reference system by an angle \( \theta^B \) (respectively, \( \theta^A \)) around the LoS such that the detector y direction is parallel to \( \hat{b} \). Since by construction \( \hat{b} \) is the same for Sₐ and Sₐ, and since both \( \alpha_A \) and \( \alpha_B \) are restricted between 0 and \( \pi \), it follows that the \( \hat{b} \) components on Sₐ and Sₐ are identical regardless of the ambiguity, namely \( B_{\text{los}}^B = B_{\text{los}}^B \) (and the sign function \( \zeta \) is the same in Eq. (1) and Eq. (3); see in particular Eq. (8) in Paper I for a proof). The property that \( B_{\text{los}}^B = B_{\text{los}}^B \) is used in Sect. 4.2.2 as a consistency criteria for the application of the SDM.

Using the above representation, Paper I shows that the sign of the transverse component, \( \zeta \), is given by either of the two geometrically equivalent formulæ,

\[ \zeta = \frac{B_{\text{los}}^A \cos \gamma - B_{\text{los}}^B \sin \gamma}{B_{\text{los}}^B \cos \gamma - B_{\text{los}}^A \sin \gamma}, \]

\[ \zeta = \frac{B_{\text{los}}^B \sin \gamma - B_{\text{los}}^A \cos \gamma}{B_{\text{los}}^A \sin \gamma}, \]

where \( \gamma \) is the separation angle between the two telescopes A and B, defined as counterclockwise around \( \hat{b} \) from the direction of telescope A.

In Eq. (5) the \( B_{\text{los}}^A \) components of both telescopes A and B appear, while in Eq. (6) only \( B_{\text{los}}^B \) does. In other words, Eq. (6) can be applied to disambiguate the transverse component on telescope A even if only the LoS component on telescope B is available (see Sect. 5 for an application of this particular case).
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2.2. SDM: Application to observations

Equations (5) and (6) can be applied in several ways to data from SO/PHI-HRT and SDO/HMI. First, one can disambiguate a magnetogram using information from B (the “direct” case of Sect. 3.3.1 in Paper I), or vice versa (the “reverse” case). Second, the sign of the transverse component can be determined by either Eq. (5) or Eq. (6), or a combination of the two (see Sect. 3.3.2 in Paper I in particular). Finally, different SDO/HMI data series can be used as input for the SDM.

In this paper we consider the disambiguation of the SO/PHI-HRT data set using two different SDO/HMI series (Sect. 2.3). In the terminology of Paper I, this case corresponds to the reverse application of the SDM with the associations A = SO/PHI-HRT and B = SDO/HMI. In this first application we do not consider disambiguation of SDO/HMI using SO/PHI-HRT because of the unfavorable position of the target active region (AR) on the solar disk (see Sect. 3).

2.3. SDM: Numerical implementation

In order to use Eqs. (5) and (6) in real applications, the observed vector magnetic field from each telescope must be first transformed from the image plane to the corresponding SDM reference system. In this section we provide an example of the SDM workflow for the reverse applications presented in the following sections. The SDM software is developed using the SolarSoft suite of programs (Frieland & Handy 2012). The following steps are performed to apply the SDM to a given SO/PHI-HRT data set:

**SDO/HMI data selection (1).** The SDO/HMI magnetogram should be chosen as the one closest in time to the considered SO/PHI-HRT observation. However, due to the generally smaller distance of Solar Orbiter from the Sun, the difference in light travel-time between Solar Orbiter and SDO must be considered. Hence, the selected SDO/HMI data set is chosen as the closest in time (as specified by the T_OBS FITS keyword; seeCouvidat et al. 2016) to the time at which the light measured by SO/PHI-HRT would have reached Earth. The latter is readily provided by the FITS keyword DATE_EAR in the FITS header of the SO/PHI-HRT data set. No further time adjustments is considered at this stage.

**Image co-registration (2).** This step is crucial for the application of the SDM, which intrinsically requires the alignment between images to have subpixel accuracy. Currently, the World Coordinate System (WCS; Thompson 2006) keywords in SO/PHI-HRT do not match the SDO/HMI ones to such a degree of accuracy; therefore, a co-registration step is unavoidable. The co-registration is performed using the field strength as comparison when possible, which is ideally independent of the viewing angle, unless only $B_{\text{sun}}$ is available (as in Sect. 5).

The SDO/HMI image is first remapped onto the SO/PHI-HRT detector frame, then a sub-domain of co-registration is chosen. The remapping includes the (bi-linear) interpolation of the SO/PHI-HRT image onto the SO/PHI-HRT uniform grid. The co-registration technique is a simple but fast and accurate Fourier matching technique that provides the co-registration shifts to apply to the SO/PHI-HRT reference pixel identified by the WCS keywords CRPIX1 and CRPIX2. The remapping/co-registration steps are repeated, each time using the newly updated SO/PHI-HRT WCS keywords, until convergence is reached to the desired precision (to better than 1/100th of a pixel, in the application here). We verified that, for the SO/PHI-HRT data set considered here, the correction to the WCS keyword CROTA, representing the rotation angle of the detector with respect to solar north, is negligible. The co-registration procedure is in principle independent of the sub-domain where the SDM is applied, although here we use the same field of view (FoV) for both.

**Remapping of the SDO/HMI Cartesian magnetic field components on the SO/PHI-HRT detector frame (3).** This step uses the co-registered SO/PHI-HRT WCS information as updated in step 2. The remapping entails a (bi-linear) interpolation of the SDO/HMI magnetogram (upsampling SDO/HMI to the SO/PHI-HRT resolution in the cases presented here).

**Computation of the separation angle, $\gamma$, and the SDM rotation angles $\thetaA$ and $\thetaB$ (4).** These angles are directly computed from the observer Carrington coordinates as included in the FITS headers of the considered SO/PHI-HRT and SDO/HMI data set.

**Re-projection of the SO/PHI-HRT and SDO/HMI vector magnetic fields on the SDM reference systems, $S_A$ and $S_B$ respectively (5).** This step produces the representation of the vector magnetic field according to Eqs. (1.3), with the azimuth of both fields renormalized to be within $[0, \pi]$.

**Application of the relevant SDM equation (either Eq. (5) or Eq. (6)) to compute the sign function, $\zeta$ (6).** In order to constrain $\zeta$ to the nominal $\pm 1$ values, we then build a parity map by taking the sign of $\zeta$ (see also Sect. 4.2.1).

**Disambiguation (7).** The parity map is then applied to the SO/PHI-HRT transverse component to remove the ambiguity. Once disambiguated, the SO/PHI-HRT field is re-projected back to the detector reference system for ease of comparison.

3. Observations and data preparation

We considered the observation of NOAA AR12965 taken by SO/PHI-HRT and SDO/HMI on March 17, 2012, when Solar Orbiter was at 0.38 AU from the Sun and the separation angle with SDO was $\gamma = 26.53^\circ$. The Carrington longitude and latitude of the target AR were $(271.5^\circ, 22.5^\circ)$, respectively. Figure 1 shows the LoS magnetic field ($B_{\text{los}}$) of the chosen data sets on the full image planes of the two telescopes. The rationale behind this choice amongst those available in the first months of the science mission phase of Solar Orbiter is that it contains a well-formed AR within the FoV, and that observations are taken when the two telescopes are well within the range of stereoscopic angles, that is, far enough from both quadrature and inferior conjunction (see Fig. 1. $B_{\text{los}}$ on March 17, 2012, on the image planes of SDO/HMI (left, at 03:46:53.5 UT) and SO/PHI-HRT (right, at 03:44:09 UT). The blue rectangle on the SO/PHI-HRT image shows the sub-domain that is used for co-registration (see step 2 in Sect. 2.3) and SDM application. The images are not rotated, meaning that solar north is approximately down in SDO/HMI (left) and up in SO/PHI-HRT (right). In both panels, axes are in pixels.
also Sect. 4.4 in Paper I). The AR contains two compact sunspots of positive polarities (see also Fig. 2) close to each other, and a more dispersed, following negative-polarity region. The two positive sunspots in the AR are of particular interest for this first application of the SDM because they allow for some qualitative considerations about the expected orientation of the transverse component. The same AR was also studied in Li & Long (2023), where observations from the Extreme Ultraviolet Imager (Rochus et al. 2020) on board Solar Orbiter were exploited to study oscillations in coronal loops.

While the above criteria identified the chosen data set as the only suitable one available at the time of writing, it is still not ideal. First, because the AR was relatively close to the limb of SDO/HMI (see the left panel in Fig. 1), it is therefore affected by strong foreshortening effects. Second, the separation angle γ is also not very large, which is expected to adversely impact the accuracy of the method: according to the tests on numerical simulations discussed in Paper I, the SDM accuracy at γ ≈ 27° is close to 100% in smooth field areas (see, e.g., Fig. 10c in Paper I), while it can be significantly lower in quiet-sun regions (see, e.g., Fig. 10e in Paper I, where SDM yields the correct disambiguation in 75% of the pixels in that test). We note the specific combination of γ and spacecraft distance from the Sun presented here are not explicitly included in any of the tests presented in Paper I, so the comparison between numerical tests and application to observations can only be indicative.

3.1. SO/PHI-HRT

On March 17, the SO/PHI-HRT observed the target AR for 30 min with a high-cadence program (the Nanoflare-Solar Orbiter Observation Plan in Zouganelis et al. 2020). The data set used in this work has Data IDentification (DID) number 0243170227 with observation time 03:44 UT. At the distance of 0.38 AU, the SO/PHI-HRT pixel scale at disk center is equal to 137.2 km. The 24 polarization images used to build the Stokes vector were acquired with a fast accumulation mode lasting 60 s.

The spectropolarimetric observations were calibrated, and the inversion of the radiative transfer equation (RTE) followed Sinjan et al. (2022). In short, dark-current and flat-field corrections are first applied. The flat field is preliminary corrected using unsharp masking with a Gaussian amplitude of 69 pixels. Since the SO/PHI-HRT image stabilization system (Volkmer et al. 2012) was not in operation during the acquisition, a co-registration of the polarization images is also applied (see also Calchetti et al. 2023).

After demodulation and cross-talk correction, the RTE inversion is performed using the CMilos code (Orozco Suárez & Del Toro Iniesta 2007), which assumes a Milne-Eddington atmosphere and employs analytical response functions to build the synthetic profiles that are used in the minimization process. The filling factor is assumed to be unity. A detailed description of the above steps is found in Sinjan et al. (2022). The above constitutes the currently standard version of the SO/PHI-HRT pipeline, and no additional processing was applied to the data. In particular, the employed data have not been reconstructed and aberration-corrected, as described by Kahil et al. (2023; see our Sect. 6.1 for further details).

In addition to the disambiguation using the SDM, we also performed a disambiguation of the same data set using a classical method that, unlike the SDM, only uses data from a single telescope. The disambiguation that we applied, hereafter ME0, is an adaptation of the disambiguation code in the SDO/HMI pipeline (Hoeksema et al. 2014), which, in turn, implements the “minimal energy method” (Metcalf 1994; Metcalf et al. 2006). The parameters used for the ME0 disambiguation are similar to those used in the HMI pipeline, and no particular attempt was made to optimize them. However, the ME0 method requires the definition of a noise mask to determine where to apply annealing. This was built as a linear mask with the corresponding parameter bthresh1 = 300 G and bthresh2 = 400 G, which represent upper levels of noise on the transverse component of the field at disk center and at the limb, respectively.

In order to fix bthresh1, 2, the noise level on the SO/PHI-HRT magnetogram is estimated in two ways: first, as the standard deviation of the Gaussian fit of the histogram distribution of transverse field values in quiet Sun areas. Such an estimation results in a noise level on the transverse component equal to 64 G (and of 8.47 G on Blos; see also Sinjan et al. 2023). Second, with a similar method as the above, the noise on the Stokes components are found to be (1.73, 1.27, 1.34) × 10⁻³ for (Q, U, V)/I, respectively. Using these values in the magneto-graphic formulae for classical calibration as given by Eq. (4) in Martínez Pillet (2007), we find a second estimate for the noise on the transverse component equal to 147 G (and 8.89 G on Blos). The employed values for bthresh1 and bthresh2 correspond to approximately three times the average of such noise estimations, for observations at center of disk and limb, respectively.
3.2. SDO/HMI

The SDO/HMI magnetograms used for the SDM application are chosen to match as close as possible the SO/PHI-HRT observation time corrected for the difference in light-travel time (step 1 in Sect. 2.3).

Two SDO/HMI data sets from two different SDO/HMI data product series are considered. The first data set is the SDO/HMI vector magnetogram with the observation date of March 17, 2022, 03:46:35.5 from the hmi.m_45s series, which corresponds to the observation time as registered by the FITS keyword $T_{\text{OBS}} = 03:47:21$ UT. For the considered data sets, the difference in light travel time between Solar Orbiter and SDO is 307.6 s. The hmi.ME_720s_fd10 series provides vector magnetograms (inclination, ambiguous azimuth, and field strength) at a cadence of 720 s resulting from averages of observations taken over 20 min (Hoeksema et al. 2014), and produced by the very fast inversion of the Stokes vector Milne-Eddington code (VFIv; Borrero et al. 2011; Hoeksema et al. 2014). The price to pay for having the vector information is that, due to the averaging procedure, the observation are generally more difficult to match in time with SO/PHI-HRT observations.

The second data set is the SDO/HMI magnetogram obtained on March 17, 2022, at 03:48:28.0 from the 45 s data series, hmi.m_45s. For this data set, $T_{\text{OBS}} = 17$-Mar-2022 03:48:51 UT. The hmi.m_45s data series provides the LoS magnetic field only, but, thanks to its high-cadence, the SDO/HMI observation time can be chosen to be very close to the time of the SO/PHI-HRT data set. The hmi.m_45s data series employs an “MDI-like” inversion method (Couvidat et al. 2012) that is based on a discrete Fourier expansion of the solar neutral line, corrected for the SDO/HMI filter transmission profile (Hoeksema et al. 2014; Couvidat et al. 2016). Hoeksema et al. (2014) showed that, in areas where $|B| > 300$ G, the values obtained by the RTE inversion in the hmi.ME_720s_fd10 series are larger than those obtained by the MDI-like algorithm used for the hmi.m_45s data series (see Fig. 17 in Hoeksema et al. 2014).

In addition to the above, we also considered a data set from the hmi.ME_90s series, which is a series similar to the hmi.ME_720s_fd10 series but with a cadence of 90 s instead of 720 s. Data products for such a series are available on demand, and were not readily available for the relevant date. For this reason, we do not employ the hmi.ME_90s series in this article, although the results from a few ancillary tests made using that series are presented in Sect. 6.

4. SDM disambiguation using the hmi.ME_720s_fd10 series

In this section we present the results of the disambiguation of the SO/PHI-HRT vector magnetogram using the SDM and the hmi.ME_720s_fd10 data series as input (i.e., the reverse case, with A = SO/PHI-HRT and B = SDO/HMI; see Sect. 2.2). First, steps 2 and 3 of the procedure in Sect. 2.3 were performed, using the field strength as the co-registration field. The sub-domain used for co-registration (and SDM application) is the blue rectangle in the right panel of Fig. 1. As a result, the SDO/HMI magnetogram is co-registered with, re-projected onto, and remapped on the SO/PHI-HRT image plane, to which we refer hereafter as the “remapped-SDO/HMI” magnetogram. For the nominal helioprojective coordinates of the reference pixel CRVAL1, 2 = (416.36, 1281.19), the co-registered reference pixel values are found to be CRPIX1, 2 = (1230.72, 983.07). The images co-registration is then the same for the two applications in Sects. 4.1 and 4.4. A qualitative check of the co-registration procedure obtained using the field strength is given by Fig. 2a,b, which show the continuum intensity of the remapped SDO/HMI and SO/PHI-HRT, respectively, with the isolines of the SDO/HMI continuum overlaid on both images. The co-registration of the two data sets is globally very accurate, with a (Pearson) correlation coefficient of the field strength equal to 0.97.

In order to quantitatively further describe the co-registration accuracy, we divided the co-registration sub-domain into tiles of 64 × 64 pixels and recomputed the co-registration shifts between the remapped SDO/HMI and the (co-registered) SO/PHI-HRT images in each tile separately, following the same iterative procedure as step 2 in Sect. 2.3. This results in the maps of residual misalignment shown in Fig. 5a,b, which shows that, with few exceptions, residual shifts are within ±2 pixels. The residual shifts are, however, often of variable magnitude and different sign, even between adjacent tiles. As discussed more extensively in Sect. 6.1, this can likely be attributed to uncorrected aberrations in the employed SO/PHI-HRT data set.

Next, either Eq. (5) or Eq. (6) is applied to remove the ambiguity of the SO/PHI-HRT transverse field.

4.1. First observation-based disambiguation

We first consider the application of Eq. (5). Following steps 3–7 in Sect. 2.3, a parity map is produced that takes in each SO/PHI-HRT pixel the value −1 (respectively, +1) where the transverse component is (respectively, is not) to be reversed. Applying the parity map to the SO/PHI-HRT ambiguous transverse component we obtain the first SDM-disambiguated vector magnetogram, shown in Fig. 4a. On a qualitative level, the SDM disambiguation of the SO/PHI-HRT magnetogram is remarkably successful. In particular, the transverse component has the expected orientation, namely it is pointing radially outward in positive flux concentrations. The transverse component is also smoothly distributed almost everywhere on the main polarities. This is true also for the bottom part of the AR, where projection effects shorten the amplitude of the transverse component considerably. Such properties are remarkable if one recalls that, in order to produce the SDM-disambiguated transverse field, no assumption about the transverse field is made: the disambiguation in Fig. 4 solely results from combining information from two points of view (two telescopes) in each SO/PHI-HRT pixel separately. Localized areas where the orientation of the transverse component is different from that expected are discussed in Sect. 4.2, whereas general accuracy considerations are summarized in Sect. 6.

4.2. Disambiguation diagnostic

Besides the overall consistency of the disambiguation in Fig. 4, there are specific locations where the orientation of the transverse component is suspicious. Two such areas follow the polarity inversion line of $B_{\text{los}}$ (PI$\ell_{\text{los}}$) in the penumbral areas, highlighted by the orange rectangles at $(x, y) \approx (180, 170)$ and $(x, y) \approx (340, 130)$ in Fig. 5b. While in most places the blue arrows continue pointing away from the spots, as expected in the crossing of the PI$\ell_{\text{los}}$ in the penumbra (i.e., where arrows change color from red to blue), at these locations, the blue arrows point in the opposite direction to the red arrows and are seemingly interlaced with them.

Another two areas of suspicious disambiguation lie along linear features at $(x, y) \approx (180, 110)$ and $(x, y) \approx (330, 80)$
In our identification of suspicious areas, the assumption that the transverse component is smooth across neighboring pixels is not readily recognizable as suspicious in Fig. 4b.
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**Fig. 3.** Residual cross-correlation shifts after co-registration, computed in tiles of 64 × 64 pixels, in the $x$ (panel a) and $y$ direction (panel b). The number at the center of each tile is the co-registration shift for that tile, in units of SO/PHI-HRT pixels. Tiles where the cross-correlation procedure did not converge are marked in red. In both panels, the 400 G isoline of the SO/PHI-HRT $|B_\text{los}|$ is drawn as a solid yellow line.

(highlighted by black rectangles in Fig. 5b), where the arrows representing the transverse field are left-oriented, opposite in orientation to those right above and below that line but of similar amplitude, and, therefore, arguably pointing in the wrong direction.

The real orientation of the transverse component in Fig. 4 is not known, and a quantitative assessment of the SDM accuracy (as well as of any other method) is not possible in such a case. However, and in contrast to traditional single-view methods, the SDM offers diagnostic tools that help assess at which specific locations the method is likely to be less accurate.

The evaluation of the correctness of the disambiguation is customarily performed writing the field in the “heliographic” (Gary & Hagyard 1990) radial, toroidal, and poloidal components (or, more precisely, in heliocentric spherical coordinates; see Thompson 2006; Sun 2013). In addition, in order to compensate for foreshortening effects, the field is remapped (i.e., interpolated) onto the Stonyhurst coordinates (Thompson 2006).

The sign function, $\zeta$, in Eq. (5) (as well as in Eq. (6)) should take only the values $\pm 1$. However, since $\zeta$ is determined as a combination of field components from different instruments, fluctuations due to noise or any difference in observation time, instrument calibration, RTE inversion, or co-registration would produce departures from the nominal values. Conversely, the departure of Eq. (5) from the nominal $\pm 1$ values can be used as a diagnostic metric for the SDM.

4.2.1. The sign function $\zeta$

In principle, the sign function $\zeta$ in Eq. (5) (as well as in Eq. (6)) is drawn as a solid yellow line. Discarding the latter, the most prominent area of errors is around $(x,y) \approx (280,80)$, marked by the green rectangle in Fig. 5b, which was recognized to be an area of low-signal in the SO/PHI-HRT linear polarization yielding difficulties in the inversion.

Other locations where the sign function $\zeta$ significantly departs from the nominal values is the PIL$_{\text{los}}$ of $B_{\text{los}}$, indeed where the orange rectangles in Fig. 5b indicates suspicious disambiguations. At this PIL$_{\text{los}}$, the transverse field is relatively large. However, the LoS component is not, and may fluctuate due to noise, or difficulties in the inversion from atypical Stokes V profiles (see Solanki & Montavon 1993). Since $B_{\text{los}}$ is the only term at the numerator of Eq. (5), such fluctuations can easily be the origin of the “salt and pepper” large values of $\zeta$ found in these areas.

In addition, we notice the roughly horizontal separation line between $-1$ (bottom) and $+1$ (top) values across the main...
Fig. 4. First observation-based SDM-disambiguated vector magnetogram. The SO/PHI-HRT vector magnetogram is disambiguated using SDO/HMI information from the (ambiguous) hmi.ME_720s_fd10 data series and Eq. (5). Panel a: background image representing $B_{\text{los}}$ on the SO/PHI-HRT image plane, saturated at ±1500 G in grayscale; red and blue arrows represent the transverse field at positive and negative $B_{\text{los}}$, respectively. The 400 G isoline of $|B_{\text{los}}|$ is drawn as a solid yellow line. Panel b: same as panel a but in remapped Stonyhurst coordinates, with the magnetic field re-projected in radial, poloidal, and toroidal components. In this panel, the background image represents the radial component $B_r$ saturated at ±1500 G in grayscale, and red and blue arrows represent the horizontal field at positive and negative $B_r$, respectively. The 400 G isoline of $|B_r|$ is drawn as a solid yellow line.

polarity concentrations (before disambiguation, all arrows point upward because of $\alpha_A$ being restricted to $[0; \pi]$). Such a line is not a “special” place in any physical sense: it is ultimately determined by the mutual orientation and locations of the spacecraft (via $\theta^A$ and $\theta^B$) and the particular distribution of the observed field (via $\alpha^A$). However, the horizontal transition line between
\[ \zeta = +1 \text{ and } \zeta = -1 \] is spatially correlated to the linear distribution of suspicious arrows above.

4.2.2. The \( B_v \) components

In order to have a more quantitative analysis of the above disambiguation result we exploit the property of the SDM that the \( B_v \) component of SO/PHI-HRT and the \( B_v \) component of the remapped-SDO/HMI should be identical (see Sect. 2.1). Such a property should be considered a prerequisite for application of the SDM, and pixels where the property is not fulfilled are expected to be more prone to disambiguation errors. On the other hand, it is necessary condition for the application of the SDM that involves only the transverse components, meaning that disambiguation errors that are originated from the LoS components only can still occur even if the two \( B_v \) component are identical. Hence, we can use the metric

\[ \delta B_v = \frac{B_v^{\text{PHI}} - B_v^{\text{HMI}}}{B_v^{\text{PHI}} + B_v^{\text{HMI}}} \]  

as a measure of how well the assumptions of the SDM are fulfilled in the practical application. Since \( B_v \) is by construction positive, \( \delta B_v \) varies between \(-1\) and \(+1\), and takes the value zero where the two components are identical.

We notice that a metric similar to Eq. (7) can be equally constructed using the field strength, \( |B| \), which is also theoretically independent of the point of view. Tests not reported here show, however, that no information that is relevant to the SDM result is really gained in this way: di\( ff \) enters both equations, and, since it is defined as a cosine function, it has large jumps at the same locations where \( B_w \) enters both equations, and, since it is defined as a cosine function, it has large jumps at the same locations where \( B_w \) = 0 between the two maps is incontrovertible, which shows that the assumption for a meaningful application of the SDM are violated in the double-stripe area.

To understand the consequences of the \( \delta B_v \) double stripe on the accuracy of the SDM, we should recall the employed polar representation of the transverse component from Sect. 2.1. First, \( B_v \) is defined by Eq. (2) as a sine-function, and does not enter either Eq. (5) or Eq. (6). On the other hand, the \( B_w \) component enters both equations, and, since it is defined as a cosine function, it has large jumps at the same locations where \( B_w \) = 0, that is, at the ends of the polar angle interval of definition \([0, \pi]\). Since the difference between the \( B_w \) components estimated from each telescope enters the denominator of Eq. (5), errors in the \( B_w \) components close to location where \( B_w \) = 0 are amplified by the discontinuous character of the \( B_w \) components there, thereby heavily affecting the SDM accuracy at such locations. Indeed, the double stripe exactly corresponds to the locations of suspicious disambiguations marked by the black rectangles in Fig. 5b. A discussion of the possible origin of the double stripe is presented in Sect. 6.1.
4.3. Comparison with ME0

Next, we compared the SDM disambiguation with the standard, single-view ME0 disambiguation obtained as described in Sect. 3.1. While this is not a test for the SDM for the reason explained in Sect. 3.1, it is useful to show where differences are located that deserves further investigation.

In the comparison between the two disambiguation methods we exclude pixels where the SO/PHI-HRT transverse field is not annealed by the ME0 method, or where the transverse component is below 400 G (i.e., below the threshold set by the noise on the transverse component; see Sect. 3.1). The rate of agreement of SDM and ME0 disambiguations in this domain is 84.4%. Figure 7a render visually the spatial distribution of this agreement, where in black are represented pixels where the two methods agree, in white where they do not, and in gray pixels that are excluded from the comparison according to the criteria above.

The SDM and ME0 disambiguations agree in most of the analyzed domain, with two exceptions: first, on the location of the double-stripe structure of Fig. 6a and, second, along the PIL\_LoS in the northern penumbral areas. The former disagreement area is expected from the violation of the $\delta B_\text{v} = 0$ necessary condition. The latter disagreement is also expected because the sign function $\zeta$ has values largely departing from the nominal ones in that area (Fig. 6a). We notice that, according to our interpretation in Sect. 4.2.1, these errors are due to fluctuations of the sign of $B_\text{los}$ close to its PIL\_LoS, which occur even though $\delta B_\text{v} = 0$ there. Hence, both disagreements are expected from the discussion above, and they are likely true but remediable errors of the SDM (see Sects. 6 and 6.2 in particular).
4.4. Comparison of disambiguations using Eqs. (5) and (6)

In this section we consider the SDM disambiguation that is obtained by applying Eq. (6) instead of Eq. (5) to the same data and procedure as in Sect. 4.1. In this case, from the hmi.ME_720s_fd10 series, only the LoS information is used in Eq. (6). On the other hand, since the input data are the same, the co-registration and remapping procedure is identical to the one in Sect. 4.1.

The sign function ζ obtained by the application of Eq. (6) is shown in Fig. 8a, with the corresponding disambiguated magnetogram in Fig. 8b. Figure 8a shows that, in comparison with the result from Eq. (5) in Fig. 5a, there are larger areas where ζ is very different from the nominal value, ±1, with corresponding larger areas of obviously wrong disambiguation (see Fig. 8b), in particular on a relatively large patch around (x, y) = (115, 115) and, to a smaller extent, around (x, y) = (290, 110). The incorrect disambiguation on such areas determines a reversal of the radial component when the vector magnetogram is re-projected in heliographic coordinates (see Fig. A.1a).

The mechanism by which errors in Eq. (6) occur is analogous to Eq. (5) but involves the difference between the LoS components in the numerator of Eq. (6). Arguably, results are worse for Eq. (6) than for Eq. (5) because the angle γ is relatively small and differences between the two \( B_{\text{los}} \) are more affected by errors, but see also Sect. 6.1 for further discussion.

The comparison with the ME0 disambiguation is shown in Fig. 7c,d. The agreement between the two methods in this case is lower than for Eq. (5), being equal to 71%. The lower level of agreement is understood as the result of the larger areas where ζ is more strongly departing from the nominal values ±1 with respect to the case in Fig. 5a.

On the other hand, some of the penumbral areas to the north and west of the sunspots (at the location of the orange rectangles in Fig. 5b) are consistently agreeing with ME0 results, differently from what happens for Eq. (5) (cf. the two top panels in Fig. 7). Indeed, the sign obtained by Eq. (6) in these areas is homogeneously close to the nominal value, yielding a consistent disambiguation also along the PIL_{los} of the (SO/PHI-HRT) \( B_{\text{los}} \). The reason for this improvement is that Eq. (6) involves a difference between the two \( B_{\text{los}} \), which, due to the different views, have PIL_{los} at different locations, and is therefore less affected by fluctuations of the individual LoS components at the correspondent PIL_{los}. We return to this complementarity of results in Sect. 6.2.

5. SDM disambiguation using the hmi.m_{45s} series

In this section we use the hmi.m_{45s} series as input to the SDM, instead of the hmi.ME_720s_fd10 series as in Sect. 4. The hmi.m_{45s} data series provides the LoS magnetic field only, at a cadence of 45 s. In principle, given the shorter integration time of the hmi.m_{45s} data series with respect to the hmi.ME_720s_fd10 data series, the latter is more similar to the SO/PHI-HRT observation, which has 60 s integration time. This speculation is indeed confirmed by the higher correlation coefficient between the LoS components of SO/PHI-HRT and SDO/HMI found by Sinjan et al. (2023, see in particular their Table 3). The question is then if such an increased temporal homogeneity between SO/PHI-HRT and SDO/HMI inputs to the SDM is reflected in an increased accuracy of the resulting disambiguation.

On the other hand, changing to the hmi.m_{45s} data series has also some unavoidable consequences. First, while the availability of \( B_{\text{los}} \) only is not an obstacle for the application of the SDM, in such a case the co-registration procedure (step 2 in Sect. 2.3) is in principle less accurate, especially at large separation angles γ, because the different viewing angles lead to different \( B_{\text{los}} \). Such an effect can indeed be a serious limitation to application of SDM when one telescope provides only LoS information and the separation angle γ is large. An accurate co-registration must be provided in other ways in such cases. Alternatively, the continuum intensity can be used instead of the magnetic field in the co-registration procedure. However, taking the comparison of Fig. 2a,b as an example, we can clearly see how the continuum intensity is also affected by both projection effects, even at relatively small separation angles, and by the difference in the resolution of the telescopes. For these reasons, we prefer to use the magnetic field for the co-registration procedure in this work, when possible. Indeed, this very topic, namely
the center-to-limb variation of continuum intensity observations, is now studied using the multi-view opportunity offered by Solar Orbiter (see for instance Albert et al. 2023 and references therein).

Second, since only the LoS component is available in the hmi.m_45s series, then Eq. (6) is the only equation that can be used, given that Eq. (5) requires information about the transverse component of the field obtained from both telescopes. Therefore, insofar as the SDM equation is concerned, the case presented in this section is similar to the one discussed in Sect. 4.4, where the same Eq. (6) was applied using the LoS information from the hmi.ME_720s_fd10 data series.

The employed SDO/HMI input to the SDM procedure in Sect. 2.3 is the LoS magnetogram with the observation date March 17, 2022, 03:48:28 from the hmi.m_45s series (corresponding to $T_{OBS} = 03:48:51$ UT). The co-registration procedure using $B_{los}$ associates the nominal CRVAL1,2 with CRPIX1,2 = (1232.21, 983.04), which, thanks to the relative small $\gamma$, are comparable to the co-registration shifts of Sect. 4.

Figure 9 summarizes the application of Eq. (6) to this case. Globally, the sign $\zeta$ in Fig. 9a has a very similar spatial distribution as in Fig. 8a, but shows weaker departures from the nominal $\pm 1$ values. The same is true for the disambiguated vector magnetogram (Fig. 9b) that has obvious errors in similar locations as in Fig. 8b. More in details, the areas of departures from the nominal values of the sign function $\zeta$ (in particular around $(x,y) \approx (115,115)$ and $(x,y) \approx (290,110)$) appear to be slightly smaller in Fig. 9a than in Fig. 8a. Correspondingly, also the areas where a reversal of the radial component is present as a consequence of disambiguation errors are smaller, as can be seen by comparing Fig. A.1b to Fig. A.1a. Some of these differences can arguably be ascribed to the different inversion methods that the hmi.m_45s and hmi.ME_720s_fd10 data series employ (see Sect. 3.2 and also Sinjan et al. 2023, for the cross-calibration of the LoS field component between SO/PHI-HRT and the two SDO/HMI data series).

Finally, from the point of view of the analysis of the results, since the transverse component of the SDO/HMI observation is not available in this case, then no diagnostic of the transverse component $B_{v}$ is of course possible, in contrast to what is done in Sect. 4.2.2. The comparison with ME0 gives a marginally better agreement (in 73% of the selected domain) than in Sect. 4.4, with an analogous spatial distribution of the agreement/disagreement areas (cf. Fig. 9c,d with the corresponding Fig. 7c,d).

In summary, using a higher-cadence $B_{los}$ magnetogram instead of a lower-cadence and longer-averaged one does improve marginally the accuracy of the SDM (\(\zeta\) closer to the nominal values), but the spatial distribution of $\zeta$ is essentially the same.

6. Sources of error and future improvements

Sections 4 and 5 describe the first applications to observed data of the SDM that Paper I presented and validated using numerical simulations. Broadly speaking, the SDM produces largely spatially homogeneous and consistent disambiguations. The comparison with ME0 gives a marginally better agreement (in 73% of the selected domain) than in Sect. 4.4, with an analogous spatial distribution of the agreement/disagreement areas (cf. Fig. 9c,d with the corresponding Fig. 7c,d).

In summary, using a higher-cadence $B_{los}$ magnetogram instead of a lower-cadence and longer-averaged one does improve marginally the accuracy of the SDM (\(\zeta\) closer to the nominal values), but the spatial distribution of $\zeta$ is essentially the same.
hand, single-viewpoint methods are invariably based on assumptions, and a validation that is based on observed data only is highly desirable. We show here that the SDM, besides its direct application, may become such a reliable verification tool of single-view disambiguation methods. Our long-term goal is to attain an accuracy that allows for such verifications.

One advantage of the SDM is that it provides consistency tests to assess the quality of the obtained disambiguation in each pixel independently: first, the computed sign function \( \zeta \), which should nominally be equal to either +1 or to −1, whereas Eqs. (5) and (6) provide a continuous value that depend on observed quantities; second, the difference between the \( B_1 \) components of the two telescopes, \( \delta B_1 \), which should be zero for perfectly compatible observations. In the previous sections we positively associate anomalous values of such quantities with apparent possible errors in the SDM disambiguations. Here we discuss how such errors may arise, which tests have been made to identify their sources, and which strategies can be taken to remove them.

6.1. Possible sources of error

First of all, the SDM relies on a direct comparison of quantities observed by different instruments. The values that are compared are the product of the combined processes of spectropolarimetric data calibration and RTE inversion. Despite a relative similarity between SO/PHI-HRT and SDO/HMI, for example in terms of observed spectral line and spectral sampling (see, e.g., Solanki et al. 2020), the two telescopes have different resolutions, which affect the retrieved magnetic field (see, e.g., Steffen 1985; Leka & Barnes 2012; Pietarila et al. 2013; De Rosa et al. 2015). Hence, a precise cross-calibration must eventually be included in the data preparation, and progress in this direction is underway (see Sinjan et al. 2023). This should also include the effect of stray light and filling factor (see, e.g., Liu et al. 2022; Leka et al. 2022), which might be different for SO/PHI-HRT and SDO/HMI. The effect of stray light is particularly important in sunspots, where it may lead to underestimations of the magnetic field strength (LaBonte 2004). In addition, the RTE inversion of the SO/PHI-HRT data set employed here (Sinjan et al. 2022) produces field maps of very high quality with a low level of noise. However, further improvements may still be possible. For instance, an RTE inversion of the SO/PHI-HRT data set using the same inversion code but different weights of the Stokes components in the fitting algorithm produced a slightly better \( \zeta \) map (with a slight better agreement with ME0 of 88.7% for the case in Sect. 4) but presented some minor inversion artifacts in localized regions. On the other hand, other RTE inversions (with different parameters as well as with a different inversion code) consistently gave worse results. In other words, applications of the SDM, as of any other disambiguation method, are sensitive to the quality of RTE inversions of spectropolarimetric observations of both employed telescopes, and are expected to improve as refined inversion strategies will be developed.

Second, the SDM is based on a pixel-by-pixel comparison of observations with different resolutions and from different vantage points. This implies that the employed remapping procedure (see Sect. 2.3) must attain sub-pixel accuracy. Hence, while a co-registration of the images is not required by the SDM per se, it is unlikely that the accuracy of the pointing information of both instruments can consistently reach such a precision, and co-registration will always be necessary. The accuracy of our remapping procedure was tested using different, independently developed routines, which produced the same co-registration shifts within a fraction of a SO/PHI-HRT pixel. Figure 3 proves that residual co-registration errors are within ±2 pixels. Therefore, residual co-registration errors cannot be the origin of the double stripe in \( \delta B_1 \), which is discussed in Sect. 4 (see in particular Fig. 6b), which is on the order of 8 pixels in width. The 8-pixel shift is also larger than the amplitude of interpolation errors that could be expected by the difference in spatial resolution between SO/PHI-HRT and SDO/HMI (which is a factor of 2.6). This was verified by using different numerical schemes for the interpolation involved in the co-registration and remapping procedures. On the grounds of such tests and considerations, we tend to exclude co-registration inaccuracies as the possible origin of disambiguation errors, and of the double-stripe structure in \( \delta B_1 \), in particular.

Third, the hmi.ME_720s_fd10 series that is used as input to the SDM in Sect. 4 is the result of a relatively long average (of about 20 min, but of co-registered and properly de-rotated images) in comparison with the integration time of the SO/PHI-HRT data set (60 s), and one may wonder if that difference could ultimately generate the shift seen in \( \delta B_1 \). However, Sect. 5 shows that similar results are obtained using the two series hmi.ME_720s_fd10 and hmi..m_45s, with the latter providing slightly better agreement with the results from applying ME0 (possibly because of the better co-temporality of the employed data sets). In a similar spirit, we applied the SDM using the hmi.ME_90s, which is a series similar to the hmi.ME_720s_fd10 series but with a cadence of 90 s instead of 720 s. Unfortunately, the hmi.ME_90s series is not readily available for all observing times, in particular not for the March 17, 2022. However, a different SO/PHI-HRT observation (March 7, 2022, described in Calchetti et al. 2023; Sinjan et al. 2023) has also a corresponding hmi.ME_90s data set, which can be used as input to the SDM. The observation date corresponds to when Solar Orbiter crossed the Earth-Sun line. While such a time is not suitable for stereoscopy (\( \gamma = 3.2^\circ \)), it was still possible to study the resulting \( \delta B_1 \), and we found a very similar double-stripe structure as for the hmi.ME_720s_fd10 series presented in this paper. Hence, from such tests, we can equally exclude that the amount of temporal averaging employed in the SDO/HMI input magnetogram plays any substantial role in the generation of the apparent misalignment of \( B_1 \) components, and of the related SDM local inaccuracies. Incidentally, the presence of the double stripe also at co-alignment (and with both SO/PHI-HRT and SDO/HMI basically oriented along the solar north-south direction) also excludes that the remapping procedure plays any substantial role in generating the double stripe.

Fourth, a subtle reason for a local mismatch between observations from different viewpoints might be related to the effective depth of formation of the line seen from the two different vantage points. In short, the signal registered by two instruments pointing at the same physical location on the Sun may not come from the same parcel of plasma, due to the different optical path that the light follows in the two different directions. Such an effect is extensively discussed, and tested on numerical simulations, in Sect. 5 of Paper I. However, such an effect should decrease the more the observatories are aligned. The above-mentioned observations at Sun-Earth line crossing offered the possibility to verify the importance of this effect, and we found no significant difference in the \( \delta B_1 \) double-stripe structure. Similarly, Fig. 2 shows the presence of a horizontal light-bridge across the AR polarities, qualitatively similar to the spatial distribution of the double stripe in \( \delta B_1 \) of Fig. 6b. Due to the unmag-netized character of the plasma in the light bridge with respect to the surroundings, one could wonder if a similar optical-path effect is somehow affecting the SDM accuracy at the light-bridge
location, thereby generating the double stripe in $\delta B_r$. However, Fig. 10 shows that there is a clear separation between the location of the light-bridge and the $\delta B_r$ double stripe. Hence, the apparent misalignment is not likely to be due to such an optical-path effect.

Fifth, the SO/PHI-HRT data that are used in this article were inverted using a standard version of the SO/PHI-HRT pipeline. In particular, as clearly visible in Fig. 2b, optical aberrations introduced by thermal effects on the entrance window and geometrical distortions are not corrected for. A procedure was recently developed to remove the former, which employs a point-spread function obtained from phase-diversity analysis, convolved with the instrument’s theoretical Airy disk. We refer the reader to Kahil et al. (2022, 2023) for more information on the phase-diversity analysis and the SO/PHI-HRT point-spread function, and to Sinjan et al. (2023). Calchetti et al. (2023) for applications that implement such a procedure. Regarding the geometrical distortion, the procedure developed to correct for it is based on a spherical distortion model retrieved from on-ground data calibration only. Concerning the SDM application considered here, some moderate increase in the noise occurs as a result of the removal of the optical aberration, which requires a fine-tuning of the ME0 disambiguation parameters for optimal performances, an effort that goes beyond the scope of this work.

As a result, the SDM application is not improved by such corrections, while at the same time complicating the comparison with the ME0 method, and is not included here. However, geometrical distortions might indeed be one of the prime candidates for generating the mismatch in the $B_r$ components associated with SDM errors, and progress in this direction is expected to significantly improve SDM results soon.

Sixth, SDO/HMI observations are affected by an uncompensated Doppler line-shift due to the spacecraft radial velocity (Hoeksema et al. 2014; Couvidat et al. 2016; Schuck et al. 2016). The employed SDO/HMI data sets are taken when the SDO radial velocity is about 2.4 km s$^{-1}$, a velocity that has significant impact on the retrieved magnetic field parameters (see in particular Fig. 18 in Couvidat et al. 2016). Such an effect may impact negatively the SDM accuracy, in particular when the sign function $\zeta$ is computed using Eq. (6) as in Sects. 4.4 and 5, and even more so at relatively small $\gamma$ values such as that considered here. We suspect that such an effect may contribute to the apparently worse results that are obtained in the application of Eq. (6) with respect to Eq. (5) to the particular SO/PHI-HRT data set employed here. At the time of writing, it was not possible to find SDO/HMI observations that were co-temporal with SO/PHI-HRT data and recorded at a time when the effect of the radial SDO velocity is minimal. However, new Solar Orbiter observing campaigns are planned that will provide plenty of observations at different separation angles $\gamma$, and at times when SDO/HMI radial velocity is close to zero. Such forthcoming observations will allow the ultimate effect of the SDO/HMI radial velocity on SDM accuracy to be assessed.

6.2. The best – so far – observation-based disambiguation

Finally, improvements will come from more systematic applications of the SDM itself. As already studied in Paper I, the geometrical equivalence of Eqs. (5) and (6) allows the two to be combined: in each pixel, one is free to choose for the SDM disambiguation the equation that has a higher level of reliability at that specific location. Such a decision requires practical criteria based on measurable quantities.

For instance, one can prescribe that in each pixel, the equation that is applied is the one that yields a value of $\zeta$ that is closer to the nominal value, $\pm 1$. By applying such a criterion to the data in Sect. 4, we indeed found an improvement of the overall SDM disambiguation, with a $\zeta$ map that is, by construction, closer to the nominal values. The resulting SDM-disambiguated vector magnetogram is shown in Fig. 11a, which shows the best observation-based disambiguation obtained so far. We notice in particular that the inconsistencies around PIL that go beyond the scope of this work. In short, the development of a quantitative criterion to combine Eqs. (5) and (6) is a promising way to further improve the accuracy and reliability of the SDM. However, before attempting a general formulation of the required decision criteria, some of the systematic errors discussed above should first be removed.

7. Conclusions

We applied the SDM to SO/PHI-HRT observations for the first time, demonstrating its viability for application to measured data beyond the proof of concept presented in Paper I. This first test employed a data set that was selected from the limited existing sample of SO/PHI-HRT observations from the first months of the science phase of Solar Orbiter. Despite the fact that the available data sets are not yet completely favorable for an optimum performance of the SDM, we provide here the first-ever observation-based, ambiguity-resolved magnetogram (Fig. 11).
Fig. 11. Best – so far – observation-based SDM-disambiguated vector magnetogram. The SO/PHI-HRT vector magnetogram is disambiguated using SDO/HMI information from the (ambiguous) hmi.ME_720s_fd10 data series and a combination of Eqs. (5) and (6) (see Sect. 6.2 for details). Panel a: background image representing $B_{\text{los}}$ on the SO/PHI-HRT image plane, saturated at $\pm 1500$ G in grayscale, and red and blue arrows representing the transverse field at positive and negative $B_{\text{los}}$, respectively. The 400 G isoline of $|B_{\text{los}}|$ is drawn as a solid yellow line. Panel b: same as panel a but in remapped Stonyhurst coordinates, with the magnetic field re-projected in radial, poloidal, and toroidal components. In this panel, the background image represents the radial component $B_r$ saturated at $\pm 1500$ G in grayscale, and red and blue arrows represent the horizontal field at positive and negative $B_r$, respectively. The 400 G isoline of $|B_r|$ is drawn as a solid yellow line.
The intrinsic 180° ambiguity of vector magnetograms has for the first time been removed solely thanks to stereoscopic observations, without making any assumption about the properties of the photospheric magnetic field. We have proven the feasibility of the SDM approach in real applications, with very promising results overall. The best disambiguation, both in quantitative terms (i.e., the sign function $\zeta$) and qualitative terms (smoothness and expected orientation of the transverse field component), was obtained by choosing separately in each pixel which of the two geometrically equivalent SDM formulae, Eq. (5) or Eq. (6), is closer to the nominal value, $\zeta = \pm 1$.

There is nonetheless room for improvement, as localized areas of errors are also found. Such areas are associated with measurable diagnostic quantities, and we have presented several strategies for improvement.

In addition, we have presented a preliminary comparison of SDM results with a standard, single-viewpoint disambiguation method (the ME0 method from Metcalf 1994). Since standard methods are approximate insofar as they require assumptions to be made about the properties of the magnetic field, this is not a test for the SDM. However, the comparison is instructive (Fig. 7c): differences between the two disambiguations are visible at some locations close to the PIL of $B_{\text{los}}$ in penumbral areas, which are very interesting for further studies. A very characteristic area of disagreement in the core of the sunspots is likely due to residual uncorrected geometrical distortions in SO/PHI-HRT. The currently underway improvement in the reduction of SO/PHI-HRT data is expected to greatly help reduce such artifacts.

In conclusion, the SDM fulfills the need for tools to exploit Solar Orbiter potentials for novel science, namely the stereoscopic disambiguation of vector magnetograms based on observed data only. In this way, unbiased benchmarking of single-view vector magnetograms, as well as the investigation of fundamental solar properties such as a disambiguation-independent estimation of photospheric currents that are injected in upper coronal layers, are becoming possible.
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Appendix A: Vector magnetograms in heliographic projection

Fig. A.1. SDM-disambiguated vector magnetograms remapped in Stonyhurst coordinates, with the magnetic field re-projected in radial, poloidal, and toroidal components, corresponding to the cases in Fig. 8b and Fig. 9b, respectively. In both panels, the background image represents the radial component $B_r$ saturated at $\pm 1500$ G in grayscale, and red and blue arrows represent the horizontal field at positive and negative $B_r$, respectively. The 400 G isoline of $|B_r|$ is drawn as a solid yellow line.