Linear acceleration emission of pulsar relativistic streaming instability and interacting plasma bunches
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ABSTRACT

Context. Linear acceleration emission is one of the mechanisms that might explain intense coherent emissions of radio pulsars. This mechanism is not well understood, however, because the effects of collective plasma response and nonlinear plasma evolution on the resulting emission power must be taken into account. In addition, details of the radio emission properties of this mechanism are unknown, which limits the observational verification of the emission model.

Aims. By including collective and nonlinear plasma effects, we calculate radio emission power properties by the linear acceleration emission mechanism that occurs via the antenna principle for two instabilities in neutron star magnetospheres: (1) the relativistic streaming instability, and (2) interactions of plasma bunches.

Methods. We used 1D electrostatic relativistic particle-in-cell simulations to evolve the instabilities self-consistently. From the simulations, the power properties of coherent emission were obtained by novel postprocessing of electric currents.

Results. We found that the total radio power by plasma bunch interactions exceeds the power of the streaming instability by eight orders of magnitude. The wave power generated by a plasma bunch interaction can be as large as \( 2.6 \times 10^{16} \) W. The number of bunch interactions that are required to produce the typical pulsar power, \( 10^{18} – 10^{22} \) W, depends on how the coherent emissions of bunches are added up together. Although \( \sim 4 \times (10^1 – 10^3) \) simultaneously emitting bunches are necessary for an incoherent addition of their radiation power, \( \gtrsim 600 \) bunches can explain the total pulsar power if they add up coherently. The radio spectrum of the plasma bunch is characterized by a flatter profile for low frequencies and by a power-law index up to \( \sim 1.6 \pm 0.2 \) for high frequencies. The plasma bunches simultaneously radiate in a wide range of frequencies, fulfilling no specific relation between emission frequency and height in the magnetosphere. The power of the streaming instability is more narrowband than that of the interacting bunches, with a high-frequency cutoff. In both instabilities, the angular width of the radiation decreases with increasing frequency. In addition, the wave power evolution depends on the pulsar rotation angle, causing microsecond fluctuations in the intensity because it oscillates between positive and negative wave interference as a function of the emission angle.
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1. Introduction

Pulsars are strongly magnetized neutron stars that emit coherent radio waves (Sturrock 1971; Ruderman & Sutherland 1975; Beskin et al. 1993). For more than 50 yr, the nature of their coherent radio emission from relativistic plasma in their magnetospheres as well as the exact emission mechanism have been discussed (Weatherall 1997; Melrose & Gedalin 1999; Michel 2004; Eilek & Hankins 2016; Beskin 2018; Melrose et al. 2020).

Most of the current pulsar magnetospheric models rely on the concept of Goldreich–Julian currents (Goldreich & Julian 1969) and sparking events that form electron–positron pairs in polar cap regions or magnetospheric current sheets (Ruderman & Sutherland 1975; Cheng & Ruderman 1977a,b; Buschauer & Benford 1977; Chen & Beloborodov 2014; Cerutti et al. 2015; Philippov & Kramer 2022). They assume a strong electric field component (\( E \approx 10^{12} \) V m\(^{-1}\)) directed parallel to the local magnetic field (\( E \parallel B \neq 0 \)), formed in gap regions in open magnetic field lines along which particles can escape the magnetosphere. If the current densities are low in the gaps, the currents do not fully screen the convective electric fields so that particles can be accelerated to ultrarelativistic velocities. Particles with typical Lorentz factors \( \gamma = 10^6 – 10^8 \) form a primary beam. During the acceleration, the particles emit \( \gamma \)-ray photons that can propagate in the magnetosphere. In strong pulsar magnetic fields, the photons decay into electron–positron pairs and form a secondary beam. The secondary particles typically outnumber the primary particles by \( 10^3 – 10^5 \) times (Timokhin & Harding 2019). The Lorentz factors of the produced secondary particles are in the range \( 10^2 – 10^4 \) (Arendt & Eilek 2002).

Linear acceleration emission (LAE) is one of the mechanisms that has been proposed to explain various types of pulsar radiation (Cocke 1973; Ginzburg & Zhelezniakov 1975; Melrose 1978; Kroll & McMullin 1979; Rowe 1992a,b). The emission mechanism assumes particles (e.g., the primary or secondary particles) that undergo acceleration parallel to the magnetic field. The most simple model assumes that the particles are accelerated in electrostatic waves in gap regions and emit electromagnetic waves.

The LAE mechanism is thought apply in pulsars according to four main cases (Melrose & Luo 2009) outlining four principal
scenarios in which the LAE mechanism may become important for pulsars.

In the first scenario, a coherent LAE mechanism requires electrostatic waves with smaller amplitude (compared to the cases below). In these waves, particles oscillate with a velocity amplitude $v_{\text{max}}$. The maximum Lorentz factor of the oscillations, $\gamma_{\text{max}} = \left(1 - v_{\text{max}}^2/c^2\right)^{-1/2}$, should be $\gamma_{\text{max}} \lesssim 10$ to maintain the emitted waves coherent (Melrose et al. 2009). Because the amplitude of the particle velocity is relativistic, the typical emission frequency therefore is higher than the oscillation frequency.

Two versions of the coherent mechanism exist: In the antenna mechanism, the coherence is provided by particle grouping and particles that emit in phase (Ginzburg & Zhelezniakov 1975; Benford & Buschauer 1977). As the phases of individual particles are not random, their individual contributions are summed up. In this way, their radiation intensity exceeds the sum of incoherent intensities that occurs when particles emit randomly. The emitted waves propagate without additional amplification. Because the emission frequency of the relativistic particles is higher than the oscillation frequency, which may be the local relativistic plasma frequency, for instance, the produced electromagnetic waves can propagate through the plasma. Because collective particle effects are intrinsic and feedback effects are absent, their radiation intensity exceeds the sum of individual particle contributions.

In the maser mechanism of the coherent LAE the emitted waves as they propagate through the plasma are amplified (Melrose 1978). The amplification can occur, for example, by an inverse population of energy states of particles that has to be created and maintained, implying a negative absorption coefficient. As the phases of individual particles are not random, their individual contributions are summed up. In this way, their radiation intensity exceeds the sum of incoherent intensities that occurs when particles emit randomly. The emitted waves propagate without additional amplification. Because the emission frequency of the relativistic particles is higher than the oscillation frequency, which may be the local relativistic plasma frequency, for instance, the produced electromagnetic waves can propagate through the plasma. Because collective particle effects are intrinsic and feedback effects are absent, their radiation intensity exceeds the sum of individual particle contributions.

Second, LAE can be a high-energy emission process in a strong electric field, for instance, by primary particles in the gap region. The released photons have an energy of several tens of keV (Akhiezer et al. 1975; Levinson et al. 2005). In this case, LAE can provide a source of secondary pairs if the emission mechanism produces high-energy $\gamma$-ray photons that can decay into electron–positron pairs. This requires a minimum energy of the $\gamma$-ray photons of the order of MeV (Luo & Melrose 2008; Philippov et al. 2020; Cruz et al. 2021a).

Fourth, LAE can contribute to a damping of large-amplitude electrostatic waves. The waves appear during sparks in the polar cap region (Melrose & Luo 2009). In recent years, LAE power rates have been calculated in various test-particle approaches that were then extrapolated to represent the emitting particles in the plasma (Luo & Melrose 2008; Melrose et al. 2009; Melrose & Luo 2009; Reville & Kirk 2010). The question of how the LAE works in a plasma in which collective particle effects are intrinsic and feedback effects on the electromagnetic field are essential has not yet been treated for pulsars. In addition to pulsars, the LAE mechanism can also apply to black hole magnetospheres (Levinson et al. 2005; Levinson & Cerutti 2018) or to the interaction of plasma bunches in models of fast radio bursts (Lu & Kumar 2018; Yang et al. 2020; Zhang 2020).

This paper focuses on the coherent version of the LAE mechanism that occurs based on the antenna principle, that is, case Ia above. To the best of our knowledge, the emission properties of the LAE in terms of the angular profile, radio spectra, temporal evolution, or wave interference have not been analyzed in detail. In particular, the radio emission of the LAE mechanism has not been investigated in plasma kinetic simulations in which particles and waves evolve self-consistently. The advantage of the kinetic simulations is that they provide the necessary information about nonlinear and collective plasma evolution so that the properties of the coherent LAE mechanism can be estimated.

We computed the LAE radio power of two plasma instabilities produced by pulsar gap regions. (1) The streaming instability can be produced by overlapping plasma bunches (Buschauer & Benford 1977; Usov 1987; Weatherall 1994; Rahaman et al. 2020). We found that the bunches can overlap and form a streaming instability if there is no initial drift velocity between electrons and positrons (Manthei et al. 2021; Benáček et al. 2021a). (2) Interactions of plasma bunches can have a nonzero drift velocity between electrons and positrons. This drift velocity can be obtained when the electron–positron pairs are created in the electric field of a gap region and are accelerated in opposite directions in these electric fields (Levinson et al. 2005; Timokhin 2010; Timokhin & Arons 2013; Benáček et al. 2021b).

This paper is structured as follows. We discuss our approach for calculating LAE, describe how we considered the wave coherence, and present our calculation steps in Sect. 2. In Sect. 3 we present the results of LAE simulations of the streaming instability and the bunch interaction model. We discuss the relevance of the LAE mechanism for pulsar radio emissions Sect. 4. Section 5 includes our conclusions. Details and the numerical implementation of the LAE calculation steps and tests are summarized in Appendices A–C.

2. Methods

2.1. Geometry of the emission

The scheme of the considered radio emission region is presented in Fig. 1. We assumed that plasma bunches move along open magnetic field lines in the magnetosphere of a neutron star. In this paper, we focus on a model for a localized fundamental emission process that can be the source of the pulsar radio emission. The emission is likely to be affected by propagation through an inhomogeneous pulsar magnetosphere in a time- and frequency-dependent manner. However, we did not attempt to model a global complex and time-variable magnetosphere and how it affects the propagation of broadband LAE radio waves generated inside it. Instead, we provide estimates of spectra and pulse shapes as if they had escaped unchanged in the direction of the observer.

The emission region of the bunches produces radio waves by a coherent LAE mechanism. In the comoving plasma reference frame (denoted with primes), the emission region is assumed to have a cylindrical shape characterized by its length $L'$ along the magnetic field line and its diameter $D'$. The diameter $D'$ of the cylinder is considered smaller than the wavelength of the emitted waves $\lambda$. Because the emission region is considered much longer $L'$ than its diameter $D'$, the emission region is similar to an emitting antenna.

In the emission region, a nonzero oscillating electric current $j'(x',t')$ varies only along the cylinder, that is, along the magnetic field line and $x$-axis. The perpendicular profile of the current was assumed to be uniform inside $D'$ because of its small size and zero outside. Moreover, the perpendicular component
of the electric current was neglected, \( j'(x') = 0 \), because the plasma particles were confined to only move along the magnetic field lines.

If a spatial element of the current oscillates, plasma particles associated with the oscillations can emit electromagnetic radio waves. Emitted electromagnetic waves by individual current elements were added up along \( x \) according to their wave phases and emission angle. Each emitted wave propagated into a direction given by a wave vector \( k \) in the plasma frame. At large distances from the emission region, the size of the emission region can be neglected, and the wave vector of superposed electromagnetic waves can be described in spherical coordinates \((r, \theta, \varphi)\). In these coordinates, the radiation pattern is symmetric in azimuthal angle \( \varphi \), and the wave vector has a polar angle \( \theta \) to the magnetic field.

The emitting plasma region moves in the pulsar reference frame with a Lorentz factor \( \gamma_s = (1 - \beta_s^2)^{-\frac{1}{2}} \), assuming \( \beta_s > 0 \), on a trajectory along the field lines in the radiation direction. The emission region rotates with an angular frequency \( \Omega_p = 2\pi/T_{pulsar} \), where \( T_{pulsar} \) is the pulsar period. The velocity with respect to the observer is then the relativistic addition of the angular velocity \( \Omega_p \cos(\theta) \), with the longitudinal velocity \( \beta_s c \), and we assumed that the resulting Lorentz factor was \( \gamma_s = 100 \). Hence, for each emission angle \( \theta \) in the plasma frame, the Lorentz transformation results in an emission angle \( \theta' \) in the pulsar (observer) frame. Furthermore, the size of the emission region as seen by an observer in the pulsar frame varies because the relativistic Doppler effects depend on \( \theta \). For example, if the emission region emits radiation at an arbitrary frequency in the plasma reference frame, the observed frequency in the pulsar frame is highest for \( \theta = 0 \), decreases with increasing \( \theta \), and is lowest for \( \theta = \pi \).

As the neutron star rotates with an angular frequency \( \Omega_p \), the observer detects the radiation with changing angle \( \theta \). Therefore, the detected emission power as a function of \( \theta \) can be converted into changes in time \( t \).

### 2.2. Considering the wave coherence

The standard approach to obtain LAE is tracking individual plasma particles to obtain the emission power incoherently (e.g., Nishikawa et al. 2021). However, the coherent approach of the mechanism requires taking collective particle motion into account and adding emitted waves according to their phases.

We calculated the wave emission properties directly from the aggregated electric currents in 1D kinetic particle-in-cell (PIC) simulations. The PIC simulations can self-consistently evolve the relativistic plasmas at their kinetic microscales. The phase coherence of the plasma particles is achieved as the particles move collectively in self-consistently generated electrostatic waves.

In PIC simulations, the electric currents contain information about the coherence because the individual contributions of plasma particles are added up to the currents as functions of space and time. If plasma particles oscillate collectively in a plasma region, oscillating electric currents can be formed, and coherence is achieved. Nonetheless, if particles do not oscillate in phase, this approach leads to the mutual canceling of their currents (in an average over a few simulation time steps), and the emission is incoherent. Because the current contributions are intrinsically added up in PIC simulations, only little post-processing is required. In comparison with tracking individual particles in postprocessing, this approach reduces the number of simulation output data and postprocessing power (assuming that there are more particles than grid cells in the simulation). The currents obtained from 1D PIC simulations allow calculating the emitted power as a function of the frequency and emission angle.

### 2.3. Calculation steps

Our approach for calculating LAE for the plasma instabilities has three steps. (1) 1D PIC simulation of the instability is carried out (Appendix A). The electric currents on the grid cells are the main output for step 2 below. The currents include aggregated...
3. Results

We estimated the LAE power of linearly accelerated particles by the streaming instability and plasma bunch interaction. We assumed a transformation Lorentz factor of the plasma in 1D PIC simulations along the magnetic field direction as $\gamma_s = 100$, which produces maxima of the power at frequencies $\sim 500$ MHz in the pulsar frame. Moreover, similar values of $\gamma_s$ were found for the secondary particles created in the gap regions (Arendt & Eilek 2002). As the radio emission is formed in the open magnetic field lines, we assumed that the plasma bunches and associated electrostatic waves move radially outward in the direction away from the star.

We assumed spherical coordinates of the line of sight $(r, \theta, \varphi)$, where $r$ is the distance, and $\theta$ is the polar angle, where $\theta = 0$ is the direction along the local magnetic field in which the plasma frame moves, and $\varphi$ is the azimuthal angle. Moreover, we considered these coordinates in the plasma frame $(r', \theta', \varphi')$ and in the pulsar frame $(r, \theta, \varphi)$. From the 1D definition, the radiation power is symmetric in the azimuthal angle $\varphi'$ and $\varphi$. We also note that we strictly denote all variables in the plasma frame by primes.

Figure 3 shows the electric current in the Fourier space obtained for the relativistic streaming instability and interacting plasma bunches in their plasma frames. Because the subluminal waves do not contribute to the emission flux as follows from Eqs. (B.3) and (B.4), they were set to zero. The currents are distributed closer to $\omega' = 0$, $k' = 0$ for the plasma bunch interaction model compared to the relativistic beam instability model. A broad range of wave frequencies is excited by the simulation of bunch plasma interaction; no specific wave mode dominates. Generally, the emission parallel to the magnetic field direction ($\theta' \to 0$) comes from the Fourier space regions close to the light lines (dashed magenta lines), $\lim_{\omega' \to 0} k'((\theta' = \lim_{\omega' \to 0} \frac{\omega}{c} \cos \theta' = \frac{\omega}{c} )$. (Eq. (B.3)). The emission perpendicular to the magnetic field lines comes from Fourier space regions close to $k' \approx 0$ because $\lim_{\omega' \to 0} k'((\theta' = \lim_{\omega' \to 0} \frac{\omega}{c} \cos \theta' = 0$.

3.1. Average properties of the radiation power

Figure 4 shows the resulting average electromagnetic power per spatial angle unit and frequency unit as a function of frequency and polar angle for the two models obtained over their whole simulation time. The top row depicts the power in the plasma reference frame ($\gamma_s = 1$). The bottom row depicts the power after its transformation into the pulsar frame ($\gamma_s = 100$). In the plasma frame, the maximum power, $dP(\omega', \theta')/d\Omega d\omega'$, reaches $6 \times 10^{-3}$ W s rad$^{-3}$ for the relativistic beam and $3 \times 10^5$ W s rad$^{-3}$ for the plasma bunch. In the pulsar reference frame, the maximum powers reach $3 \times 10^4$ W s rad$^{-3}$ for the relativistic beam and $2 \times 10^{11}$ W s rad$^{-3}$ for the plasma bunch. Although these maxima are reached in a broader statistically significant region of the $\omega - k$ domain for the streaming instability, they are reached only in a few points for the plasma bunch. When these few points are eliminated, the highest values are smaller by approximately one order of magnitude.

The full average electromagnetic powers in the plasma frame,

$$P_{\text{tot}} = \int \int \int \sin(\theta) \frac{dP(\omega, \theta)}{d\Omega d\omega} d\theta d\Phi d\omega,$$

are $1.0 \times 10^5$ W for the relativistic beam and $8.3 \times 10^{15}$ W for the plasma bunch interaction, respectively.

3.2. Time evolution of the radiation power

We analyze the emission power only in the pulsar frame below. Figure 5 shows the average power as a function of the polar angle. Several time intervals are selected. The power per spatial angle and frequency units was integrated over all frequencies,

$$\frac{dP_{\theta}}{d\Omega} = \int \left( \frac{dP(\omega, \theta)}{d\Omega d\omega} \right) d\omega,$$
and normalized to the total power $P_{\text{tot}}$. For the relativistic beam, the power close to $\theta' \approx 0$ was first enhanced at the time interval $\omega_p' t' = 1000\text{--}2000$. This region corresponds to the emission of the initially most unstable superluminal waves that overlap with the light line ($\omega' = k' c$) in the $\omega' - k'$ space (Benáček et al. 2021a). As the superluminal wave power grows closer to $k' = 0$ as well ($\theta' \rightarrow \pi/2$ in the plasma frame), the angular width of the emission increases. In the case of the plasma bunch interaction, a power peak is reached at $\theta' \approx 0.56^\circ$ in the time interval $\omega_p' t' = 0\text{--}1000$. Then, the peak power decreases and shifts to smaller angles. The emission angular widths become narrower and form tails from the maxima to larger angles.

The average power in the pulsar reference frame is presented as a function of the frequency in Fig. 6. The power per frequency unit is the integral over all spatial angles,

$$\frac{dP_{\omega}}{d\omega} = \int_{\Omega} \sin(\theta) \left( \frac{dP(\omega, \theta)}{d\Omega d\omega} \right) d\Omega d\varphi.$$  \hspace{1cm} (3)

The straight dashed lines in the figures correspond to power-law functions with an index $\alpha$. For the relativistic beam (Fig. 6a), the highest intensity first grows at a frequency $3.4 \times 10^8 \text{ rad s}^{-1}$ (corresponding approximately to the frequency of the unstable subluminal waves) in the time interval $\omega_p' t' = 1000\text{--}2000$. Later, the
power maximum is enhanced, shifting to lower frequencies and broadening. The spectrum is characterized by a steep decrease in the wave power at a frequency $\sim 4 \times 10^9 \text{rad s}^{-1}$ at all times. This decrease is also shown in Fig. 4c at angles $\theta \approx 0.1^\circ$. We found that this frequency corresponds to the highest frequency $\omega_{\text{max}}' > \omega_p'$ of superluminal waves in the simulation. $\omega_{\text{max}}'$ is determined by the point in the $\omega' - k'$ domain in which the $L$-mode branch crosses the light line, that is, it changes from superluminal to subluminal mode (Rafat et al. 2019). Higher-frequency wave modes ($\omega' > \omega_{\text{max}}'$) are subluminal, and they do not generate electromagnetic waves in the 1D limit. At later times ($\omega_{\text{max}}' = 2000-3500$), the low-frequency part of the spectrum can be roughly approximated by a steep power-law function with index $\alpha \sim 5.3$.

In the plasma bunch interaction, the spectrum slightly broadens in time within the frequency interval $\sim (3-75) \times 10^9 \text{rad s}^{-1}$, and it enters the higher-frequency part of the spectrum and develops power laws. The corresponding specific power-law indices are $-3.1, -1.6, -1.7$, and $-1.7$ (for the time intervals in the order as presented in the figure). The estimation error is $\pm 0.2$.

Figure 7 depicts the evolution of the total power, $P_{\text{tot}}$, in the pulsar reference frame ($\gamma_s = 100$). The horizontal bars correspond to the time intervals for which the data were selected in the simulation reference frame. The initial power $\leq 10^4 \text{W}$ of the relativistic beam instability (Fig. 7a) is mostly due to the particle (current density) noise in the simulations. This type of emission is incoherent, however. Coherence is obtained in the later evolutionary stage when the coherent emission of the instability prevails. Starting at $\omega_{\text{max}}' \approx 1000$, the total emission power exponentially rises and saturates at $3.4 \times 10^8 \text{W}$. The plasma bunch evolution (Fig. 7b) starts at a total emission power $2.6 \times 10^{16} \text{W}$, as the instability develops in times $\sim \omega_p'^{-1}$. The incoherent emission by the noise is negligible in this bunch interaction case since the beginning of the simulation. Then, its power decays and saturates at $3.2 \times 10^{15} \text{W}$.

3.3. Predictions for the observed properties

The plasma bunch interaction emits significantly more powerful radiation than the relativistic beam instability. Therefore, we analyze the emission properties only for the bunch interaction further in Figs. 8 and 9.

Figure 8 shows the average radio spectrum. The data were taken from the whole simulation time, $\omega_{\text{max}}' = 0-3500$, as a
function of frequency. We fit the average spectrum by an empirical function that was used to fit the observed pulsar spectra (Löhmer et al. 2008),

\[ S(\omega) = \frac{S_0}{(1 + \omega^2 \tau_e^2)^{\zeta+1}}. \]  

The obtained fit parameters are \( S_0 = (2.5 \pm 0.3) \times 10^7 \) W s rad\(^{-1}\), \( \tau_e = (0.35 \pm 0.2) \) ns, and \( \zeta = (0.4 \pm 0.05) \).

Figure 9 shows intensity profiles for one bunch interaction as they would be seen by an observer at a distance \( d = 1 \) kpc for a pulsar rotating with a period \( T_{\text{pulsar}} = 2\pi/\Omega_c = 0.25 \) s for four different frequencies (200 MHz, 500 MHz, 1 GHz, and 5 GHz) at which pulsars are observed. The frequency bandwidth is \( \Delta f = 20 \) MHz. We assumed that the observer can see the emission regions from changing angles \( \theta \) as the star rotates. We also assumed that the average power properties were constant over the whole time as the observer crosses the radio beam. Because the rotation time is significantly longer than the simulation time, this approach is valid when one bunch interaction ends and is immediately replaced by the emission of the following interacting bunch, which has the same emission properties. The approach is valid because the pulse crossing time is much longer than the simulation and the radio-emitting time intervals.

If at time \( t = 0 \) the emission angle corresponds to 0°, the emission is considered along the magnetic field at the moment when the center of the emission cone just crosses the observer. The observed intensity is the average power estimated as \( I = \frac{dP}{d^2A} \). The time is related to the emission angles as \( t = \theta T_{\text{pulsar}}/(2\pi) \), where \( T_{\text{pulsar}} = 0.25 \) s is the pulsar period. Because the emission is assumed to be symmetric for the azimuthal axis in spherical coordinates, the intensity profiles are reversible in time (for \( t < 0 \) and for \( t > 0 \)). We note that the numerical resolution of frequencies and wave numbers gives the shortest timescale of the intensity fluctuations. For the real plasma bunch, the typical fluctuation timescales would be shorter.

4. Discussion

We have calculated the radio power properties of the LAE process via the coherent antenna principle in the pair plasma of neutron star magnetospheres. We have carried out PIC simulations that described the collective and nonlinear plasma evolution at kinetic microscales. We considered the relativistic streaming instability and plasma bunch interaction, which have been proposed as possible emission sources of pulsar coherent radio waves. The wave power properties were obtained from the plasma currents directly resulting from the studied plasma instabilities. The approach allowed us to estimate the coherent power due to the coherent adding up of individual contributions of plasma particles with respect to their phase.

4.1. Emission properties of the studied instabilities

We have found that the maximum of the estimated total power emitted by a plasma bunch interaction, \( \approx 2.6 \times 10^{16} \) W, exceeds the total power caused by the studied streaming instability region (3.4 \( \times 10^9 \) W) by eight orders of magnitude if the maxima of their spectra are at \( \sim 1 \) GHz. Moreover, \( \sim 4 \times (10^3-10^5) \) simultaneously emitting plasma bunches can account for the total pulsar radio emission power \( 10^{18}-10^{22} \) W (\( 10^{23}-10^{25} \) erg s\(^{-1}\)). In the case of the streaming instability, at least \( \sim 3 \times (10^9-10^{13}) \) of these emitting regions would be necessary to account for the observed power by the streaming instability.

We estimated the number of contributing bunches assuming that their independent coherent emissions are incoherently summed to yield the total radio power of the pulsar. Each one of the bunch emissions is still being produced by a coherent mechanism. A similar composition of the emission
model was considered for the coherent curvature emission mechanism, for instance, in which coherently radiating plasma charges are incoherently added up to obtain the total emission flux (Melikidze et al. 2000). Moreover, because we assumed no mutual coherence between individual emitting bunches, the emission regions in the bunch trains and also the trains themselves may be distributed in a relatively large spatial region. The region might extend to several stellar radii, for example.

Nevertheless, bunches produced by a gap region might evolve similarly in the train because the emission regions of the bunches might be close to each other. Therefore, their emissions might also interact coherently in larger groups of bunches if the emissions of bunches are allowed to add up with respect to the wave phases. Then, a lower number \( N \geq 6-600 \) of bunches would be required to explain the total observed flux. Furthermore, to coherently add up the bunch emissions, the bunches must be located in a relatively compact region, which might be possible for this number. We also expect that many bunch interactions in the compact region are simultaneous, although the interactions and emissions of sequentially produced bunches are shifted in time by the spark repetition interval. However, the exact estimation of how the emissions can add up requires a study of the radiation propagation at magnetospheric distances (Beskin & Philippov 2012). Moreover, as was shown by Bransgrove et al. (2022) and Cruz et al. (2021b), for example, the scenario in the polar cap region can be rather complex and requires the inclusion of propagation and superposition effects, with the LAE being the initial broadband emission process.

The total power depends on the properties of the plasma instabilities and the intensities of the electric currents induced by oscillating particles. The particle oscillates in electrostatic superluminal L-mode waves self-consistently produced by the PIC simulations as solutions of the electrostatic permittivity tensor component \( \Lambda_{33} = 0 \) (see Rafat et al. 2019). For the streaming instability, most of the emission power depends on the formation of soliton-like superluminal waves, which are generated for inverse temperatures \( \rho \geq 1.66 \) and Lorentz factors \( \gamma_s > 40 \) (Benáˇcek et al. 2021a). If these plasma properties are not fulfilled, the soliton-like superluminal waves are not produced, and their intensities, and therefore the emissions, are weaker than in the case with the soliton waves.

The emission power of the plasma bunch interaction mainly depends on the drift speeds between particle species. Nevertheless, only for nonzero drift speeds between particle species does the energy of superluminal waves significantly exceed the energy of subluminal waves, and a significant amount of emission may be produced. The wave power increases nonlinearly with the drift speed. In a supplemental simulation, in which we kept the same parameters as in the bunch simulation above, but increased the drift speed from \( u_d'/c = 10 \) to \( u_d'/c = 100 \) and kept the transformation Lorentz factor \( \gamma_s = 100 \), the total emission power increased from \( \approx 2.6 \times 10^{16} \) W to \( 1.8 \times 10^{20} \) W. We expect only a weak dependence of the superluminal wave energies on the plasma temperature. The main reason is that the superluminal waves are generated by ambipolar diffusion at the bunch edges. The ambipolar diffusion is mostly influenced by the drift-speed difference between the expanding particle species, while the plasma temperature \( T' \) represents only a correction term to this expansion because of the relation \( T' \sim \langle \gamma' \rangle \approx \gamma_d' \equiv \sqrt{1 + u_d'^2} \), where \( \langle \cdot \rangle \) denotes an average over the particle velocity distribution in a plasma region.
A direct comparison of our results with already published calculations of pulsar LAE as a coherent radio emission mechanism is difficult. We did not find any other approach that calculates the same properties for all plasma particles, but only for particles characterized by average plasma properties (e.g., Melrose et al. 2009; Melrose & Luo 2009). As was shown by Benáček et al. (2021b), the plasma properties significantly change in the emission region. The generated electric fields in our simulations cannot be approximated by uniform slabs of static electric fields, as were used for the known analytical calculations of single-particle emissions. Instead, the electric fields in the simulations oscillate over a wide range of frequencies in various positions $x$, some regions keeping a wave coherence. Furthermore, the previous investigations were not compared with our results at all.

We can estimate over which time, $\Delta t$, the whole energy of the electrostatic superluminal $L$-mode waves, $E_{\text{tot}}$, is emitted with the highest emission power, $P_{\text{max}}$. In the pulsar reference frame, this time is $\Delta t = E_{\text{tot}}/P_{\text{max}} \sim 50$ ns for the relativistic beam instability and $\Delta t \sim 68$ ns for the plasma bunch interaction. For comparison, the total simulation time of the streaming instability was 15.6 $\mu$s and that of the plasma bunch interaction was 984 ns. Therefore, it can be expected that the emission process does not significantly influence the evolution of the relativistic beam instability. However, most of the electrostatic energy in the plasma bunch is emitted during the simulation time. Hence, our results must be cautiously interpreted for times $\omega f \gg 1000$.

Moreover, the question arises whether the plasma bunch does not radiate most of its energy before another emission mechanism (e.g., the relativistic plasma emission) has time to develop before it starts to radiate.

The LAE can be considered to be similar in some aspects to the coherent curvature emission that was proposed as one of the competing coherent emission mechanisms (Buschauer & Benford 1976; Melikidze et al. 2000; Yang & Zhang 2018). In the case of LAE, the plasma particles oscillate along magnetic field lines undergoing acceleration in the same direction. In the reference frame of the oscillation center, the emission of an oscillating particle has its highest intensity in the perpendicular direction to the magnetic field, and its lowest intensity is along the magnetic field. This emission pattern is then relativistically beamed into a narrow emission cone along the magnetic field. The $O$-mode polarization (electric component oscillating in the same direction as the projected magnetic field) remains the same in both relativistic frames because the relativistic transformation is in the direction of the magnetic field lines. The coherent curvature emission differs in the direction of the acceleration and polarization. As a plasma particle propagates at a constant velocity along a curved magnetic field, it undergoes a constant acceleration perpendicular to the magnetic field. In the particle reference frame, the highest emission is in the plane perpendicular to the acceleration. Similarly, the emission is relativistically beamed into a narrow cone along the magnetic field. The polarization angle is in the direction of the particle acceleration and is seen by an observer in the direction of the magnetic field line. Because both mechanisms have very similar radio properties due to the relativistic beaming, a differentiation of both mechanisms in observations can be difficult.

4.2. Predictions for the observed properties

This section describes the radio emission properties and their possible relation to observations. We assumed that the radio waves are not significantly influenced by the plasma dispersion effects while the waves propagate through the magnetosphere toward an observer.

The emission power of both instabilities is directed into a narrow cone in the pulsar (observer) reference frame, which is mostly provided by the relativistic transformation. In the plasma reference frame, the most intense electromagnetic waves are emitted approximately perpendicular to the magnetic field. After the relativistic transformation into the pulsar frame, the emission narrows into an angle $\theta_0 \leq 1/\gamma_s \approx 0.57^\circ$. Nonetheless, the emission width is narrower than $\theta_0$ at higher frequencies and wider at lower frequencies: the cone angle decreases with increasing frequency in the whole frequency interval. For example, for the bunch interaction, the emission is narrower at $2 \times 10^{10}$ rad s$^{-1}$ and wider at frequencies $\geq 6 \times 10^{10}$ rad s$^{-1}$.

The total power depends on the relativistic factor as follows from the transformation of radiation from the plasma to the observer reference frame, $P_{\text{tot}} \sim \gamma^2_s$, $\gamma_s \gg 1$ (Rybicki & Lightman 1986). The relativistic factor is typically assumed to be in the range $\gamma_s \approx 10^2$ (Arendt & Eilek 2002). For example, an increase in the Lorentz factor from the lower limit of the interval $\gamma_s = 100$ to $\gamma_s = 10^3$ in the bunch interaction would increase the total emitted wave power from $2.6 \times 10^{16}$ W to $2.6 \times 10^{20}$ W. However, as a consequence, the observed frequencies would also grow by a factor of $\sim 100$.

The frequency range of the flat parts of the spectra of both instabilities around $10^{16}$ rad s$^{-1}$ broadens in time. However, this effect does not significantly influence the cutoff frequency for the streaming instability and power-law index of the bunch interaction. Moreover, we analyzed an interaction of smaller bunches in a supplemental simulation and found that the frequency range of the flat spectral region increases to higher frequencies for smaller bunch sizes. The frequency increase is caused by superluminal waves with shorter wavelengths and higher frequencies generated at plasma density gradients.

If the center of the emission cone ($\theta = 0$) does not cross the observer, only low-frequency waves can be observed. A similar effect, for example, is known for the main pulse of the Crab pulsar (Hankins et al. 2015). The upper frequency limit is given by the smallest angular distance from the cone center.

The LAE polarization obtained from the 1D simulations is 100% linearly polarized along the magnetic field in the simulation reference frame. As the relativistic transformation is applied along the same axis, the polarization is still in the same $O$-mode direction. From the point of the observed emission cone, the polarization vector is always directed to the center of the emission cone, and it is independent of the emission frequency. If the emission cone center crosses the observer (as the pulsar rotates), the polarization profile of the angle is a step function by an angle $180^\circ$. Otherwise, the transition is smoother. For more detailed polarization properties, 2D or 3D simulations with the inclusion of geometrical propagation effects are necessary.

4.3. Specific predictions for interacting plasma bunches

As the total emission power of the plasma bunch interaction exceeds the emission of the streaming instability, we analyze its emission properties in this section. The power-law indices of the emission spectrum are between $-3.1$ and $-1.6$ for frequencies $\geq 10^{10}$ rad s$^{-1}$. This power law is close, at least for time intervals $\omega f \geq 1000$, to the average observed pulsar spectral index $\sim \approx 1.4$ (Bilous et al. 2016). Even for $\omega f < 1000$, the power law is still in the observed range between $-3.5$ and 0. However, the discrepancy from the observed emission spectrum might arise when the emission is generated at various plasma frequencies (plasma
densities) and for various Lorentz factors $\gamma_f$ (bunch velocities in the observer frame).

The microsecond oscillations in the intensity of the waves (Fig. 9) of bunch interaction might be caused by positive and negative wave interference for specific angles $\theta$. While this emission property can support strong temporal fluctuations on kinetic timescales, the long-time average (e.g., over hours) over many plasma bunch interactions in different regions of the pulsar magnetosphere can remain stable for given pulsar observed properties (if the general magnetospheric parameters remain constant).

The width of the emission pulse of the plasma bunch interaction at high frequencies is too narrow for some real pulses. However, the emission profile might be broadened because the pulse width is formed by several simultaneously emitting bunches, assuming that individual emission regions radiate into a slightly different angle. If the emissions from all bunches occur into an angle $\Delta\theta$ that is larger than the emission width of one bunch at high frequencies but still smaller than the emission width of one bunch at low frequencies (e.g., $\Delta\theta \approx 0.2^\circ$ in our case), the resulting relative emission width at high frequencies can be significantly widened to the angular width $\Delta \theta$. In contrast, the effect on the low-frequency emission, which has a significantly broader angular width than $\Delta \theta$, will not be as strongly affected. As a result, this effect might produce a larger relative angular widening of emission at high frequencies than is shown in Fig. 4d.

There is no direct relation between the frequency of emitted electromagnetic waves from the plasma bunch interaction and the emission height in the magnetosphere as the interacting plasma bunches (small in comparison with the plasma density scale height) simultaneously radiate in a wide range of frequencies. The plasma bunch mostly radiates at its density gradient. The local current oscillation frequencies (emission frequencies) are frequencies of the superluminal electrostatic waves. The oscillation frequency may be characterized for $k' = 0$ as $\omega' \approx \omega_0' = (\gamma_{p'f})^{\omega_{p}(x')}$, (Rafat et al. 2019), where $\omega_{p}(x')$ is the local plasma frequency, which varies along the bunch and $\gamma$ denotes the average over the local particle velocity distribution function, $\omega_0' < \omega_p(x')$ for $\gamma' \sim 1$.

Because the plasma bunches radiate approximately simultaneously at all frequencies in a small region (in comparison with the scales of the magnetosphere), the relation of radius–frequency mapping is invalid. This conclusion was observationally supported by Hassall et al. (2012, 2013), who also indicated that the emission is instantaneous in a broad range of frequencies and that the emission occurs without any light travel-time delays caused by a significant emission radius to frequency mapping for various frequencies.

5. Conclusions

By taking the collective and nonlinear plasma evolution into account, we have found that the coherent LAE by the antenna principle is a promising emission mechanism of interacting plasma bunches. The mechanism has several of the observed features of pulsar radio signals. Hence, the LAE mechanism should not be neglected in future considerations of pulsars and fast radio bursts. Furthermore, in order to obtain more precise emission estimates, 2D or 3D fully electromagnetic PIC simulations should be carried out. Consideration of transverse waves, their coherence, absorption, and propagation effects will provide even better insight into these processes.
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Appendix A: Particle-in-cell simulations

Although the variables in this and the following Appendices A and B are considered in the plasma reference frame, they are not denoted by a prime because all of them are in the plasma reference frame. In Appendix C on, the primes are used again to denote the plasma frame.

The calculation of the LAE (Appendix B) requires knowledge of space-time dependent values of the electric current density in the pulsar plasma. To obtain these quantities, we carried out simulations using the fully kinetic, electromagnetic, and explicit 1D3V version of the particle-in-cell (PIC) code ACRONYM\(^1\) (Kilian et al. 2012). The code uses a Yee lattice (Yee 1966), a standard relativistic Boris particle push (Boris 1970), Esirkepov (2001) deposition scheme, and a recently developed and published weighting-with-time-dependence (WT4) fourth-order particle shape function (Lu et al. 2020). This shape function significantly decreases the numerical noise produced by relativistically moving particles in the form of the numerical Cherenkov radiation. The Cole-Kärkäinen CK5 solver (Kärkkäinen & Gjonaj 2006) enhances the correct wave propagation at phase speeds close to the speed of light. Periodic boundary conditions and current smoothing were applied.

Because any perpendicular kinetic energy of a particle should immediately be emitted by high-frequency synchrotron radiation in a time interval shorter than one simulation time step, the particles in the simulation were confined to move only along a magnetic field. Hence, the produced electric fields are in the direction of the magnetic field. Specifically, these electric fields are L-mode electrostatic waves formed as solutions of the electrostatic permittivity tensor component \(\varepsilon_33 = 0\) (Rafat et al. 2019). The initial electric fields in each simulation were zero.

We used the SI system of units throughout. The Gaussian CGS system of units (for the current density) used by ACRONYM was converted. Table A.1 shows a summary of the initial parameters of our simulations. If not explicitly mentioned, we used the data throughout the whole simulation box in the whole simulation interval.

### A.1. Common simulation setup

We ran two simulations with similar initial conditions as Benáček et al. (2021a,b) for the relativistic streaming instability and the interaction of plasma bunches with an initial drift speed between electrons and positrons. The simulation axis \(x\) is located along a magnetic field line, neglecting its spatial curvature. We used a time step \(\Delta t = 0.025\) s and a normalized grid cell size \(\Delta x/d_e = 0.05\), where \(d_e = e/\omega_e\) is the plasma skin depth. The current density was stored every tenth time step. The highest frequency resolution in the plasma frame was \(4\omega_p\). The simulations initially had the same number of electrons and positrons in each grid cell.

The net current was subtracted at each time step. In addition, there is no net charge in the simulations because all species have the same number of particles per cell. The simulation setup is allowed under the assumption of much higher densities than the average magnetospheric charge and current densities. Although various scenarios of fluctuating magnetospheric currents can occur (Levinson et al. 2005; Timokhin 2010; Timokhin & Arons 2013), these effects are suppressed outside of the gap environment where the bunches may be emitting. We consider the plasma evolution where the simulation domain is located in a plasma region in which the magnetospheric currents are compensated by a background plasma or are small enough not to influence the instability evolution.

We selected plasma temperatures and drift speeds that were shown to produce electrostatic waves with the largest amplitudes for the realistic plasma parameters from previous estimations (Arendt & Eilek 2002; Usov 2002). The plasma properties we used are close to the values that were found.

The plasma frequencies were selected for both cases such that the center of the emission power spectrum in the pulsar reference frame was located close to the frequency \(f_{\text{obs}} \sim 500\) MHz. This frequency corresponds to typically observed pulsar radiation frequencies, for example, Bilous et al. (2016). In the plasma reference frame, we chose the plasma frequency \(\omega_p = \sqrt{2} \times 10^7\) rad s\(^{-1}\) for the relativistic beam simulation and \(\omega_p = \sqrt{5} \times 10^4\) rad s\(^{-1}\) for the simulation of the bunch interaction. Although the setup plasma frequency for the bunch interaction is higher than for the streaming instability, the plasma frequency corresponds to the center of the plasma bunch where the plasma density is the highest. However, at the bunch edges, where most of the emission occurs, the plasma frequency is lower, comparable with the plasma frequency we used for the streaming instability. In both cases, the emission frequencies were relativistically transformed from the plasma to pulsar reference frames. For the \(\gamma_1 = 100\) of secondary particles we used and assuming emission at the plasma frequency, the relativistic transformation of the emission frequency into the pulsar frame can be approximately expressed as \(\omega_{\text{obs}} = 2\gamma_p \omega_p \approx 2 \sqrt{2} 	imes 10^5\) rad s\(^{-1}\) \(\sim 500\) MHz. Because the emissions of a relativistic plasma occur mostly above the plasma frequency in the plasma frame, the maxima of spectral power can be expected to lie above 500 MHz.

We estimated the height in the magnetosphere for these plasma densities. After the relativistic transformation of the corresponding plasma densities into the pulsar frame and taking into account a density scaling with the height in the magnetosphere (Goldreich & Julian 1969; Rahaman et al. 2020),

\[
\left[\frac{n(r)}{5.5 \times 10^{15}}\right] = \left(\frac{1}{T_{\text{pulsar}}}\right) \left(\frac{B}{10^{13} G}\right) \left(\frac{R}{r}\right)^3 \text{[cm}^{-3}\text{]},
\]

we can find the emission heights \(\rho \approx 210\) \(R\) and \(\rho \approx 33\) \(R\), respectively, where \(x = 10^3\) is the secondary plasma multiplicity factor, \(T_{\text{pulsar}} = 0.25\) s is the pulsar period, \(B = 10^{13}\) G is the pulsar surface magnetic field, \(R = 10\) km is the neutron star radius, and \(r\) is the height in the magnetosphere.

Both simulations were carried out for 140,000 time steps (\(\omega_p t = 3500\)), which allowed a frequency resolution of \(\omega/\omega_p = 2.9 \times 10^{-4}\). This simulation time is long enough for the streaming instability to cover the instability growth and saturation. For the bunch interaction, the most intense currents are generated at the beginning of the simulation (\(\omega_p t < 500\)). Then, the currents decreased and saturated. The bunch interaction was studied for the same number of time steps as the streaming instability to achieve the same resolution in frequency. The simulation times were 15.6 \(\mu\)s for the relativistic beam simulation and 984 ns for the bunch interaction simulation, both in the pulsar reference frames. When we assume that the simulation domain (i.e., the plasma frame) moves at the velocity \(c\) along the magnetic field lines in the pulsar reference frame, the domain propagates a distance \(\sim 4.7\) km and \(\sim 300\) m, respectively, during the simulation time. In both cases, the distance is smaller than the light cylinder distance, even for a millisecond pulsar (\(\sim 50\) km).

\(^1\) http://plasma.nerd2nerd.org
Table A.1. Summary of the simulation parameters of the relativistic streaming instability and the plasma bunch interaction in the plasma (simulation) reference frame.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Streaming instability</th>
<th>Bunch interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time steps</td>
<td>140,000</td>
<td>140,000</td>
</tr>
<tr>
<td>L [Δx]</td>
<td>100,000</td>
<td>720,000</td>
</tr>
<tr>
<td>Δx/Δc</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>ωp [rad s⁻¹]</td>
<td>√2 × 10²</td>
<td>√2 × 10⁶</td>
</tr>
<tr>
<td>ωpΔt</td>
<td>0.025</td>
<td>0.025</td>
</tr>
<tr>
<td>ρ</td>
<td>3.33</td>
<td>1</td>
</tr>
<tr>
<td>n(x)</td>
<td>Bunch (Eq. A.4)</td>
<td></td>
</tr>
<tr>
<td>n₀ [PPC]</td>
<td>10,600</td>
<td>2000</td>
</tr>
</tbody>
</table>

Notes. The number of time steps, the simulation lengths in grid cells, the grid cell size, the number of time steps, the plasma frequency, the initial inverse temperature, the initial density profile, and the initial number of particles-per-cell (PPC).

On these scales, we neglected the effects of the curved magnetic field lines.

The plasma particles of species μ were initialized with a 1D Maxwell-Jüttner velocity distribution (Jüttner 1911).

\[
g_μ(u) = \frac{n_μ}{\gamma_μ K_1(\rho_μ)} e^{-\gamma_μ u_0(1-\beta \rho_μ)}, \tag{A.2}
\]

\[
β = \frac{v}{c}, \quad β_μ = \frac{u_μ}{c}, \quad u_0 = \frac{γ_μ u_0}{c}. \tag{A.3}
\]

where \( n_μ \) is the particle density, \( \rho_μ = m_μ c^2/k_B T_μ \) is the dimensionless temperature, \( m_μ \) is the electron mass, \( c \) is the speed of light, \( k_B \) is the Boltzmann constant, \( T_μ \) is the thermodynamic temperature, \( K_1 \) is the MacDonald function of the first order (modified Bessel function of the second kind), β and u are the particle velocities, \( β_μ \) and \( u_0 \) are the species drift velocities, γ and γ_μ are the corresponding Lorentz factors. The y and z spatial coordinates and associated velocity components are initially zero and are also zero during the simulation because the evolution of the electromagnetic field vector has only nonzero components along the x-axis. The x and y components were set to zero as any transverse momentum will be radiated away on timescales \( \ll \omega_μ^{-1} \).

A.2. Relativistic beam instability

We carried out the streaming instability simulation using four particle species: a background plasma composed of electrons and positrons with a density \( n_0 = 10^3 \) particles-per-cell (PPC), and a beam composed of electrons and positrons with a density \( n_1 = 600 \) PPC. The typical number of macro-particles per Debye length was \( 2 \times 10^3 \). The beam Lorentz factor was \( γ_μ = 60 \), corresponding to the overlapping velocity of the plasma bunches (not to the velocity of the bunch in the magnetosphere) for which we found the instability growth to be highest (Manthei et al. 2021; Benáček et al. 2021a). From our consideration, the background plasma moves with mean Lorentz factor \( γ_μ = 100 \) in the magnetosphere, and the beam component with a mean Lorentz factor \( γ_μ γ_1 = 6000 \). The range we used covers the typically assumed range of second primary Lorentz factors \( γ = 10^2 - 10^4 \) (Arendt & Eilek 2002).

We assumed a beam-to-background density ratio \( \rho_μ = n_1/(γ_μ n_0) = 10^{-3} \). The inverse temperature of all species was \( ρ_μ = 3.33 \). Although the inverse temperature was higher than \( ρ \approx 1 \) found for the secondary plasma by Arendt & Eilek (2002), the inverse temperature of the overlapping bunches was higher because the distribution functions become narrower in velocity space when the bunches expand and overlap (Usoskin 2002; Melrose et al. 2020; Benáček et al. 2021b). The simulation length was \( 10^7 Δ (5000 \Delta c) \), which allows a resolution of the wave number \( Δ k/c_0 = 1.3 \times 10^{-3} \).

Because the plasma has an initially uniform density, the length can in general be shorter or larger. The simulation length we used represents a good equilibrium of wave-number resolution while keeping computational expenses relatively low. The simulation length was 106 km in the plasma reference frame, and assuming the Lorentz factor \( γ_μ = 100 \), the length was 1060 m in the pulsar reference frame when the observer is located at \( θ = 0 \).

The subtracted net currents are close to zero because the initial drift between electrons and positrons is negligible during the simulation. Although the net current subtraction does not influence the simulation outcome, the LAE, artifacts might appear in the Fourier space. To avoid the artifacts, the net current subtraction was initially used, similarly as in the interacting plasma bunches described below. However, we found the net current subtraction unnecessary for the correct calculation of the LAE.

A.3. Plasma bunch interaction

The plasma bunches were simulated by considering two particle species with opposite drift velocities: electrons with a drift velocity \( u_0/c = 10 \), and positrons with a negative drift velocity \( u_0/c = -10 \). These drifts can be obtained by accelerating particles during the γ-ray decay in strong electric fields into electron-positron pairs (Rahaman et al. 2020). The inverse temperature of both species is \( ρ_μ = 1 \) (Arendt & Eilek 2002). The initial density profile of the bunch describes the interaction of two consequently emitted bunches. We covered half of the leading and half of the trailing bunch.

Because the exact density profiles of the bunch along the magnetic field line are now known, we selected an arbitrary smooth function for the initial profile of electrons and positrons as

\[
n(x) = \begin{cases} 0.1 n_0, & |x| \leq \frac{L}{2}, \\ n_0 \exp \left\{ -\frac{(x-\frac{L}{2})^2}{x_0} \right\}, & |x| > \frac{L}{2}. \end{cases} \tag{A.4}
\]

\[
x_0 = |\ln(0.1)| \left( \frac{L-1}{2} \right) 0.870 \cdot \frac{L-1}{2}, \tag{A.5}
\]

where \( L = 720,000 Δ (36,000 ∆ c) \) is the simulation length, \( L/30 \) is the distance between bunches, \( n_0 \) is the density in the bunch center, in this case, represented by 2000 PPC, and \( x_0 \) was chosen such that \( n(x) \) be a smooth function at \( x = \pm L/2 \). We assumed that the initial plasma density is an even function.

In Eq. A.4, we chose the generalized Gaussian profile with the power exponent \( p = 6 \) in the expression \( e^{-x^p} \) to make the transition of the bunch and the surrounding plasma steeper and to separate the bunches more from the background plasma than for a Gaussian profile with \( p = 2 \). For the generalized Gaussian profile, we were inspired by laboratory measurements in electron beam colliders and laser wakefields, which also detected profiles similar to generalized Gaussian with \( p > 2 \) (Decker 1995; Papadopoulou et al. 2020; Geng et al. 2021; Liang et al. 2022). Nonetheless, the study of how the density profile, for instance, the parameter \( p \), specifically influences the properties of the emitted radiation is beyond the scope of this paper.
The typical number of macroparticles per the Debye length along the simulation box is 200 – 2000. The wave number resolution is \( \Delta k = 1.7 \times 10^{-4} \). The simulation length is 48.3 km in the plasma reference frame and 483 m in the pulsar reference frame (\( \gamma_s = 100 \)). The length in the pulsar frame approximately corresponds to a plasma bunch produced in the polar gap region (Ruderman & Sutherland 1975; Usov & Usov 1988; Usov 2002).

The net current was subtracted in the simulation. The current is produced by the relative drift velocity between the electrons and positrons, corresponding to a screening of the Goldreich–Julian magnetospheric currents (Timokhin 2010; Timokhin & Arons 2013). If no initial drift is introduced, the bunches may expand, overlap in the phase space, and form the streaming instability above. In addition, the net current subtraction assumes that the magnetospheric currents do not change significantly in the simulation length scale.

We subtracted the net current in each time step because it leads to the suppression of strong nonphysical aliasing appearing in the \( \omega - k \) domain that artificially contributes to the LAE. Even so, there is no difference in the plasma evolution with and without the net current. If the net current is not subtracted, the LAE has a negligible difference for waves at \( k = 0 \). The difference can be neglected because the net current in the Fourier space has two components with zero or negligible contributions: (1) The component that is constant in time given by the initial drift between electrons and positrons does not contribute to the emission power because the power in Eq. B.5 is zero for a zero frequency. (2) The oscillating component in time is produced by averaging local oscillations in the simulation box and does not significantly contribute to the radiation because the average approaches zero at the bunch scale. Hence, these waves with \( k = 0 \) contribute negligibly to the emission power. The obtained LAE is also similar to the net current subtraction. Moreover, by the current subtraction, we avoided the aliasing in the \( \omega - k \) domain.

**Appendix B: Numerical model of the linear acceleration emission**

The LAE was calculated assuming that plasma particles oscillate, generate electric currents, and emit electromagnetic waves. The theoretical background of the LAE originates from electromagnetic waves emitted by a relativistic oscillating charged particle or a dipole. Consequently, the approach was generalized to a system of particles characterized by plasma currents (Melrose & McPhedran 1991). A similar approach is sometimes used by directly exploiting oscillating electric fields (Jackson 1998). Nonetheless, the electric current and electric field may not be related by a simple relation, as follows from the Maxwell equation, \( \nabla \times \mathbf{B} = \mu (j + \epsilon \mathbf{E}/\partial t) \), where \( \mu \) and \( \epsilon \) are the permeability and permittivity of the plasma (not vacuum).

The energy radiated by a plasma region per unit spatial angle \( d\Omega \) and frequency \( d\omega \) that has a current density \( j(k, \omega) \) is given by Melrose & McPhedran (1991) in SI units

\[
\frac{dU(k, \omega)}{d\omega} = \frac{\omega^2}{16\pi^2\mu_0^2} |n \times j(k, \omega)|^2,
\]

where \( \omega \) is the frequency, \( k \) is the wave vector, and \( n = k/|k| \) is the unit vector in the direction of the electromagnetic wave vector. The electric current density \( j(k, \omega) \) is represented in Eq. B.1 by a Fourier transform over the whole time–space domain,

\[
j(k, \omega) = \int j(x, t)e^{i\omega t}e^{-i k \cdot x} \, dt \, dx.
\]

In 1D geometry, in which particles move only along the \( x \) direction, and assuming the magnetic field direction along the \( x \)-axis, the vectors simplify to \( x = (x, y, z) = (x, 0, 0) \),

\[
j(x, t) = (j(x, t)\delta(y)\delta(z), 0, 0), \text{ where } \delta \text{ is the Dirac delta distribution. Thus, the emission is similar to a current-fed antenna. The currents are located along the \( x \)-axis (similar to Jackson 1998). In this step, we relate the 1D electric currents that infinitely extend in \( y-z \) plane to simulations to a region with an extent of \( \delta(y)\delta(z) \).}

In a real plasma, the emitting plasma can be confined in a region of lateral extent \( D \). The use of \( \delta \) functions instead of an arbitrary lateral extent can be considered valid until \( \lambda \gg D \), where \( \lambda \) is the typical wavelength of the emitted wave. The emitted waves interfere during their propagation, as follows from the Fourier transform in Eq. B.2. If the emission in the perpendicular direction to the magnetic field is at a frequency \( \sqrt{2} \times 10^{-4} \) in the plasma frame (as discussed in Appendix A), the typical estimated wavelength is \( \lambda = 133 \text{ m} \) when we assume a light wave \( (\omega/k = c) \). Because the plasma frequency in the emission regions for the bunch interaction is similar to the plasma frequency of the streaming instability, the generated wavelengths are also similar.

To estimate the radiation power in reality, a lateral extent of the currents and volume of the emission region is necessary, even though the lateral dimensions of the electric currents in Eq. B.2 are assumed as \( \delta \) functions. To calculate the power, the electric currents can be considered to form a cylinder along the magnetic field, as presented by Rylov (1978). Our results using the \( \delta \) functions are self-similar to a case with a cylinder with a cross section of \( 1 \text{ m}^2 \). The cross section of \( 1 \text{ m}^2 \) is obtained for a cylinder of diameter \( D = 1.13 \text{ m} \), which is still smaller than the estimated wavelengths \( \lambda = 133 \text{ m} \).

Under these assumptions, the Fourier transform of the current density component can be expressed as

\[
j(k, \omega, \theta) = \int j(x, t)e^{i\omega t}e^{-ik\cdot x} \, dt \, dx,
\]

where \( k_x = \cos(\theta)k_x = k \cdot x \) is the projected wave number. The relation between \( k \) and \( \hat{k} \) can be understood by that the electric current density with a wave number \( k = k \cos(\theta) \) produces emission at the wave number \( k \) in the direction of the angle \( \theta \).

The relation between wave number and frequency is given by the plasma dispersion relation. Nonetheless, we state as a constraint the refraction index of the plasma,

\[
n = \frac{k^2c^2}{\omega^2} \leq 1,
\]

and obtain \( k = \omega/c \). This is a valid approximation for the vacuum or when the plasma does not significantly influence the propagation of electromagnetic waves. This situation occurs when the wave frequency is significantly higher than the local plasma frequency. If the wave frequency approaches the plasma frequency, an additional term appears in the numerator of Eq. B.1, relating the ratio of electric and magnetic energy in the wave (Melrose 1986). As a consequence, Eq. B.4 considers and restricts that only superluminal waves can contribute to the radiation power because \( k' = \frac{\omega}{c} \cos \theta \leq \frac{\omega}{c} \) (where \( k' = \frac{\omega}{c} \) is the light line). This relation was also used by Melrose & Luo (2009), and it is implicitly assumed by Reville & Kirk (2010), for example.

Using the constraint Eq. B.4 in the Fourier transform Eq. B.3 neglects the radiation by subluminal waves. For example, the Cherenkov relation, in which the phase velocity is lower than the speed of light, cannot be satisfied by the approach (Melrose 2017); \( k' \) cannot represent the subluminal waves, that is, it cannot be larger than \( \frac{\omega}{c} \). In the pulsar plasma, this relation may be
applied for frequencies higher than the local relativistic plasma frequency of the plasma emission region. It applies when the emission region is surrounded by a diluted plasma that is less dense than in the emission region but not necessarily requires the vacuum. More details about the limits of this approximation are given in Sect. B.1.

The resulting emitted energy is (in the 1D limit)

\[
\frac{dU(\omega, \theta)}{d\Omega d\omega} = \frac{\omega^2}{16\pi \varepsilon_0 c^3} \sin(\theta) j(\frac{\omega}{c}, \omega, \theta)^2.
\]  

(B.5)

The average wave power is defined as

\[
\frac{dP(\omega, \theta)}{d\Omega d\omega} = \frac{1}{\Delta t} \frac{dU(\omega, \theta)}{d\Omega d\omega},
\]  

(B.6)

where \(\Delta t\) is the average time interval. The time interval corresponds to time over which the electric currents are integrated in the Fourier transform of Eq. B.2.

Specifically, to obtain the current \(j(k, \omega)\) in Eq. B.2, the integration limit \(\Delta t \to \infty\) in the Fourier transform was implicitly assumed. Moreover, because Eq. B.5 contains the currents to the second power, the time interval \(\Delta t\) appears in the numerator of the equation. To show it, we assume that the current

\[
\bar{j}(k, \omega) = \sum_s j_s(k) 2\pi \delta(\omega - \omega_s(k))
\]  

(B.7)

is a set of waves \(s\) with frequencies \(\omega_s\) for a given \(k\). To obtain the emitted energy in Eq. B.5, the square of \(\delta\) functions can be expanded as (Melrose & McPhedran 1991)

\[
[2\pi \delta(\omega)]^2 = 2\pi \delta(\omega) \delta(\omega)
\]  

(B.8)

\[
= \int_{-\Delta t/2}^{\Delta t/2} dt e^{i\omega t} \int_{-\Delta t/2}^{\Delta t/2} dt' e^{-i\omega t'}
\]  

(B.9)

\[
= \frac{1}{\Delta t} \int_{-\Delta t}^{\Delta t} d(t - t') \int_{-\Delta t}^{\Delta t} d(t' + \Delta t) e^{i\omega(t' + \Delta t)}
\]  

(B.10)

\[
\Delta t^2 \pi \delta(\omega).
\]  

(B.11)

To evaluate the \(\delta\) functions, the integrals in Eq. B.9 over an inscribed square \(-\Delta t/2 < t < \Delta t/2\) and \(-\Delta t/2 < t' < \Delta t/2\) in the \(t - t'\) plane are calculated in Eq. B.10 using the evaluation over half an outer square. The square is parameterized by \(-\Delta t < t - t' < \Delta t\) and \(-\Delta t < t + t' < \Delta t\) and is rotated by \(\pi/4\) with respect to the inscribed square. Moreover, the transformation from the inner to outer square allows us to evaluate the term \(e^{i\omega(t' + \Delta t)}\) in the second integral over \((t + t')\), while keeping the first integral over \((t' - t)\) trivial. As a result, the emitted energy \(U \propto \Delta t\) for \(\Delta t \to \infty\).

Putting Eq. B.7 into Eq. B.5 leads to mutual canceling of \(\Delta t\) in B.6, in agreement with the assumed periodicity over the time interval \(\Delta t\).

Therefore, the power \(P\) in Eq. B.6 represents a period-time-averaged electromagnetic power in which individual contributions are coherently added.

For the grid-based current density in Fourier space \(j(k) = \sum_s j_s(k)\) from the simulations (where \(i\) and \(l\) are grid indices corresponding to spatial and temporal coordinates, respectively), we can numerically calculate the average emission power in the plasma reference frame. More details about the numerical implementation and the limitations of this approach are stated in the following sections.

### B.1. Implementation details

We present several notes on the numerical implementation of the approach described above. The highest resolved frequency is given by the storage interval \(\Delta t\) of electromagnetic field data in the PIC code. This frequency (together with the wavenumber) then scales to the highest frequency, \(\omega_{\text{max}} = 2\pi/\Delta t\), in the plasma frame. We chose a storage time step that was short enough to cover all frequencies presented in this paper well.

For the relativistic beam instability simulation, a weak alias appears in currents at a multiple of the plasma frequency as a horizontal superluminal mode in the plasma reference frame. This cannot be avoided by increasing the size of the simulation domain, the number of particles, or the order of the particle shape function. Thus, it is also present in some emission properties. Nevertheless, the region does not significantly influence the finally estimated total flux because its intensity is approximately four orders lower than that of the main superluminal mode.

We did not apply any window filter to the space–time array \(j_s(x, t)\) to avoid aliasing. In the streaming instability, another weak alias appears at \(k = 0.5\text{ m}^{-1}\) and \(\omega = (1.5 - 4) \times 10^7\text{ rad s}^{-1}\). However, as its currents are at least one order of magnitude lower than the superluminal waves, the relative contribution to the emission power is \(\sim 10^{-2}\). In the plasma bunch interaction, no significant aliases appear because the most intensive currents are located in the simulation center where the window filter would apply values close to one, that is, not changing the currents. Moreover, we estimated the effect of possible cosine window filter application of both cases. The resulting total power varied by a factor of \(\lesssim 2\) at most.

If electric currents are obtained from PIC simulation instead of individual particles, the calculation profits from the full information obtained by the high-order shape function of the macroparticle.

### B.2. Limits of applicability

We neglected spatial profiles perpendicular to the magnetic field. The emission was also provided simultaneously by several sources; the emitted waves might mutually cancel out by interference. However, we can assume that the typical emission angle width of one region is significantly smaller than the typical observed half-width pulse profile of the main pulse. Hence, each emission source might emit without interference with others into a different angle given by the position of the emission region in the magnetosphere. Thus, while the observed flux might come from only one coherent source at a given time, the total observed pulse profile is formed by many emission sources.

Although several effects can hinder wave generation and propagation, we assumed that the electromagnetic waves in the studied frequency interval are not modified during their propagation from the emission source to the observer. This assumption is valid when the radiation propagates through an area that is dominated by a low-density plasma or vacuum. We also assumed that the source of the emission is denser than the surrounding plasma in the form of a strong inhomogeneity, either filamentary (Urpin 2014) or as a longitudinal sheet, resulting from intermittent pair production processes, for instance (Philippov & Kramer 2022). In addition, a gap boundary might be suggested close to the slot gap, for example, where the radiation could escape from the slot gap walls into the polar gap region, as was presented by Philippov et al. (2015), or recently in a PIC simulation of an aligned rotator with higher spatial resolution (Bransgrove et al. 2022). Fig. 2 in Bransgrove et al. (2022) shows several areas in
which the instabilities might lead to radio emission. Their region
(ii), located at the boundary between the open and closed mag-
netic field lines, might be a candidate for a location in which
LAE might occur and from which the radiation could escape.
However, because our simulations resolve kinetic microscales,
they cannot simulate a complete magnetosphere in its
complexity.

In the following, we consider general situations in which
the propagation effects can be neglected. The situations can be
separated into two categories containing (1) absorption effects and (2) a phase delay of the electromagnetic waves because the
refractive index is far from one. For the absorption effects, we
assumed that the emission frequency was higher than the
absorption edge frequency of the surrounding plasma, which
corresponds to its plasma frequency. For lower frequencies than
the surrounding plasma frequency of the bunch, we expect a
strong wave absorption. The small phase delay of the waves
requires the plasma refractive index to be close to one in the
surroundings of the bunch. The requirement is fulfilled when the
frequencies are significantly higher than the local plasma
frequency. In the dispersion $\omega - k$ space, this effect can be
seen as the superluminal electromagnetic waves approaching the
light line, which we estimate for frequencies $\omega \gtrsim (1.5 - 2)\omega_{p, loc}$, where $\omega_{p, loc}$ is the plasma frequency of the surrounding plasma.

Both assumptions are fulfilled in our considered instabili-
ties when (1) the streaming instability or the interacting plasma
bunch are formed as secondary particles during a spark event.
Their density can exceed the local Goldreich–Julian density.
while the surrounding plasma can have a lower density. (2)
If a plasma bunch is initially created in the lower magne-
tosphere where the density is higher, it can then propagate to
the higher magnetosphere where the surrounding plasma
has a lower density and therefore a lower absorption edge
frequency. Moreover, in both cases, the surrounding plasma
density might still be high enough to compensate for the
Goldreich–Julian currents in the surrounding plasma, and the
emitted electromagnetic waves might still propagate similarly to
vacuum.

Another option that can decrease the absorption of electro-
magnetic waves is the relativistic beaming effect. As the plasma
bunch moves at relativistic speeds, the emitted waves are rel-
ativistically beamed and propagate in the surrounding plasma in
the direction mostly along magnetic field lines. Because the
beamed radiation has a higher frequency than in the plasma
frame, the frequency might well be higher than the plasma fre-
quency. Moreover, an absorption coefficient for these waves is
significantly lower because the projected electric component of
an electromagnetic wave into the direction of particle motion
(along the magnetic field) is small.

An additional possibility is that the emitted electromagnetic waves are initially absorbed by the surrounding plasma.
However, when the absorbing plasma reaches an arbitrary satu-
ration level of electromagnetic wave energy density, its dis-
peresence properties change, and the wave absorption approaches zero.

In addition to the effects mentioned above, influencing the
wave coherence at distances comparable with the size of the
emission region, the propagation effects through the magnetos-
phere were also neglected in our model. Although there are
effects that influence the radio wave propagation, absorption,
and polarization (Arons & Barnard 1986; Lyubarskii & Petrova 1998; Petrova 2002, 2013), we did not aim to study the effects
because their complexity goes beyond the limits of this paper.

**B.3. Tests of implementation**

We tested the software toolkit in a one-particle approximation and for an oscillating coherent wave with an arbitrary spatial size. We assumed that an electron oscillates with frequency $\omega_0 = 1$ rad s$^{-1}$ for nonrelativistic to relativistic drift velocities $\beta = 10^{-3}$ throughout the magnetic field. Specifically, the size
of the particle orbit is negligible in comparison with the size of
one grid cell. The drift velocity we used corresponds to the
average particle velocity over many orbits in the observer ref-
ence frame. Thus, it recalls an oscillating dipole. As follows
from Eq. B.1, there is no feedback of particle emission on its
motion.

**Fig. B.1.** Test of the LAE numerical calculation. Received electromagnetic power per unit spatial angle, normalized to the total received power, and computed for three selected relativistic transformations $\gamma_s = 1, 5,$ and $100$. Top row: Received electromagnetic power per unit spatial angle and normalized to the total received power $P_{\text{tot}}$. The analytical solution is represented by Eq. B.12. Bottom row: Corresponding relative errors. We assume a point electron oscillating with frequency $\omega_0 = 1$ rad s$^{-1}$ and zero drift velocity that is superposed on a space–time grid of the size $6400 \times 6400$ grid cells, and it is inserted as an input into the LAE toolkit. The analytical solution is given by Eq. B.12. The angular resolutions are $0.02^\circ$ in (a) and $0.01^\circ$ in (c). The frequency resolutions are $5 \times 10^{-2}$ rad s$^{-1}$ in (a), $5 \times 10^{-1}$ rad s$^{-1}$ in (b), and $10^{-2}$ rad s$^{-1}$ in (c).

![Fig. B.1. Test of the LAE numerical calculation.](image-url)
Fig. B.2. Example of how an arbitrarily charged particle can radiate in the plasma frame and in the relativistically shifted frame when approaching an observer. We study five arbitrary emitted waves as a function of the frequency, wave number, emission angle, and emission power (per unit spatial angle). The particle oscillates at frequency $\omega_0 = 1 \text{ rad s}^{-1}$ and has an elementary charge. A, B, . . . , E denote five types of emitted waves (blue crosses) with the same frequency $\omega_0$ and five wave numbers $kc \approx -0.966, -0.707, 0, 0.707,$ and $0.966 \text{ rad s}^{-1}$, both in the plasma reference frame. Top row: Plasma reference frame. Bottom row: Relativistically shifted reference frame with $\gamma_s = 5$. Left column: Positions of waves in $\omega - k$ space. Middle column: Positions as a function of frequency and their emission angle. Right column: Position denoted by arrows at the analytical emission function. Dashed black line: Light line $\omega = kc$. Dash-dotted gray line: Frequencies $\omega_0$. Black line: Analytically estimated electromagnetic emission by oscillating particle from Eq. B.5.

We superposed the currents onto a grid and input them into the LAE toolkit instead of the simulation currents. Independently, we calculated received power as a function of the emission angle using

$$
\frac{dP_{r,\theta}}{d\Omega} = \frac{q^2}{16\pi^2\epsilon_0c} \left| \frac{n \times (n - \beta) \times \beta}{(1 - \beta \cdot n)^3} \right|^2,
$$

(B.12)

where $q$ is the charge of the particle, and $\epsilon_0$ is the permittivity of vacuum, $n$ is the direction vector of the emission, $\beta$ is the particle velocity, $\beta$ is the particle acceleration, both normalized to the light speed, and $\langle \rangle$ denotes time average over the particle oscillation. We tracked the particle for 20 oscillation periods in 2000 time steps.

The resulting electromagnetic received power obtained by the LAE toolkit agrees well with the analytical solutions of emission power as a function of emission angle Eq. B.12 (see Fig. B.1). For large $\gamma_s$, they manifest a systematic error of $\approx 5\%$. We also tested a particle with a spatial length (current bunch interaction along the simulation domain. The currents are primarily localized in the simulation center and decrease at the boundaries. Therefore, the currents close to the simulation boundaries do not significantly contribute to the LAE.

Fig. B.3. Time evolution of the electric current density in the plasma frame. The currents are primarily localized in the simulation center and decrease at the boundaries. Therefore, the currents close to the simulation boundaries do not significantly contribute to the LAE.
wave $C$ in the plasma frame, most of the power is represented by the wave $D_0$ in the relativistic reference frame. These wave representations and transformations are helpful for intuitively understanding our results.

**B.4. Localization of electric currents**

One of the conditions for the emitted energy in Eq. B.5 is that the electric currents must be localized in the analyzed region (Jackson 1998). In this section, we show how the localization of currents can be addressed in the two simulations from Appendix A. In general, the simulations have no net current because the immediate net current is calculated and subtracted at each time step. Below, we analyze how the localization of the emission regions is reached in both simulations.

**Plasma bunch interaction** The evolution of the electric current density throughout the simulation domain is shown in Fig. B.3. The currents are localized close to the simulation center, and their amplitudes approach zero close to the simulation boundaries, where they are at least four orders of magnitude smaller than in the simulation center. Therefore, these regions produce an emission power that is approximately eight orders of magnitude lower, $P \sim j^2$, and we denote most of the currents as localized.

**Streaming instability** The situation is different from the case above. The electric currents do not decrease close to the simulation boundary. They are approximately uniformly distributed throughout the simulation domain. However, we can select a subdomain of the whole simulation domain, whose boundaries can be considered as not periodic, and estimate the LAE properties in the subdomain. The subdomain can be regarded as an independent simulation with real boundary conditions. If the emission of the whole domain is similar to the emission of any subdomain, we can assume that the implemented method produces the same emission power for the periodic as well as the nonperiodic boundary conditions.

To show how the emission varies between the whole domain and its subdomains, we show the received power as a function of the angle and frequency in Fig. B.4. The total size of the simulation domain is $L = 5000\, d_e$, and we selected subdomains of sizes $l = 2500, 1250,$ and $500\, d_e$. The subdomains were selected so that each subdomain was centered in the original domain.

The emission power produced by the whole simulation domain has similar profiles as those produced by the subdomains. The emission power of the smallest subdomain is systematically $\sim 2.5$ times lower than the power of the whole domain. Hence, the results regarding the emission power from the whole simulation domain can be taken into account, and the power is similar to the nonperiodic domains with localized currents. Based on this analysis, the calculated power can represent the emission power by the studied instabilities well.

**Appendix C: Relativistic beaming**

There are more ways to calculate the wave power in the pulsar frame, but we calculate the emission power in the plasma frame in Appendix B and transform it relativistically into the pulsar (observer) frame.

Denoting the quantities in the plasma (simulation) reference frame by primes and in the pulsar (observer) reference frame without primes, the wave power is converted as (Rybicki & Lightman 1986)

$$\frac{dP}{d\Omega d\omega} = D_0 \frac{dP'}{d\Omega' d\omega'},$$ \hspace{1cm} (C.1)

assuming that the frequency scales as $d\omega = D_0 d\omega'$, where $D_0 = 1/\gamma_s (1 - \beta \cos(\theta))$ is the relativistic Doppler shift, and $\gamma_s = (1 - \beta^2)^{-\frac{1}{2}}$ is the transformation Lorentz factor. We assumed a negative value $\beta$, for a plasma approaching the observer.

We note a substantial difference between the total power emitted by a particle (or a coherent plasma region) and the total received power by an observer. The total emitted power is the same in all reference frames. For example (Griffiths 2017), the total instantaneous emitted power by a particle undergoing an acceleration $a_{\parallel}$ along a magnetic field line is expressed as

$$P = \frac{q^2}{6\pi\epsilon_0 c^3} r^6 a_{\parallel}^2,$$ \hspace{1cm} (C.2)
where $q$ is the particle charge, $\gamma = (1 - v^2_\parallel/c^2)^{-\frac{1}{2}}$ is the particle Lorentz factor, and $v_\parallel$ is the particle velocity along the magnetic field. It may seem from Eq. C.1 that the total power increases with the particle $\gamma^6$ factor, but the total emitted power does not depend on the Lorentz factor because the acceleration is relativistically transformed as $a_\parallel \sim 1/\gamma^3$. Thus, the particle emits the same power in all relativistic reference frames. In contrast to the total emitted power, the total received power scales with the relativistic factor as $\sim \gamma^2_\parallel$ (Rybicki & Lightman 1986, Chapter 4.8). The difference is in the time interval used to estimate the power. While the emitted power is associated with the time interval in which an emission of a given energy occurs, the received power is measured in the time interval of measurement by a stationary observer. Hence, the scaling as $\sim \gamma^2_\parallel$ can be obtained by integrating Eq. C.1 over the spatial angle and frequency.

From this definition, there is no difference between the total emitted and total received power in the plasma reference frame because $\gamma_\parallel = 1$. However, in the pulsar frame, the total received power is higher than the emitted power by a factor of $\sim \gamma^2_\parallel$ for $\gamma_\parallel \gg 1$. The considered emission power in the results is the strictly received power.