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ABSTRACT

Context. Fabry–Pérot interferometers (FPIs) have become very popular in solar observations because they offer a balance between cadence, spatial resolution, and spectral resolution through a careful design of the spectral sampling scheme according to the observational requirements of a given target. However, an efficient balance requires knowledge of the expected target conditions, the properties of the chosen spectral line, and the instrumental characteristics.

Aims. Our aim is to find a method that allows the optimal spectral sampling of FPI observations in a given spectral region to be found. The selected line positions must maximize the information content in the observation with a minimal number of points.

Methods. In this study, we propose a technique based on a sequential selection approach in which a neural network is used to predict the spectral information and improve the model prediction included in the sampling scheme.

Results. We have quantified the performance of the new sampling schemes by showing the lower errors in the model parameter reconstructions. The method adapts the separation of the points according to the spectral resolution of the instrument, the typical broadening of the spectral shape, and the typical Doppler velocities. The experiments that use the Ca II 8542 Å line show that the resulting wavelength scheme naturally places more points in the core than in the wings (by almost a factor of 4), consistent with the sensitivity of the spectral line at each wavelength interval. As a result, observations focused on magnetic field analysis should prioritize a denser grid near the core, while those focused on thermodynamic properties would benefit from a larger coverage. The method can also be used as an accurate interpolator to improve the inference of the magnetic field when using the weak-field approximation.

Conclusions. Overall, this method offers an objective approach for designing new instrumentation or observing proposals with customized configurations for specific targets. This is particularly relevant when studying highly dynamic events in the solar atmosphere with a cadence that preserves spectral coherence without sacrificing much information.
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1. Introduction

Solar processes manifest themselves on a wide range of spatial, temporal, and energetic scales, and high-quality measurements are crucial for understanding the nature of these phenomena. The magnetic field plays a key role in transporting mass and energy to the upper layers. However, establishing a precise quantification of the impact of magnetic fields is a challenge since that needs spectropolarimetric measurements with high spatial (subarcsecond), spectral (<100 mA), and temporal (<10 s) resolution along with high polarimetric sensitivity (<0.1% of the intensity; de la Cruz Rodríguez & van Noort 2017; Iglesias & Feller 2019).

This study is motivated by the instrumental requirements arising from solar observations and the trade-offs associated mainly with the high dimensionality of the data (image space, spectral information, polarimetry, and time evolution), signal-to-noise ratio, and resolution limitations (see Iglesias & Feller 2019 for a detailed review). Historically, the most commonly used instrumentation for spectral mapping in optical solar spectropolarimetry has been grating and filter spectrograph systems. Grating spectrographs reduce a spatial dimension by using a long slit, where the entire spectrum is captured. However, they have to scan the solar surface to generate a bidimensional map of an extended source. On the other hand, filtergraphs can be used for narrowband imaging, the most popular currently being Fabry–Pérot interferometers (FPIs). The cores of FPIs are highly reflective cavities with a known tunable thickness that allows only one wavelength position to be observed at a time. By scanning the spectral range, it is possible to obtain bidimensional maps of the field of view. This is a limiting factor since all acquisitions within a line scan should be as simultaneous as possible. Therefore, observing a dynamic and complex region such as the chromosphere involves a problematic trade-off between wavelength coverage and acquisition time. This trade-off has led to the design of specific observing schemes depending on the solar target under study (see, e.g., de la Cruz Rodríguez et al. 2012; Felipe & Esteban Pozuelo 2019).

In general, FPIs have become very popular because a balanced trade-off between cadence, spatial resolution, and spectral resolution can be found by designing a spectral sampling scheme as a function of the target. This choice is particularly important when observing flares, umbral flashes, or similar fast-evolving events and preserving spectral coherence (Felipe et al. 2018; Kuridze et al. 2018; Yadav et al. 2021; Schlichenmaier et al. 2023). At ground-based telescopes, examples of this type of instrument are the CRIsp
In this way, we will be able to scan a spectral line while keeping as much information as possible. This approach is known as unsupervised selection, as it does not require prior knowledge of how the data will be used but rather focuses on extracting information from preexisting data sets.

Traditionally, the task of efficiently sampling a functional form has been used in cases where no information other than the assumption of continuity and smoothness is given a priori. This would mean that we do not have previous observations or simulated data that could indicate the usual shapes of the spectral line and take advantage of them. So these methods are commonly based on the uncertainty of predictor models trained on very few examples (Lewis & Catlett 1994) and struggle to provide a useful or efficient solution. Fortunately, today we have a growing network of telescopes as well as a large number of radiative transfer and simulation codes (e.g., Uitenbroek 2001; Vögler et al. 2005; Gadiksen et al. 2011; Štěpán & Trujillo Bueno 2013; Leenaarts & Carlsson 2009; Socas-Navarro et al. 2015; Milić & van Noort 2018; Nóbrega-Siverio et al. 2020; Osborne & Milić 2021; Anusha et al. 2021; Przybylski et al. 2022) that can provide spectra of our line of interest and incorporate this information in the process of designing the sampling scheme.

There are several ways to tackle this problem, but we would like to use a computationaly feasible procedure to avoid an exhaustive search of all the possible combinations, even if the final configuration may be slightly suboptimal. The simplest approach is probably sequential forward selection (Whitney 1971; Pudil et al. 1994), where the algorithm iteratively adds the most informative point to the list of previous points. The most valuable point to add will be that which is not able to predict correctly: the point where the error is maximum. Then, this point is included in the output list, and the remaining points are considered given this new information. This is repeated until a prespecified number of points has been included. In practice, we aim to estimate an optimal sampling scheme for a spectral line that will have different shapes, so we will evaluate the average error. Although our criterion is the average error because of its simplicity in the implementation, other criteria can also be used, such as the mutual information (Panos et al. 2021), which measures the correlation between different variables.

Now that our motivation has been explained, we can describe the algorithm in more detail. Let \( L = \{ x_m, y_m | m=1 \rightarrow M \} \) represent our data consisting of \( M \) spectral points in a data set of \( K \) examples of different line profiles. Ideally, the wavelength spacing of the data set should be as fine as possible given that the optimized scheme will lie on this grid. In practice, an equidistant spacing better than two or four wavelength points per spectral resolution element is a good starting point. When considering the number of \( K \) examples in a data set, it is important to prioritize the diversity of the examples over the total number of examples. A diverse data set that includes all the relevant features and characteristics we expect to encounter in real-world observations is essential for developing a versatile scheme. Each \( x_m \) represents the wavelength information, and \( y_m \) contains the information of the observables (which can be just intensity or all the Stokes parameters). Let \( U \) be a subset of \( L \) that will include the wavelength points of our final scheme. In the beginning, \( U_0 \) can be empty or contain, for example, the values at the edges of the interval. A nonlinear model predictor, which we chose to be a neural network, \( f_\theta \), with internal parameters, \( \theta \), will be trained every time a new point is required. The input of the predictor is the subset \( U_0 \) with the observables at a few wavelength points at this iteration, and the output should be the observables at all the \( M \) spectral points. The wavelength location where the mean squared error (mse) between the full data set, \( L \), and the prediction,
We have therefore implemented them in PyTorch (e.g., MLextent and Scikit-learn), the restricted flexibility of those frameworks prevents us from performing the following experiments. To show a practical application of this method, we created an artificial set of 20,000 Gaussian-shaped profiles, with (i) the amplitude drawn from a uniform distribution between 0.2 and 1 units, (ii) the velocity following a normal distribution with 0.0 mean and a standard deviation of 5 units, and (iii) the width from a uniform distribution between 1.5 and 2.5 units. We assumed that our full-resolution database is sampled with 100 points over a range of 20 units.

Then, we ran the method described above on this data set iteratively for a total of nine points, starting with the two points of the same color. In each iteration, the network prediction is improved after including the information at the location of the maximum error in the previous iteration. Given the simple shape of the Gaussian, only a few points are required to estimate the location of the profile, and this is observed in the rapid decrease in the error after adding three points. As we add more points, the error over the entire range becomes more homogeneous, and the placement of the last points will depend on the accuracy of the network.

In the following, we verify the performance of the resulting sampling compared to a uniformly spaced sampling, which is taken as our baseline. For this purpose, we fitted a Gaussian model using gradient-based minimization methods to the 10,000 profiles in the same data set using the two different sampling schemes. The average errors of the Gaussian parameters (here the amplitude, center, and width) are shown in Fig. 2, which shows how the errors in the parameters using the information-based scheme are much smaller than those of the uniform sampling. For a low number of points, this difference is large and becomes smaller the more points we have in the range, as expected. Given the sequential way of choosing points, the more points we add, the better it always gets. On the other hand, the uniform sampling only improves when the scheme has points in particular configurations. For example, odd numbers place a point at the center of the interval that coincides with the location of the average center of the profiles. After nine points, both sampling schemes reach a similar precision in this simplified example.

### 2.1.2. Gaussian example

To show a practical application of this method, we created an artificial set of 20,000 Gaussian-shaped profiles, with (i) the amplitude drawn from a uniform distribution between 0.2 and 1 units, (ii) the velocity following a normal distribution with 0.0 mean and a standard deviation of 5 units, and (iii) the width from a uniform distribution between 1.5 and 2.5 units. We assumed that our full-resolution database is sampled with 100 points over a range of 20 units.

Then, we ran the method described above on this data set iteratively for a total of nine points, starting with the two points at the edges of the interval. This process can be seen in Fig. 1 by the mse at every iteration and the maximum indicated with a dot of the same color. In each iteration, the network prediction is improved after including the information at the location of the maximum error in the previous iteration. Given the simple shape of the Gaussian, only a few points are required to estimate the location of the profile, and this is observed in the rapid decrease in the error after adding three points. As we add more points, the error over the entire range becomes more homogeneous, and the placement of the last points will depend on the accuracy of the network.

In the following, we verify the performance of the resulting sampling compared to a uniformly spaced sampling, which is taken as our baseline. For this purpose, we fitted a Gaussian model using gradient-based minimization methods to the 10,000 profiles in the same data set using the two different sampling schemes. The average errors of the Gaussian parameters (here the amplitude, center, and width) are shown in Fig. 2, which shows how the errors in the parameters using the information-based scheme are much smaller than those of the uniform sampling. For a low number of points, this difference is large and becomes smaller the more points we have in the range, as expected. Given the sequential way of choosing points, the more points we add, the better it always gets. On the other hand, the uniform sampling only improves when the scheme has points in particular configurations. For example, odd numbers place a point at the center of the interval that coincides with the location of the average center of the profiles. After nine points, both sampling schemes reach a similar precision in this simplified example.

### 2.1.3. Complex example

For a more complex test, we chose the chromospheric spectral line Ca I at 8542 Å. In this scenario, each profile can exhibit a wide range of shapes, including strong asymmetries and emission profiles. We used the synthetic data set of Stokes profiles and atmospheric models from Díaz Baso et al. (2022) to have a realistic and diverse representation of observed profiles (quiet-Sun, umbra, heating events, etc.). They were obtained as the reconstructed atmospheric models from nonlocal thermodynamic equilibrium (NLTE) inversions using the STIC code (de la Cruz Rodríguez et al. 2016, 2019) on high-resolution spectropolarimetric data acquired with CRISP at the SST (more details are available in Díaz Baso et al. 2021). This spectral line has a known asymmetry that arises from the presence of different isotopes (Leenaarts et al. 2014), and our method can use this feature to its advantage. However, we considered the spectral sampling symmetric to be
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1 Our implementation can be found in the following repository: https://github.com/cdiazbas/active_sampling
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**Algorithm 1** Current error-based spectral sampling

```plaintext
1: \( L = \) pool of available points
2: \( U_0 = \) set of initial points
3: \( P = \) number of points to add to the scheme
4: for \( p = 1, 2, \ldots, P \) do
5: \( \text{train the predictor } f_\theta \text{ such that } L \sim f_\theta(U_{p-1}) \)
6: \( \text{evaluate the criteria } \sigma^2_{p-1} = \text{mse}(L, f_\theta(U_{p-1})) \)
7: \( \text{identify the most informative point: } i = \text{argmax}(\sigma^2_{p-1}) \)
8: add the new wavelength point \( U_p = U_{p-1} + \{x_i, \{y_i\}_{k=1}^K\} \)
9: end for
```

**Fig. 1.** Mean squared error of the network used as a predictor of all points in the range. At each iteration, the location of the point at the maximum location is added to the list of sampling points.

---
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able to easily compare it with the symmetric sampling suggested by de la Cruz Rodríguez et al. (2012), that is to say, we used half of the spectral line and the rest of the points are mirrored. The data set consists of 30 000 Stokes profiles with 240 points in the wavelength range ±1.5 Å and an equidistant sampling of 12.5 mÅ, all synthesized with an observing angle \( \mu = 1 \). For a consistent comparison with the former sampling, we assumed the same conditions: a Gaussian spectral filter transmission characterized by a full width at half maximum (FWHM) of 100 mÅ, an additive photon noise with a standard deviation \( \sigma = 10^{-3} \) relative to the continuum intensity, and the same number of points.

Once we generated and convolved the Stokes profiles of the data set, we followed the same procedure as before: we iteratively added the list of points with the largest errors according to the network prediction. Figure 3 shows the comparison with the sampling suggested by de la Cruz Rodríguez et al. (2012) in five different profiles. This sampling scheme and other similar versions have been used in previous SST observations (Díaz Baso et al. 2019; Yadav et al. 2021). It comprises a fine grid of points in the core and a coarser grid in the wings that depends on the instrumental spectral FWHM at the wavelength of the line. It consists of points spaced 50 mÅ from one another when close to the core and spaced by 500 mÅ in the wings. From the comparison, it is encouraging to see that our method provides a similar result compared to a strategy that resulted from the analysis of the sensitivity of the line and its improvement over time.

Figure 4 shows the evolution of the average error in different iterations for Stokes \( I \) and Stokes \( V \). As a result, the final sampling scheme tends to have more points at locations where the profiles show more variability, which are the knees (enhancement around ±0.2 Å) and the core of the Stokes \( I \) profiles, as well as the locations of the lobes of Stokes \( V \). A similar result is found in the linear polarization parameters Stokes \( Q \) and Stokes \( U \). For Stokes \( I \), we find a sampling scheme with an average distance of 70 mÅ near the core and over 450 mÅ near the wings. For Stokes \( V \), the average distance is about 65 mÅ in the core with no point until at the edge at −1.5 Å because there is practically no signal in that region. These are just results from the statistical analysis of the signals, but they already show the implications for the inference of physical quantities: observations focused on magnetic field analysis should prioritize a denser grid near the core, while those focused on thermodynamic properties would benefit from a larger coverage (Felipe & Esteban Pozuelo 2019).

Although we have shown here how to implement this solution for individual Stokes parameters, it is also possible to take all Stokes parameters into account at once in the same merit function and weigh them appropriately according to the desired requirements. If the predictor network is well trained (and the number of points is not too large), the location of the points also generally satisfies Nyquist’s theorem and does not include points closer than half of the FWHM. This is expected because the spectral information has been degraded, so each spectral point contains information about the surrounding points that the network can use to estimate the values of points close in wavelength. In fact, if the instrumental resolution is worse, the method automatically tends to increase the separation of the points.

We note that if our set of profiles includes large velocities, we will obtain a sampling scheme with a wavelength distance larger than the original spectral resolution of the instrument in order to capture the details of the core when it is shifted far from the rest wavelength. So the minimum distance in the sampling scheme depends on the spectral resolution of the instrument, the typical broadening of the spectral shape, and the expected Doppler velocities.

In summary, this strategy is very simple and only needs a preexisting data set with spectral examples of the line of interest. They can be generated from numerical simulations or from previous observations with an instrument with a better spectral resolution, such as slit spectrographs.

### 2.2. Using model information

#### 2.2.1. Description of the method

Although we see in Fig. 2 that the model parameters are recovered better with the new sampling scheme, we have no control over which solar atmospheric variables are being improved the most. However, if the physical model that generated that data set is also available, we can optimize the spectral sampling to improve the inference of a given constraint or model parameter. This is known as supervised selection since our target is now a product of the observed data. This problem becomes much more general and nonlinear than in the previous case, where we were only interested in keeping as much information as possible. As it will be too expensive to train a network for each combination of wavelength...
Fig. 3. Output sampling scheme as seen in five different profiles for Stokes $I$ (upper panel) and Stokes $V$ (lower panel) for the Ca I 8542 Å line. The sampling scheme suggested in de la Cruz Rodríguez et al. (2012) is also shown for comparison. The predicted profiles (output) are not visible because they are aligned behind synthetic profiles (target).

Fig. 4. Mean squared error of the predictor at every iteration for Stokes $I$ and Stokes $V$ for the Ca I line at 8542 Å.

If we examine both approaches, we see that while in the first one we tried to minimize the error at the worst wavelength, in this method we search for the new wavelength point that produces the best prediction. In this case, instead of training different neural networks for every configuration, the neural network has two inputs: one that is fixed (the sampling with the previous points) and a second input $(x_m, y_m)$, which is one of the points from the pool. During the training, we randomly sample points from the pool to train a single neural network that can predict the output no matter what point of the pool is chosen. To test this method, we used the temperature stratification as a function of the optical depth scale at 5000 Å, hereafter $\log(\tau_{500})$, associated with the intensity profiles of the same data set of the previous example. Figure 5 presents the points, we can go back to the sequential strategy of the previous approach to speed up the search. The main difference is that now the function to minimize is the mse with respect to the model parameters. Let $T = \{t^k_{q=1}^{Q} \}_{m=1}^{M}$ represent our model parameters; each sample $t^k$ is a $Q$-dimensional vector that can contain as many parameters as we want to infer. Thus, the pseudocode, in this case, would be

Algorithm 2 Future error-based spectral sampling

1: $L$ = pool of available points
2: $U_0$ = set of initial points
3: $T$ = parameters of interest
4: $P$ = number of points to add to the scheme
5: for $p = 1, 2, \ldots, P$ do
6:   for $x_m = 1, 2, \ldots, N$ do
7:     train the predictor $f_0$ such that $T \sim f_0([U_{p-1}, (x_m, y_m)])$
8:     evaluate the criteria $\sigma^2_m = \text{mse}(T, f_0([U_{p-1}, (x_m, y_m)]))$
9:   end for
10: identify the most informative point: $i = \arg\min(\{\sigma^2_m\})$
11: add the new wavelength point $U_p = U_{p-1} + \{x_i, (y^i_k)_{k=1}^{K}\}$
12: end for
As a result, the new scheme again tends to place more points in the core than in the wings, similar to the previous case. While in the last example this result was purely due to the variability of the spectral line, in this case the reason (although related) is different. The two reasons are physically linked because the variability of the spectral line is due to the sensitivity of the line to changes in different regions of the solar atmosphere. To understand the correspondence in the physical parameters, we also calculated the error for a uniform sampling scheme. Figure 5 shows the error in the stratification of the temperature with 5 and 15 points in the full spectral range. From Fig. 5 we see that the error-guided method tends to decrease the error in the chromosphere ($\log(t_{500}) = -4.5$) for a low number of points as the average error in the chromosphere is larger than in any other location. After having a few points in the core, the following iterations add points in the wings, which help improve the estimation of the temperature of the lower atmosphere ($\log(t_{500}) = -1.5$). On the other hand, the uniform sampling is not guided by the uncertainty and follows a different behavior, improving first the lower atmosphere (for which we already had a good estimation) and later the rest of the atmosphere. This behavior occurs because the extension in wavelength where we have photospheric information is larger (a few angstroms in the wings) compared with the narrow wavelength region that samples a large range of heights in the chromosphere (see Fig. 4 in Kuridze et al. 2018). In the end, we see that the remaining error cannot decrease any further since it does not depend on the number of wavelength points but rather on the irreducible uncertainty resulting from the sensitivity of the line to the different heights in the solar atmosphere and the loss of information in the radiative transfer.

From this experiment, we show how a neural network can be used to indirectly estimate the average sensitivity of the profiles to the physical quantities of the model atmosphere, or in other words, the response functions (Ruiz Cobo & del Toro Iniesta 1992; Centeno et al. 2022). Given that the sensitivity of the observables to different parameters is also different, we also expect that optimizing the sampling to infer other quantities, such as the line-of-sight velocity or the magnetic field, will produce output schemes that will differ from the other cases. As stated in the previous section, given that we are optimizing a single merit function, we could combine as many physical quantities as we want or weigh them across the stratification, so the technique is optimized for a particular region of heights in the solar atmosphere.

We should recall that the training process of a neural network is non-deterministic and that the accuracy of the neural network is finite. This means we might arrive at a slightly different configuration after every run. This usually occurs with the last few points of the scheme, when the merit function has a very similar score everywhere. This problem could be alleviated with a network committee (ensemble), but in any case, the more points we add, the less essential it is to have an efficient design if we are already covering the whole area with many points. The use of the neural network as a surrogate function, in this case, allows us to overcome the very time-consuming process of inference in NLTE inversions. However, if a much simpler and deterministic model is available (e.g., the weak-field approximation), we recommend using such a model to eliminate the stochastic error inherent in the training process of the network, although simple but nonlinear models (e.g., a Milne–Eddington model) also have their own stochastic problems in finding the solution depending on the optimization method used and the parameter degeneracy.

We also note another caveat regarding the data set we have used. In our case, we synthesized the spectral lines assuming that the model atmosphere has not evolved during the time of the scan, and we only analyzed the impact of having different spectral resolution observations. A realistic study should include the scanning time effects when generating the sampling scheme, as shown by Felipe & Esteban Pozuelo (2019) and Schlichenmaier et al. (2023). This should help us better quantify the expected error in the inference when a specific temporal cadence is used.

### 2.2.2. Model implications

In this last section, we want to show the implications of optimizing a wavelength scheme to the particularities of the chosen model. For this, we chose the weak-field approximation (WFA). In particular, we optimized our scheme to calculate the line-of-sight component of the magnetic field following the maximum likelihood estimation of $B_{\text{LOS}}$ in gauss (Martínez González et al. 2012):

$$B_{\text{LOS}} = \left( \sum_i V_i \cdot \frac{dI/d\lambda}{dV/d\lambda} \right) / \left( C_0 \cdot \lambda_0^2 \cdot g_{\text{eff}} \sum_i (dI/d\lambda_i)^2 \right),$$  \hspace{1cm} (1)

where the constant $C_0 = -4.67 \times 10^{-13}$ [$\text{G}^{-1} \text{Å}^{-1}$], $\lambda_0$ in Å is the central wavelength of the line, and $g_{\text{eff}}$ is the effective Landé factor. Since we do not have to train any neural network, the optimization becomes a straightforward calculation, where the derivative of the profile is calculated by the finite differences, using the centered derivatives formula for non-equidistant grids (Sundqvist & Veronis 1970). Therefore, since Stokes $V$ is the parameter that contains most of the information of $B_{\text{LOS}}$, one would expect the optimization to sample this quantity like the result of Fig. 3. However, the estimation of the longitudinal field also depends on the derivative of Stokes $I$, and a poor sampling of Stokes $I$ will also have a strong impact. In fact, the optimized output scheme has the location of the points extremely close to one another so that the truncation error in the derivative calculated with finite differences is smaller than the uncertainty introduced by Stokes $V$. If we provide the method with the exact value of the derivative, the method then tends to accommodate more points at the location of the Stokes $V$ lobes. Given this result, optimizing the sampling to increase the accuracy to $B_{\text{LOS}}$ does not seem to be the smartest choice if we want to extract other information. A better idea would be to use the scheme
in Fig. 3 and use the trained network to interpolate the Stokes \( I \) profile to a finer mesh, where we can compute the derivative. In Fig. 6 we show the effect on the derivative of the Stokes \( I \) profile for a given example using various methods. In general, the derivative of the profile estimated with the neural network has a higher accuracy, although other spline-based interpolation methods could be used when there are a large number of points. For a low number of points, the neural network performs much better. In terms of magnetic fields, for the case of a scheme with 21 points and a noise level of \( 10^{-3} \) in units of the continuum, the root mse for this database is on the order of 800 G for the uniform case, 200 G when using the sampling guided by the neural network outlined in Sect. 2.1, 60 G when the same neural network is used for predicting the full profile, and 30 G for the case of a very fine grid in Stokes \( I \) and \( V \).

Therefore, we conclude that (for FPI observations) using models that fit the Stokes profiles directly (such as a Milne–Eddington model) could be more accurate than models, such as the WFA, that also depend on the derivatives of the Stokes profiles. Recently, a modified Milne–Eddington approximation has been developed to allow much better modeling of chromospheric lines (Dorantes-Monteagudo et al. 2022) if speed is needed. On the other hand, if precision is required, we recommend NLTE modeling for the inference.

2.3. Sampling parameterization

Finally, although we have shown a method flexible enough to find the points in wavelength that retain the most information and improve our parameter inference, in some cases we may want the distances of the points to obey other constraints, such as being multiples of a uniform grid to perform computationally efficient fast Fourier transforms, for instrumental reasons or just because the interface of some spectral inversion codes requires it. In this case, one can parameterize the sampling (for example, by defining the inner distance, the distance factor for outer points, and the number of inner points) and train our predictor for several cases. Later we can evaluate the different configurations (in this three-dimensional space) and find which configuration is optimal. An example of this idea is shown in Fig. 7, where we present the optimal configuration for a uniform sampling (top row) and another in which we allow the outer points to be farther apart (bottom row). As a result, we find a 13-point scheme (steps of 95 mÅ, 7 inner points, an outer factor of 5) whose performance is better than a completely uniform scheme with 19 points (steps of 120 mÅ). Both are the best configurations for their respective number of points to have a fair comparison. Using this strategy, we can find schemes with fewer points that still obey our constraints.

3. Conclusions

In this study, we have explored, developed, and validated a machine-learning technique to design efficient sampling schemes for accurate parameter estimation using filtergraph instruments. The problem of finding an optimal wavelength configuration has been framed as a feature selection problem. Only those points (features) that contain relevant information and improve the model prediction are chosen to be in the sampling scheme. We have implemented two approaches: if only the spectra are available (unsupervised selection) or if the model information is used to improve the inference of the physical quantities (supervised selection). We have implemented a sequential approach where a neural network is used to predict the target from the information at a few points, and in that way we can measure the importance of different wavelength points. We validated the performance of the new sampling schemes compared to a uniformly spaced sampling by showing the lower errors in the reconstructions of the model parameters. This approach is particularly efficient for a small number of points, which is crucial when observers are interested in highly dynamic events and a good temporal cadence is needed. Also, if we expect large Doppler velocities or the spectral resolution of our instrument is poor, this method will adapt the scheme accordingly. Both the method description and the code implementation are publicly available.

From the experiments that used the Ca ii 8542 Å line, we were able to extract some results that can be used as practical recommendations for future observations. For example, the resulting wavelength scheme naturally places (almost a factor of 4) more points in the core (±0.5 Å) than in the wings, consistent with the sensitivity of the spectral line in each wavelength range. In addition, observations focused on magnetic field analysis should prioritize a denser grid near the core where the polarization signals are present, while those focused on thermodynamic properties would
benefit from a larger coverage (Felipe & Esteban Pozuelo 2019). In conclusion, the selection of the wavelength points depends on the goal of the observations.

Regarding the methodology, it is difficult to ensure that this technique provides a global solution to the problem (if there is one), but it provides an efficient scheme, much better than a uniform strategy. Therefore, this method can be helpful when designing new instrumentation or when designing the wavelength configuration in observing proposals for a specific target. This trained network can also be used after the observations to estimate the complete profile from the points obtained, thus helping the inference process when using NLTE inversion codes (de la Cruz Rodríguez et al. 2019) or obtaining a more accurate estimation of the derivative of Stokes $I$ when using the WFA to infer the magnetic field.

Finally, there are several ways in which we could improve the current implementation, for example by solving the full problem at once because the neural network makes the problem differentiable. Using gradient-based techniques, we could find the solution by applying a regularization term (e.g., $l_0$ norm) that penalizes a large number of points. We tried this option, but it was not possible to converge in most cases as the full problem is much more degenerated (i.e., it has the location of all wavelength points as free parameters at the same time) than when using a sequential method. Regarding the ultimate goal of the technique, this procedure is so flexible that it could also be generalized to include the exposure time at each wavelength. By doing so, the merit function would be sensitive to the signal-to-noise ratio at each point, and we could obtain a better design by taking the trade-off between the weak polarization signals and the evolution time of the Sun into account. From the neural network perspective, there are also ways to speed up the training and decrease the stochasticity of the process by using networks that better exploit the relation between different regions of the spectrum (such as transformer or graph networks) or by reformulating the problem with reinforcement learning to mitigate the nested behavior of sequential approaches. In summary, we plan to continue investigating this strategy and provide optimal wavelength schemes for different spectral lines, data structures and instrumental setup.
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