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ABSTRACT

Context. Recent instrumental developments have aimed to build large digital radio telescopes made of ~100k antennas. The massive data rate required to digitise all elements drives the instrumental design towards the hierarchical distribution of elements by groups of $O(10)$ that form small analogue phased arrays that lower the computational burden by one to two orders of magnitude.

Aims. We study possible optimal layouts for a tile composed of five to 22 identical elements. We examine the impact of the tile layout on the overall response of an instrument.

Methods. We used two optimisation algorithms to find optimal arrangements of elements in the tile using: (i) a deterministic method (Kogan) based on beam pattern derivative properties; and (ii) a stochastic method (modified simulated annealing) to find global optima minimizing the side-lobe level while increasing the field of view (FOV) of the tile, a required condition for all-sky surveys.

Results. We find that optimal tile arrangements are compact circular arrays that present some degree of circular symmetry while not being superimposable to any rotated version of themselves. The ‘optimal’ element number is found to be 16 or 17 antennas per tile. These could provide a maximum side-lobe level (SLL) of –33 dB (–24 dB) used with dipole (isotropic) elements. Due to constraints related to the analogue phasing implementation, we propose an approaching solution but with a regular arrangement on an equilateral lattice with 19 elements. By introducing random relative rotations between tiles, we compared and found that the 19-element equilateral tile results in better grating lobe mitigation and a larger FOV than that of rectangular tiles of 16 antennas.

Conclusions. Optimal tile arrangements and their regular versions are useful to maximise the sensitivity of new-generation hierarchical radio telescopes. The proposed solution was implemented in NenuFAR, a pathfinder of SKA-LOW at the Nançay Radio Observatory.
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1. Introduction

The past decade has been a fruitful period for the development of new observation techniques for radio astronomy. New instrument concepts have been proposed and built to form the next generation of radio observatories, such as the precursors (e.g. MeerKAT (Davidson 2012), Australian Square Kilometre Array (ASKAP; Hotan et al. 2021), and Murchison Widefield Array (MWA; Wayth et al. 2018) and pathfinders (e.g. the LOFAR; van Haarlem et al. 2013) and the New Extension in Nançay Upgrading LOFAR (NenuFAR; Zarka et al. 2012, 2020) of the upcoming Square Kilometre Array (Dewdney et al. 2009).

These instruments are composed of thousands of cost-effective individual elements (e.g. LOFAR low-band antenna (LBA) dipoles, van Haarlem et al. 2013, or SKA-LOW tree-shaped antennas, de Lera Acedo 2012; Macario et al. 2022) to bring huge instantaneous sensitivity and angular resolution. Such a large number of elements come with a huge load of signal processing. However, owing to the development of high-performance computing and high-speed network, these instruments are largely digital, hierarchical (the digital signal path breaks down into intermediary steps of channelisation and/or filtering, and combination at various scales), and distributed (elements are gathered in autonomous ‘stations’ that perform some operations autonomously). As a consequence, part of the performances of these arrays depends on: (i) the distribution of the elements (density, layout, and baseline); and (ii) the performance of ‘online’ and ‘offline’ data processing.

LOFAR, as a pathfinder of SKA, is an example of such a hierarchical instrument at low frequencies (30 MHz up to 250 MHz). By digitising each dipole, one LOFAR ‘station’ synthesises a set of electronically steerable beams (through beamforming). Signals of different stations can be further combined together up to a continental scale to form a sensitive synthetic pencil beam. They can also be cross-correlated to form an interferometer that enables imaging and large field surveys of the radio sky at low frequencies. The field of view (FOV) of the full array is limited by the characteristics of the stations (location and distribution), and ultimately by the characteristics of the individual elements (antenna bandwidth, FOV, and gain).

At the level of an (international) LOFAR station, the low-frequency aperture array is composed of 96 elements arranged in a pseudo-random distribution. The high-frequency array,
however, is arranged following a regular distribution of 96 ‘tiles’
(high-band antenna (HBA) tiles), each tile being a small inde-
pendent analogue phased array of 16 elements arranged in a
4×4 square (this regular design was chosen to reduce the beam-
forming complexity of the 96×16 elements, later explained in
Sect. 3.7.2). Each of the 16-element signals are combined using
analogue delay lines to synthesise a beam. However, the regu-
lar layout of the tile induces multiple lobes (i.e. grating lobes
that are as powerful as the primary lobe), making it sensitive
to unwanted directions that could affect the whole array’s per-
formance and insulation to radio frequency interference (RFI).
Thus, the design of the ‘tile’ at a small scale can condition the
whole array performance. Table 1 gathers the main information
of the station and tile configurations for a selection of SKA pathfinders, precursors, and demonstrators.

### Table 1. Comparison of the station and tile configurations for a selection of SKA pathfinders, precursors, and demonstrators.

<table>
<thead>
<tr>
<th>Array</th>
<th>Layout</th>
<th>$N_{\text{tiles}}$</th>
<th>$N_{\text{elements per tile}}$</th>
<th>Frequency range</th>
<th>Diameter (m)</th>
<th>FoV (°)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOFAR LBA station $^{(a)}$</td>
<td>Irregular</td>
<td>1 $^{(b)}$</td>
<td>96</td>
<td>10–90 MHz</td>
<td>~70 m</td>
<td>5 $^{(c)}$</td>
<td>1</td>
</tr>
<tr>
<td>LOFAR HBA station $^{(a)}$</td>
<td>Regular</td>
<td>96 $^{(c)}$</td>
<td>16</td>
<td>110–250 MHz</td>
<td>~56 m</td>
<td>22 $^{(d)}$</td>
<td>1</td>
</tr>
<tr>
<td>AARTFAAC</td>
<td>Irregular</td>
<td>1 $^{(b)}$</td>
<td>288</td>
<td>10–90 MHz</td>
<td>~400 m</td>
<td>~90 $^{(c)}$</td>
<td>2</td>
</tr>
<tr>
<td>LWA station</td>
<td>Irregular</td>
<td>1 $^{(b)}$</td>
<td>256</td>
<td>10–88 MHz</td>
<td>~110 m</td>
<td>2.4 $^{(c)}$</td>
<td>3</td>
</tr>
<tr>
<td>MWA station</td>
<td>Regular</td>
<td>256 $^{(c)}$</td>
<td>16</td>
<td>70–300 MHz</td>
<td>~4 m</td>
<td>~40 $^{(c)}$</td>
<td>4</td>
</tr>
<tr>
<td>NenuFAR</td>
<td>Regular</td>
<td>102 $^{(c)}$</td>
<td>19</td>
<td>10–88 MHz</td>
<td>25 m</td>
<td>~15 $^{(c)}$</td>
<td>5</td>
</tr>
<tr>
<td>SKA1-LOW station</td>
<td>Irregular</td>
<td>1 $^{(b)}$</td>
<td>256</td>
<td>50–350 MHz</td>
<td>40 m</td>
<td>8.7 $^{(c)}$</td>
<td>6</td>
</tr>
</tbody>
</table>

Notes. $^{(a)}$Tile or station depending on $N_{\text{ant}}$. $^{(b)}$LBA or HBA field of an international station. $^{(c)}$No tile grouping, i.e. the field is composed of individual elements. $^{(d)}$At $f = 50$ MHz. $^{(e)}$At $f = 110$ MHz. $^{(f)}$MWA Phase II.

References. (1) van Haarlem et al. (2013); (2) Prasad et al. (2016); (3) Hicks et al. (2012); (4) Wayth et al. (2018); (5) Zarka et al. (2020); (6) Macario et al. (2022).

2. Tile specifications for LOFAR-generation instruments

2.1. Tile element

Individual receiving elements designed for tiles are usually dual-polarisation radiators connected to a low-noise preampli-
fier (LNA) that provides: (i) a low individual cost; (ii) a large individual FOV; (iii) a smooth beam pattern with low side-lobe levels (SLLs); (iv) a large collecting area over a large frequency band. Each element is mechanically fixed and its beam pattern decreases towards the local horizon, limiting the accessible FOV.

In the case of the LOFAR array, which has more than 10 000 elements, the individual dipole design was optimised for cost and is efficient at around 60 MHz, close to the antenna resonance. In NenuFAR, both radiators and the LNA were optimised jointly (Girard 2013; Charrier 2014), and provide improved elements characteristics. With elements designed to work in a tile, the tile response is computed by evaluating the array factor, which only depends on the relative loci of the elements in the tile.

2.2. Ideal tile beam

The beam pattern of an arbitrary 2D array mostly depends on:
(i) the nature of the array elements; (ii) their relative loci on the ground; and (iii) the complex-valued weights used to combine their signals. The power beam pattern (hereafter simply called the ‘beam’) in the emitting and receiving case in the far-field region is $P = E^2$, with $E$ the far-field complex electric field. For an arbitrary array of $N_{\text{ant}}$ elements, by neglecting mutual coupling between elements, the field is expressed as (Kraus 1984):

$$E(R(\theta, \phi)) = \sum_{i=1}^{N_{\text{ant}}} w_i f_i(R) e^{-j \frac{2 \pi}{\lambda} r_i R},$$

with:
- $R(\theta, \phi)$ the pointing vector towards the direction ($\theta, \phi$), the zenith angle and the azimuth angle, respectively;
- $r_i$ the position vector of the $i$th element with respect to some arbitrary frame origin;
- $w_i$ the complex weighting factor applied to the $i$th element signal ($w_i = a_i e^{-j \phi_i}$, with $a_i$ being the amplitude used for tapering and $\phi_i$ used for phasing signals together); and
- $f_i$ the complex beam pattern of the $i$th element.
If all elements are identical (ignoring mutual coupling between elements), and if a uniform weighting of the element signals is used (i.e. \( \forall i, |w_i| = 1 \)), the tile beam simplifies to the multiplication of the array factor with the individual element pattern, as shown in Eq. (2):

\[
E(R(\theta, \phi)) = f_i(R) \sum_{i=1}^{N_{\text{ant}}} e^{j \frac{2\pi}{\lambda} n_i R} = f_i(R).AF(R),
\]

(2)

where \( AF \) is the array factor (Mailloux 2005). We normalise the power beam patterns \( P_n = P/P_{\text{max}} \) to compare the relative SLLs in arrays with different \( N_{\text{ant}} \).

The distribution of elements in the tile is key to shape the characteristics of the tile beam. Regardless of the regularity of the element arrangement, Eq. (2) makes the tile response equivalent to a single telescope with an aperture equal to the tile aperture, but that can be electronically steered, depending on the phase distribution of \( w_i \).

In addition, the normalised power beam pattern can then be used to compute the beam integral (Eq. (3)), which is a constant for a given tile and a given pointing direction. The whole beam pattern can be split at the primary beam first null into the primary-lobe region \( \Omega_{\text{pl}} \) and the side-lobe region \( \Omega_{\text{SL}} \). All tile beam characteristics will be derived from these two regions:

\[
\int_{4\pi} P_n(\theta, \phi) d\Omega = \Omega = \Omega_{\text{pl}} + \Omega_{\text{SL}}.
\]

(3)

2.3. Analogue versus digital solution for tile beamforming

The in-phase (and possibly weighted) sum of individual element signals forms the beamformed response of the phased array. The beamforming can be digital or analogue in nature. To steer the synthetic beam towards one direction, delays are artificially inserted between signals so that any plane wave coming from this direction can arrive in phase to the input of the signal summation block. The theoretical set of delays to apply to element signals can be computed exactly for any direction in the visible sky.

In digital beamforming, the phasing up of the elements (in amplitude and phase, for each frequency channel) takes into account their exact element relative positions. Thus, elements can be placed in arbitrary positions following Eq. (1). This offers the maximum flexibility in terms of beam steering (one can create as many 'beamlets' as available frequency channels) but it does not reduce the signal digitisation effort. Indeed, large computing power is required to digitise and channelise each antenna signal before beamforming (as the latter is usually done in the Fourier space under the assumption of a narrow bandwidth). This is manageable for LOFAR-LBA (48 or 96 elements per 'station') but it is intractable for a single big station composed of the ~131 000 elements planned for SKA-Low. Instruments of such scale have to be hierarchical and have distributed data streams by necessity.

Conversely, analogue beamforming is achieved with the use of analogue delay lines, a switchable system connected to coaxial cables of various (but discrete) lengths or strip and/or electric components on a circuit board. These delay lines insert the same set of physical delays (or ‘true time delays’) to all frequencies in a row. Such an analogue phasing system 'imposes', however, some constraints on the loci of elements, as any arbitrary distribution cannot be phased up with the same set of fixed length cables. In order to reduce the phasing system cost, regular element layouts (e.g. a 4 × 4 square grid) enable the mutualisation of delay lines per pair of elements. Indeed, the same set of cables can be used to phase one pair of symmetric elements. In other words, the delay lines used to delay \( \text{Ant}_1 \) by +\( \Delta T \) with respect to \( \text{Ant}_2 \) can also be used to delay \( \text{Ant}_2 \) with respect to \( \text{Ant}_1 \) in the opposite pointing direction. Such cost saving can be obtained with regular tiles as adopted by LOFAR-HBA and the MWA with the 4 × 4 square tiles. However, such an element distribution can imply the presence of strong grating lobes (and a high level of side lobes) in the corresponding array factor that can be partially mitigated later in the instrument response. In this study, we aim to significantly improve the performances of the tiles (with respect to the 4 × 4 square tiles), by determining the optimal number of elements and the optimal layout of elements in the tiles, without increasing their construction and phasing cost.

In the next two sections, we review the impact of the array configuration on the figures of merit we have defined: (i) at the tile level, when the number and distribution of elements are optimised (Sect. 3); and (ii) at the instrument (or station) level, when the distribution of tiles is optimised (Sect. 4). For the latter, we particularly study the effect of rotating the tile layout on the whole instrument synthetic beam.

3. Optimisation of the element number and layout in a tile

3.1. Figures of merit and cost function

We define our figures of merit as the maximum SLL (the maximum of the beam in the region \( \Omega_{\text{SL}} \)) and the side-lobe power (SLP, the integral of the total power in \( \Omega_{\text{SL}} \)) is the cost function (CF). For regular arrays, the SLL might also include ‘grating lobes’. We also monitor the beam half-power beam width (HPBW) and axial ratio (AR), computed in the region \( \Omega_{\text{pl}} \), conditioning the FOV of an array composed of such tiles.

3.2. Formulation of the optimisation problem

As described in Sect. 2, the best arrangement of in-tile elements should maximise the size of the primary lobe and minimise the SLL. Finding such a distribution of elements in a tile can be expressed as an optimisation problem that has the opposite objective to an optimisation that would improve the tile beam’s high angular resolution (i.e. achieving the smallest HPBW). Indeed, while reducing the SLL can be interesting for the interferometric or phased-array intrinsic characteristics of the tile, we also seek out the reduction of the SLP, since it mechanically induces the increase in the HPBW (discussed in Appendix A). The CF of our problem formulation focuses on minimising both the SLL and the SLP.

The problem of arranging elements on a continuous plane (as seen in Girard 2013) is an even more computationally difficult problem to handle than that of arranging them on a discrete ‘grid’ (that is an NP-hard combinatorial problem). Both continuous and discrete problems lack theoretical solutions and can only be solved using numerical methods.

3.3. Optimisation methods

We used two distinct optimisation methods: (i) a ‘deterministic’ approach (hereafter referred to as ‘KOGAN’, Kogan 2000), which exploits the continuity and derivability of the tile beam pattern to reduce the SLL; and (ii) a ‘stochastic’ approach (our implementation derived from simulated annealing,
Kirkpatrick et al. 1983, called ‘SA’), which uses a thermodynamic analogy to reduce the CF.

Each method iteratively modifies the distribution of elements in a 2D continuous plane by applying elementary shifts between elements.

First, in the KOGAN method, the shifts are computed in a deterministic way in order to minimise the beam pattern in the direction of the current maximum SLL (forming a similar method as a gradient descent where the gradient is the first and the second derivative of the beam pattern). As the information coming from the derivatives are local, the method could easily get stuck in local optima.

Second, in the SA method, the CF is considered as an analogy of the energy of a distribution of hot particles being cooled down and crystallising towards a perfect crystal, hence minimising the whole distribution energy (taken as the SLP in our case). By trying random shifts for each element in the tile, new tile configurations can either be accepted or rejected if the new configuration minimises the energy or not. A statistical acceptance criterion (i.e. the metropolis criterion Kirkpatrick et al. 1983), depending on a cooling schedule of the system temperature, enables the system to cool down towards lower energy states, hopefully forming a perfect crystal that will provide a global optimum, reducing the CF.

The optimal in-tile configurations (referred to as ‘solutions’) are composed of a finite number of elements that sample the array aperture, which will condition the performance of the full array made of optimal tiles. Due to the large parameter space, we describe the limits taken for the optimisation. The detailed implementations of these methods, as well as their convergence conditions, can be found in Appendices B.1 and B.2.

3.4. Optimisation parameters

We considered small tiles composed of \( N_{\text{ant}} = O(10) \) elements that can freely move in the 2D plane but cannot overlap over one another. We normalised all distances to \( \lambda \) to make the solutions easily transposable to any wavelength. In a regular phased array, an inter-element distance above \( \lambda \) induces the presence of grating lobes in the beam. Due to the small number of elements, and to enable the exploration of positions and inter-element distances, the initial distributions were drawn uniformly over a disk of 4 \( \lambda \) in diameter, and imposing a minimum element collision distance \( d_{\min} \) based on the conservation of the effective area at wavelength \( \lambda \) (see defined and enforced in Appendix A).

Tile beam patterns were computed with elements perfectly phased towards the zenith with equal weighting \( (w_i = 1, \forall i \in 1, N_{\text{ant}}) \), following the definition of Eq. (2) in Sect. 2.2). All elements were assumed to be identical, but we considered two representative element beam patterns \( f_i \), that multiply the array factor \( AF \) (see Eq. (1) in Sect. 2.2):

(i) an isotropic element pattern: \( f_{\text{iso}}(\theta, \phi) = 1 \), so that the optimisation falls back to optimising the array factor only; and
(ii) an idealised dipole pattern with azimuthal symmetry (over the azimuth \( \phi \)): \( f_{\text{dip}}(\theta, \phi) = \cos(\theta) \), (corresponding to a cos\(^2\) \( \theta \) dependence in the power pattern) to take into account the directional extinction with the zenith angle \( \theta \) (from the zenith towards the horizon) of the response of a horizontal dipole.

These two patterns are azimuth independent and encompass the behaviour of an ideal \( \lambda/2 \) dipole element: an isotropic gain in the H-plane (normal to dipole axis) and a \( \cos(\theta) \) dependency in the E-plane (containing the dipole axis and normal to the H-plane, see Balanis 2005). The choice of these representative patterns was motivated by real elements used in phased arrays.

3.5. Computation of the cost function: SLL and SLP

The beam regions are represented in Fig. 1, which shows the case of an elliptic primary lobe, slit into the inner primary-lobe region \( \Omega_{\text{PL}} \) (white circle) and the side-lobe region \( \Omega_{\text{SL}} \) (shaded area). The SLL corresponds to the strongest side lobe over all the \( \Omega_{\text{SL}} \), down to the horizon, whereas the SLP is defined as the integral of the beam in \( \Omega_{\text{SL}} \) (see Eq. (3) for justification).

For the two algorithms, the primary-lobe region \( \Omega_{\text{PL}} \) was defined by the zenith angle \( \theta < \theta_{\text{1st null}} \), where \( \theta_{\text{1st null}} \) marks the zenith angle of the pattern first null, derived from the first-order derivative along \( \theta \). Beyond the first null, we defined the side-lobe region \( \Omega_{\text{SL}} \). If the primary lobe is not symmetric in azimuth \( \phi \) (e.g. elliptic, due to an elliptic element distribution), the position of this first null varies and can be different various azimuth \( \phi \). To penalise the asymmetry of the primary lobe, we digitally imposed the definition of \( \Omega_{\text{SL}} \) to take the lowest value of \( \theta_{\text{1st null}} \) over all azimuth \( \phi \):

\[
\theta \leq \theta_{\text{1st null, min}} = \min_{\phi \in [0, 2\pi]} (\theta_{\text{1st null}}(\phi)). \tag{4}
\]

For elongated element distributions, the primary lobe is elongated and a fraction of it is counted in \( \Omega_{\text{SL}} \) rather than in \( \Omega_{\text{PL}} \). As a result, we can predict that the minimisation of SLL and SLP will tend to enforce symmetric patterns without the need to implement additional constraints on the primary-lobe AR.

3.6. Exploration of the tile parameter space

Due to the complexity of the parameter space (e.g. elements number and location), we illustrate the impact of the element...
in Sect. 3.6.4. Finally, in Sect. 3.7, we give a summary of the obtained solutions and discuss them against the constraints of digital versus analogue phasing.

3.6.1. Optimal distributions of elements for \( N_{\text{ant}} = 5 \) and \( N_{\text{ant}} = 22 \)

Panels a–d of Fig. 2 display examples of the final optimal distributions (left) and the corresponding normalised power beam pattern (right) for the \( N_{\text{ant}} = 5 \) and \( N_{\text{ant}} = 22 \) cases, both with the element patterns \( f_{\text{iso}} \) and \( f_{\text{dip}} \). Each element optimal position is represented with a circle of diameter \( d_{\text{min}} \), representing the minimal distance between the elements, as well as the 2D footprint of the element effective area evaluated at zenith at wavelength \( \lambda \) (see Appendix A). The normalised power beam patterns are plotted as a function of \( \theta \). Azimuth profiles were sampled every \( \Delta \phi = 20^\circ \) and are stacked in grey, and the black line profile is where the maximum SLL is located. Information such as the maximum reached SLL and AR is reported in each plot.

In all four cases, the SLL was reduced compared to the original beam pattern with random initial distributions, and consequently, the HPBW was enlarged. The optimal element distributions are found to be relatively compact and present some circular symmetry. They are associated with a symmetric primary lobe with an AR of \( \sim 1 \).

We consider, in the case of Fig. 2b, that the power diagram is composed of the primary lobe only (SLL \( \ll -100 \) dB) down to the horizon. Observations of the array shape during the run showed that, while the elements were moving and getting closer to one another, the side lobes present in the visible region were ‘expelled’ from this region. The optimal distributions obtained with the two element patterns are identical for \( N_{\text{ant}} = 5 \) (despite being randomly rotated due to initial and/or final conditions) and they are relatively close, but distinct, in the \( N_{\text{ant}} = 22 \) case. The difference between the two distributions at \( N_{\text{ant}} = 22 \) is the arrangement symmetry of the inner elements. In the array of Fig. 2d, no clear symmetry can be observed, while in Fig. 2c, one axis of symmetry (parallel to the X-axis) exists, as well as an almost three-fold symmetry of 120°.

The difference in individual element beam patterns \( (f_{\text{iso}}) \) and \( f_{\text{dip}} \) does not directly explain the difference between the SLLs in Figs. 2c and d. Indeed, the maximum SLL of Fig. 2c is located at \( \theta = 38^\circ \), the value of the ideal dipole power pattern in this direction being 0.62 (i.e. 62% of the maximum value at zenith). If we use the same array distribution as in Fig. 2c but with the other element pattern, \( f_{\text{dip}} \), the SLL value only changes from –25.6 dB to –27.7 dB in Fig. 2d, compared to –31.1 dB in Fig. 2c. Therefore, the relative distribution of elements plays an important role in the array’s SLL compared to the effect of the element pattern.

Conversely, if we compute the power pattern of the array of Fig. 2d with \( f_{\text{iso}} \), large side lobes appear close to the horizon (\( \theta \approx 90^\circ \)) and the SLL increases to –17.32 dB. This shows that during the optimisation with \( f_{\text{dip}} \), the "undesired" powerful side lobes are being "pushed away", towards the horizon, where \( f_{\text{dip}} \) is known to take lower values (whereas they must be pushed further away in the invisible region with \( f_{\text{iso}} \)). One important aspect of this experiment is that the two element patterns, \( f_{\text{iso}} \) and \( f_{\text{dip}} \), constrain the optimisation differently.

Some elements in the inner part of the distribution may occupy positions that generate far side lobes (in the array factor), which dampen as \( f_{\text{dip}} \) tends to zero at the horizon, resulting in low SLL values. With \( f_{\text{iso}} \), the array factor is not dampened by the element pattern down to the horizon \( (f_{\text{iso}} \sim 1, \forall \theta ) \). As a
result, the SLL reduction will be more constrained by the relative positions of the elements in the distribution and lead, in the case of \( f_{\text{ant}} \), to a distribution of elements presenting some symmetry. From these four cases, we infer that the irregularity and, to a certain extent, the overall symmetry of the element distribution in the central part of the distribution, are necessary conditions to obtain low SLL and a symmetric primary lobe. At this stage, and depending on the optimisation algorithm used, the convergence to a solution and the unicity of the obtained solutions are not guaranteed. This is discussed in the next section, with a quantitative analysis conducted for all values of \( N_{\text{ant}} \) and the two algorithms.

3.6.2. Variations in the tile beam shape with \( N_{\text{ant}} \)

We conducted the optimisation of a tile composed of \( O(10) \) elements (from \( N_{\text{ant}} = 5 \) to 22) using the two algorithms defined above. For each value of \( N_{\text{ant}} \), \( N_{\text{init}} = 10 \), initial random distributions were optimised in order to study the statistical distribution of the solutions. In Sect. 3.6.3, we analyse the effect of \( N_{\text{ant}} \) on the SLL performance, while in Sect. 3.6.4 we focus on the morphology of the resulting primary beam.

3.6.3. Side-lobe levels versus \( N_{\text{ant}} \)

Figure 3 presents the resulting SLL values of the power diagram after optimisation of tiles using isotropic \( (f_{\text{iso}}) \) and ideal dipole \( (f_{\text{dip}}) \) elements. The SLL is expressed in dB computed from a normalised power pattern (therefore, removing the effect of increasing the number of elements). As a matter of comparison, we also overplotted the initial mean and standard deviation (hereafter \( \sigma \)) values for the SLL of the initial random element distribution (hollow circles) and error bars. The other points (filled circles) are the final mean values and the \( \sigma \) computed over the \( N_{\text{ant}} \) element distributions. The occurrence of identical element distributions is high when the error bars are small.

For both element beam patterns, \( f_{\text{iso}} \) and \( f_{\text{dip}} \), the dashed line is the best linear fit on the SLL mean value of the initial random distributions. With an increasing value of \( N_{\text{ant}} \), we can see that the SLL, computed over the random initial distributions, decreases linearly by \( \approx -10 \text{ dB} \) from \( N_{\text{ant}} = 5 \) to \( N_{\text{ant}} = 22 \), which confirms the previous result seen in Fig. 2. From Lo (1964), Hendricks (1991), and Steinberg (1972), we can derive that this value decreases approximately with \( N_{\text{ant}}^{\alpha} \), with \( \alpha \approx -0.5 \) at low values of \( N_{\text{ant}} \). The effective values of \( \alpha \), extracted from Fig. 3 (left and right), are respectively \(-0.53 \) and \(-0.49 \), showing the agreement with this power law. This decrease depicts the ‘natural’ decrease in the SLL as the number of elements increases. In all cases, both algorithms successfully managed to converge to solutions with a lower SLL (on average), which depends on \( N_{\text{ant}} \). We note that specific values of \( N_{\text{ant}} \) (especially for low \( N_{\text{ant}} \) values) provide a larger reduction of the SLL than their neighbouring values, potentially marking some ‘magic’ optimal number of elements under our constraints.

In the case of an isotropic element pattern, the SLL levels obtained with KOGAN smoothly decrease with \( N_{\text{ant}} \) by 2 dB to \( \approx -15 \text{ dB} \) compared to the initial value, and meet a plateau shared with that of the SA algorithm at high \( N_{\text{ant}} \). In the interval \( N_{\text{ant}} < 12 \), the difference between the two algorithms ranges from 2 to 20 dB, whereas for \( N_{\text{ant}} > 12 \), the difference in the mean values is \( \leq 5 \text{ dB} \). For the SA algorithm, the \( \sigma \) decreases slowly with \( N_{\text{ant}} \), while remaining fairly constant with KOGAN.

In the case of the dipole element pattern, for \( N_{\text{ant}} \leq 12 \), both the mean and \( \sigma \) strongly fluctuate, and for \( N_{\text{ant}} > 12 \), both values vary smoothly with \( N_{\text{ant}} \). Differences between the two algorithms are clear as shown by the arrows, telling us that optimal solutions were reached mostly with the SA algorithm (usually with cancelled side lobes). For \( N_{\text{ant}} > 12 \), the improvement of the mean SLL is steady for both algorithms and is around 10–25 dB below the initial value. The values of \( \sigma \) are also comparable (except for \( N_{\text{ant}} = 14, 16, 17, 18 \)).

The variation in SLL with \( N_{\text{ant}} \) is smoother in the isotropic pattern case than that in the dipole antenna case. For an isotropic pattern, the side lobes are not cancelled out down to the horizon. As a consequence, the level of the far side lobes raised the minimum achievable SLL. The number of elements \( N_{\text{ant}} \) has an important effect on the structure of the solution space where high \( N_{\text{ant}} \) values are associated with more local minima. For \( N_{\text{ant}} > 12 \) with both element patterns, similar values of SLL indicate that the same element distributions were found with the two algorithms. These solutions may be global minima reached by the two algorithms, or local minima to which they
Fig. 4. Values of the HPBW (top) and AR (bottom) obtained with the two algorithms (SA and KOGAN) using the two element beam patterns $f_{iso}$ (left) and $f_{dip}$ (right). The conventions are identical to those of Fig. 3, except for the star symbol, which represents the maximum encountered HPBW value with both optimisation methods, and the horizontal dashed line, which represents a symmetric primary lobe with AR = 1. The hollow squares represent the HPBW values of 13° (left) and 12° (right) for a 4×4 tile with an element spacing of $\lambda/2$. For this tile the AR is always equal to one.

have both converged. As the definitions of the CFs are different, it is more likely that the two algorithms, by evolving on two different spaces, independently reached similar solutions that seem to be the global optima for this range of $N_{ant}$.

In Figs. B.1 and B.2 are plotted the 2D distributions of the solutions obtained respectively in the isotropic case and the dipole case. All plotted distributions minimise the SLL and are associated with asterisks in Figs. 3 and 4. Depending on $N_{ant}$, they were obtained either using the SA or the KOGAN algorithm. Given the initial constraints of optimisation, one can derive the following general properties from Fig. B.2.

3.6.4. Beam shape versus $N_{ant}$

The reduction of the SLL comes with a widening of the primary beam, as explained in Appendix B.2.1. Figure 4 presents the HPBW and AR values of the resulting power diagrams. The figure follows the same standards as in Fig. 3. The maximum value of HPBW, for all algorithms, and the minimum value of SLL, are represented with asterisks.

In Fig. 4, the statistics over HPBW and AR are presented with the same conventions as in Fig. 3. The mean HPBW values of initial random distributions appear to be independent of $N_{ant}$, whereas the mean AR decreases significantly with $N_{ant}$. This is due to the fact that the HPBW of a uniform element tile is proportional to $\lambda/D$ (with $D$ being the diameter of the tile) and does not depend on the number of elements that compose the tile. Conversely, the relative positions of the elements strongly impacts the shape of the primary lobe, especially at low $N_{ant}$ where the location of each element contributes a lot to the beam pattern morphology. From 2D random distributions with low $N_{ant}$, the primary beam is expected to have initial values of AR larger than one. These values tend to be reduced as $N_{ant}$ increases, because the disk in which the initial distributions are drawn become filled by more and more elements, lowering at the same time the statistical contribution of the location of one particular element.

With the isotropic element pattern, the solutions obtained with the two algorithms for $N_{ant} < 10$ provide no side lobe in the visible region, and therefore come with the widening of the beam depicted in Fig. 4. In Fig. 4 (left), we can see a difference between the range $N_{ant} < 10$ and $N_{ant} > 10$. For $N_{ant} < 10$, the final solutions found with the SA algorithm bring a much larger HPBW than that obtained with the KOGAN algorithm. However, in the $N_{ant} > 10$ range, the HPBW improvements become smaller with increasing $N_{ant}$. In addition, the values obtained...
with the SA algorithm are systematically larger by \(5 \times 10^5\) than those obtained with KOGAN. In Fig. 4 (left), mean and \(\sigma\) AR values with the SA algorithm are higher and evolve more erratically with \(N\text{ant}\) than those of KOGAN, and can even sometimes overcome the initial value.

In the case of the dipole element pattern, in Fig. 4 (right), we have a clear regime separation between the \(N\text{ant} < 10\) and \(N\text{ant} > 10\) ranges. For \(N\text{ant} > 10\), the HPBW values obtained with the two algorithms follow the same trend with \(N\text{ant}\) and correspond to the analogue tile size. For \(N\text{ant} < 10\), SA gives systematically better HPBW values. The differences in the HPBW values obtained with KOGAN and SA are due, at least in part, to the two different definitions of their CF. To a certain extent, it is possible to minimise the SLL without interfering with the size of the beam, whereas the minimisation of the SLP imposes the widening of the primary lobe (Appendix B.2.1). However, high values of HPBW obtained with the SA algorithm sometimes come at the cost of the beam symmetry. Indeed, an element distribution that minimises the SLL may maximise the AR (e.g. times come at the cost of the beam symmetry. Indeed, an element size of the beam, whereas the minimisation of the SLP imposes it is possible to minimise the SLL without interfering with the values obtained with KOGAN and SA are due, at least in part, to the two different definitions of their CF. To a certain extent, it is possible to minimise the SLL without interfering with the size of the beam, whereas the minimisation of the SLP imposes the widening of the primary lobe (Appendix B.2.1). However, high values of HPBW obtained with the SA algorithm sometimes come at the cost of the beam symmetry. Indeed, an element distribution that minimises the SLL may maximise the AR (e.g. \(N\text{ant} = [7, 8, 9])\) if, for example the element distribution is closely packed but elongated in a particular direction. Conversely to Fig. 4 (left), Fig. 4 (right) presents a range of \(N\text{ant}\) where the two algorithms show close performances. The low AR \(\sigma\) values in \(N\text{ant} = [11, 16]\) show that the two algorithms have reached to the same optimal element distributions (over the 10 runs) that provide a symmetric beam.

The main difference between the isotropic and dipole element patterns are clearly seen with the zenith angle. The decrease in the dipole pattern to zero down to the horizon seems to help KOGAN and SA converge to reproducible solutions (i.e. lower error bars in Fig. 3) with similar SLL reduction. In the case of the isotropic pattern, SA seems to give systematically better solutions with a larger HPBW than KOGAN for the entire range of \(N\text{ant}\). In addition, at \(\theta = 90^\circ\), \(|f_{\text{iso}}|\) equals one, whereas \(|f_{\text{iso}}|\) equals zero. Therefore, for both element patterns, the HPBW \(\sigma\) is larger at low \(N\text{ant}\) than at high \(N\text{ant}\), because as the array increases in size, the corresponding beam pattern has a thinner primary lobe that is less subject to the particular variation of the element pattern at high \(\theta\) values.

3.7 Results of the tile study

3.7.1. General shape of optimal element distributions in tiles

At each \(N\text{ant}\), the solutions for \(f_{\text{iso}}\) and \(f_{\text{dip}}\) seem to follow the same structuring rules, except for some special cases (e.g. for \(N\text{ant} = 8, 10, 12\) in Fig. B.2). These particular distributions are optimised for SLL, and since the two CF do not include any explicit constraint on AR, there is no reason for them to present symmetry. Reproducibility of the complete set of possible optimal solutions is rather impossible to guarantee, due to the high number of free parameters brought by \(N\text{ant}\). However, for small \(N\text{ant}\) values, we could reproduce the same solutions with good confidence.

The optimal distributions are irregular. This property appears indeed necessary to avoid grating lobes and strong side lobes (that appear in the presence of any regularity). Using the interferometric approach (Appendix B.1.1), by decomposing the array in pairs of elements (i.e. in baselines, each associated with one \((u, v)\) spatial frequency), we can highlight the differences between regular and irregular arrays. In regular arrays, the large redundancy of identical baselines provides the same \((u, v)\) components that are associated with the sensitivity of the same spatial frequencies of the observed target. This results in constructive interferences, whose ‘weight’ will dominate the other spatial contributions. In the array factor, this promotes the presence of grating lobes that are as powerful as the main lobe (which is, itself, the grating lobe situated at the array phase centre). In irregular arrays, with low redundancy, the \((u, v)\) space is richer in various \((u, v)\) components and provides a better sampling of the Fourier transform of the aperture autocorrelation. The resulting beam pattern shows no grating lobes and a relatively low level of side lobes.

The optimal distributions are compact. As mentioned above, the overall size of the array conditions the HPBW. With compact element distributions, one ensures the widest primary beam. However, due to the distance limit between elements (Appendix A), a small dense tile arrangement presenting high compacity comes with the risk of bringing high internal regularity (as in a crystal mesh) because of the limited number of possible packed arrangements of the elements (see Fig. B.2 for \(N\text{ant} = 7\) and \(N\text{ant} = 15\) to 20). The compacity of the array reduces the length of the longest baseline, resulting in a decrease in the angular resolution of the array (i.e. a wider primary beam). Some ‘optimal’ distributions present a structure in two parts, an internal ‘core’ surrounded by a circular ring of elements (see Fig. B.1 for \(N\text{ant} = 7\) and \(N\text{ant} = 16\), and Fig. B.2 for \(N\text{ant} = 17, 18\)). The compactness of optimal arrays can be justified from the Fourier relation between the aperture of the distribution and the HPBW (as stated in Appendix B.1.1). Indeed, if a wide Gaussian primary beam is desired, it is only achieved by forming an element distribution that tends to a continuous or compact Gaussian coverage. Since the number of elements is limited, no such aperture filling is possible. Nevertheless, thin Gaussian beams can be approached by using enough elements distributed over a large surface to sample a Gaussian aperture, or using non-uniform weighting. Our optimal tile arrangement should work with broad-band elements. As the wavelength changes quickly across the band, and the compacity depends on the minimal distance between elements, a compromise has to be found to limit the overlap between the element effective areas. The optimal array should be scaled with respect to the optimal wavelength, \(\lambda_{\text{opt}}\), which will split the part of the band where the effective area overlaps \((\lambda > \lambda_{\text{opt}})\), so that where the tile is not seen as compact \((\lambda < \lambda_{\text{opt}})\).

The optimal distributions present symmetries. Some solutions present axial symmetry or ‘pseudo’ axi-symmetry properties. As we imposed that the HPBW be large and symmetric, and that they present a low SLL, the resulting distributions are roughly circular. The combination of array irregularity with this circular symmetry results in arrays that cannot be superimposed to themselves by any rotation \(R_\theta \neq 2\pi\) (see Fig. B.1 for \(N\text{ant} = 8, 11, 15\)). Some other solutions (see Fig. B.2 for \(N\text{ant} = 5, 6, 7, 16, 19\)) rather present axial symmetry (from one to three axes). At low \(N\text{ant}\), it is difficult to form an irregular array that provides a symmetric primary lobe with only a few elements (indicated by the large initial values of AR in Fig. 4). Even if a condition on the AR is not implemented explicitly in the SLL and SLP, their definition enforces the circularisation of the beam (Fig. 1), leading to a compact regular distribution at low \(N\text{ant}\).

By examining the distributions from \(N\text{ant} = 12\) to 17 in Fig. B.1, we can identify the distribution with \(N\text{ant} = 16\) as the one where a sufficient number of elements is ‘profitably’ distributed in the tile (and giving the best SLL in this range of \(N\text{ant}\)). As \(N\text{ant}\) increases from 12 to 15, the corresponding distributions
converge to the $N_{\text{ant}} = 16$. Each new added element seems to occupy the location where it appeared to be missing in the preceding distribution. This suggests that there could be some optimal number of elements that lead to improved array characteristics. Figure B.2 presents an analogue behaviour in the same interval of $N_{\text{ant}}$.

One can also notice that the element distributions with $N_{\text{ant}} = 20$ in Fig. B.2 and $N_{\text{ant}} = 18, 19$ in Fig. B.1 can be considered as the merger of two ‘elementary’ tiles. Generally, the distributions with large $N_{\text{ant}}$ ($N_{\text{ant}} = 16, 17$) often seem to enclose the ‘core’ distributions, such as the one with $N_{\text{ant}} = 7$. These two observations may underlie that for specific elements numbers, the optimal distribution (at large $N_{\text{ant}}$) is composed of the assembling of distributions found at lower values of $N_{\text{ant}}$. Conversely, $N_{\text{ant}} = 9$ in Fig. B.1 and $N_{\text{ant}} = 8, 10, 12$ in Fig. B.2 show little or no symmetry. This is again probably due to the lack of an explicit minimisation constraint on AR in the CF definition. The corresponding primary lobe is asymmetric, as depicted in Fig. 4.

3.7.2. Optimal element distribution for NenuFAR analogue tiles

As shown in the previous section, we could find ‘optimal’ element distributions in the range $N_{\text{ant}} = 5$ to $N_{\text{ant}} = 22$. The irregularity of such solutions guarantees a minimum SLL and a wide tile beam, increasing the instrument FOV. Real tile implementation usually includes dipoles with element patterns comprised between isotropic ($f_{\text{iso}}$) and dipolar ($f_{\text{dip}}$) extreme cases. Therefore, the previous optimal distribution can be used to optimise the tile response at zenith and towards some azimuth on the horizon.

For the next generation digital radio telescopes containing >100,000 broad-band elements, such as SKA-LOW, a two-stage hierarchical layout helps to reduce the computational effort and energy consumption, compared to complete element digitisation. As these facilities use broad-band elements (i.e. 10–100 MHz), their signal must be phased and combined with a local analogue beamforming system at the tile level. A large number of directions should also be electronically reachable, and therefore a lot of analogue delays should be applied to the element signals for accurate beamforming.

An irregular tile requires a costly analogue phasing system where $N_{\text{delay lines}} = N_{\text{ant}}$. In a regular array, however, delay lines can be grouped to phase up pairs of elements (as depicted in Sect. 2.3). Regularity in the tile, enabling the same signal streams to be grouped in mutualised delay lines, represents cost reductions, especially if the tile is replicated several hundred times. The principle of delay lines is beyond the scope of this paper but we refer the interested to van Haarlem et al. (2013) and Girard (2013).

Practical implementation of the tile layout and the analogue phasing strategy impose the choice of a more symmetrical and more regular distribution of elements within the tile, close to the optimal ones defined before. One reasonable choice from our previous study would have been the $N_{\text{ant}} = 16$ solution. The closest regular solution that matches the features of the optimal solution is a regular array sharing the seven central elements in a hexagonal tile: one central element surrounded by two concatenated hexagons, for a total of 19 elements arranged on an equilateral mesh. This solution has a lot of symmetries and a regular pattern, and thus has grating lobes but inherits some FOV properties from the irregular optimal solution. The tile layout shown in Fig. 5 is the one selected for the design of the NenuFAR tiles (Zarka et al. 2012, 2015, 2020).

When NenuFAR construction is complete, it will consist of 96 19-element hexagons (hereafter hex19) tiles and six extended tiles to improve the $(u, v)$ coverage of the whole instrument.

4. Impact of the layout and distribution of tiles on the instrument response

In the second part of this study, we evaluate the impact and potential advantage of using the 19 element hexagonal tile compared to using the classical $4 \times 4$ (hereafter sq16) tiles, used in the LOFAR HBA or the MWA. We study, in particular, the impact of randomly rotating the frame of the tile to mitigate grating lobes coming from the tile regularity.

4.1. Study parameters

First we defined an array of $N_{\text{tiles}}$ ($N_{\text{tile}} \sim 100$, as in LOFAR-HBA international stations or the MWA) with random positions and rotation angles. We drew a large number of such random arrays, and for each of them we compared the same two CFs (SLL and SLP) of the whole instrument response composed of hex19 or sq16 tiles. This led to inconclusive results, as the ‘noise’ introduced by the vast randomness of possible tile distributions was larger than any noticeable differences between the two types of tiles.

Therefore, we defined a specific distribution of tiles with good aperture coverage characteristics inspired by Conway’s spiral distribution (Conway 1998, 2001) to get a reasonably uniform interferometric baseline distribution (i.e. a uniform $(u, v)$ coverage). Figure B.3 presents the instrument array under test, made of successive rings surrounding a central tile. The concentric rings include between five and 14 tiles, and their radii follow a geometrical progression and are rotated from each other so as to mimic spiral arms without any symmetry. We explored the range of $N_{\text{tiles}} = 6, 12, 19, 27, 36, 46, 57, 69, 82, 96$, each with a distribution ensuring a non-redundant $(u, v)$ coverage without large side lobes in the corresponding dirty beam. For this study, arbitrary lengths between tiles were used with no restriction or control of tile overlapping.

Firstly, we investigated the effect of tile rotation on the array response. Secondly, we quantified the robustness of this
effect with different stepping of the rotation angle between tiles. Thirdly, we compared the impact of tile rotation with hex19 tiles and sq16 tiles.

### 4.2. Results

#### 4.2.1. Qualitative effect of hex19 tiles rotation on instrumental response

We first illustrate the effects of rotating (or not) the layout of the hex19 with respect to other tiles. As we wanted to keep the same polarisation measurements, only the layout was rotated by an arbitrary angle while the was kept element parallel over all the instrument (this can lead to inter-element mutual coupling that may vary from one tile to the other). We simulated $N_{\text{tiles}} = 96$ at the highest observing frequency of NenuFAR (i.e. 80 MHz), which corresponds to the worst-case scenario as a large number of grating lobes of the tile enter the instrument FOV while having a quasi-random distribution of side lobes and a small HPBW. We studied two pointing directions: the local zenith ($\theta = 0^\circ$), and a low-elevation direction ($\theta = 70^\circ$). Both the full instrument and the tile were electronically pointed towards these two directions.

The comparison between rotated or not rotated is seen in Fig. 6 (in the top four panels for the zenith pointing, and in the bottom four panels for the low-elevation pointing). Each line of Fig. 6 presents the stacking of 2D cuts of the instrument beam pattern at 0.5° resolution, in parallel planes of azimuth $\phi = 0^\circ$ or $\phi = 90^\circ$. Each plot shows the stacked beam profiles along with the maximum SLL. In the left column, the tiles were not rotated with respect to each other, while in the right column, they were rotated by an arbitrary angle (with $1^\circ$ steps). The grating lobes of the hex19 tiles can clearly be seen and play the role of an envelope for the side lobes of the instrument array factor. On the right, the effect of rotation translates as an overall increase in the average SLL, but this average is always lower than that induced by the tile grating lobes.

When the instrument and tiles are pointed at low elevation, the distribution of the ‘background’ side lobe forest and grating lobes changes dramatically (with respect to the zenith pointing) when the tiles are not rotated, whereas these variations are smoothed out when the tiles are rotated. This means that, in order to guarantee a steady instrument directional gain and quantitatively, we can see that tile rotation is necessary to lower the effect of the tile analogue pointing. The decrease in SLL is between 4 and 6 dB for both pointing directions, and the average SLL (computed on the 100 brightest side lobes) is respectively around 6 and 7 dB for both directions. Qualitatively and quantitatively, we can see that tile rotation is necessary to lower the effect of the tile beam pattern on the whole instrument response.

Following the same example, we can now determine the minimal angular step of tile rotation to achieve such an SLL reduction at $\nu = 20, 40, 60, \text{and} 80$ MHz. In Fig. 7, each panel represents the reduction of the maximal SLL as a function of the angular rotation step between tiles for both the zenith and low elevation. While at $\nu = 20$ MHz, no improvement can be seen, the three other frequencies display plateaus up to a maximum step at which the effect of tile rotation drops. For example, at $\nu = 80$ MHz, 10° rotation steps imply no significant loss in SLL reduction efficiency. Thus, rotation steps of 10° are as efficient as angular steps of 0.01°. This relaxes the constraint on the accuracy of the tile rotation with respect to when installed on the field.

#### 4.2.2. Comparing hex19 and sq16

To get a general idea of the effect of tile rotation depending on the size of the array, we conducted studies over $N_{\text{tiles}} = 6, 12, 19, 27, 36, 46, 57, 69, 82, 96$ and plotted the variation in the maximum SLL at $f = 80$ MHz in Fig. 8, and in Fig. 9 we plotted the side-lobe power fraction $\Omega_{\text{SL}}/\Omega_{\text{A}}$ in percentages, that is to say, the fraction of power in all the sky, excluding the main beam region of size 2$\lambda/D$ around the pointing direction. The left and right columns depict, respectively, the results when the tiles are not rotated or rotated, and the symbols refer to sq16 (black triangles) and hex19 (red squares).

For each number of $N_{\text{tiles}}$, for pointing directions different from zenith, we plot the SL levels in Figs. 8 and 9 for 12 different azimuths.

The main effect of tile rotation resides in an improvement of the SLL by 7–10 dB for both hex19 and sq16 designs, for all pointing directions and for various values of $N_{\text{tiles}}$. It is when the number of tiles is ≤80 that the highest SLL reduction is achieved. When pointed at zenith, the effect of the grating lobes is clearly damped, whereas for low-elevation pointing, the tile rotation only makes the SLL uniform along all azimuths at roughly the same level as without rotation. For certain values of $N_{\text{tiles}}$, rotated sq16 tiles sometimes outperform hex19 tiles.

However, in all cases, the hex19 tiles always have the lowest fraction of power in the main lobe compared to the sq16 tiles. As a consequence, the hex19 tiles make the instrument less impacted by isolated RFI and background noise. In addition, we see that around $N_{\text{tiles}} = 20–30$, the ratio reaches a minimum, suggesting that a modest instrument can already provide a fair sensitivity and a smooth beam. When the tiles are rotated, the distribution of power is less azimuth dependent, meaning that the pattern becomes more circularly symmetric. The improvement effect is more visible for a small number of tiles, and tends to make the behaviour uniform at the various azimuths. Indeed, rotating the tiles not only reduces the (average) SLL, it also circularises the synthetic array beam.

### 5. Conclusion and discussion

We have presented the results of the 2D optimisation of small element arrays that minimises their SLL and maximises their HPBW. This optimisation was carried out in the visible space only and with arrays pointing at zenith and at low elevation.

#### 5.1. Optimal distribution properties

We first used a modified deterministic algorithm (KOGAN, Appendix B.1.1) and a modified simulated annealing algorithm (SA, Appendix B.2.2) to address the optimisation in two different ways. We found solutions that minimise the SLL, and offer a wide (a large value of HPBW) and symmetrical (AR value close to one) primary beam. Optimal tile distributions are found to be irregular and compact, and to present elements of symmetry. We have also noticed that the solutions at high $N_{\text{ant}}$ can sometimes be decomposed in solutions of lower $N_{\text{ant}}$ (e.g. the distribution with $N_{\text{ant}} = 7$ is included in that with $N_{\text{ant}} = 16$ in Fig. B.1, and portion of the distribution with $N_{\text{ant}} = 16$ included in $N_{\text{ant}} = 20$ in Fig. B.2). This behaviour suggests that some specific numbers of elements (e.g. $N_{\text{ant}} = 7$ and $N_{\text{ant}} = 16$) form a ‘basis’ in the solution space defined by our constraints. We display optimal tile distributions with $N_{\text{ant}} = 5$ to $N_{\text{ant}} = 22$ elements. We obtained optimised distributions of elements suitable for digital beamforming (or analogue beamforming with one delay line
Fig. 6. Beam pattern profiles for an instrument with 96 tiles, for zenith observations (four top plots) and low-elevation pointing (four bottom plots). Each group of four plots shows the stacking of 2D profile cuts of the beam pattern (cuts parallel to azimuth $\phi = 0^\circ$ (left column) and $\phi = 90^\circ$ (right column)). The envelope associated with the grating lobes of the tile limit the level of the instrument side-lobes array factor. Rotating the tiles helps lower these strong grating lobes envelope and smooth the SLL around a constant level that is likely independent of the pointing direction.

per antenna) in a small element tile. However, optimal solutions lead to arrays that are expensive to phase with analogue systems because of their lack of regularity, which makes analogue phasing systems cheaper (see Sect. 2.3). Thus, we proposed a compromise, hex19, which displays a regular pattern using an equilateral lattice that was selected for NenuFAR. The triangular lattice presents statistically fewer grating lobes in the sky than a square lattice Mailloux (2005) and Wayth et al. (2018). We compared the performance of hex19 to that of sq16 within a simulated tile arrangement in a whole instrument composed of $N_{\text{tiles}} = 6$ to 96. Relative random rotations at $10^\circ$ helps to mitigate the maximum SLL by reducing the impact of grating lobes in the array response, and while the rotation present advantages with both hex19 and sq16, hex19 will cause less contamination by isolated RFI and background noise. In addition, the regularity of the hex19 tile presents the serious advantage that only ten delay lines (per polarisation) are required to form the phasing system that enables the tile to point anywhere in the visible sky. Indeed, we need ten delay lines to fully phase the hex19 and sq16 tiles towards any direction in the sky, but we benefit from 20%
more elements and fewer side lobes with hex19. As the cost of an analogue tile is largely dominated by the cost of the broad-band analogue phasing system (cable lengths, and electronic summation cells and relays), the performances of hex19 significantly overcome those of sq16 for essentially the same cost.

This hex19 tile is now used as the building block for the NenuFAR array (both a LOFAR ‘super station’ and a large standalone low-frequency radio telescope – beamformer & interferometer – presently reaching the final construction stage at the Nançay Radio Observatory around the LOFAR FR606 station (see Zarka et al. 2012, 2020; Girard et al. 2012). It should be noted that the Focal R band Array for the Green Bank Telescope (GBT/FLAG, developed by the NRAO and Brigham Young University) is a focal plane array that was independently designed as a hex19 tile (see Roshi et al. 2017, 2018; Rajwade et al. 2018). The ‘kite’ phase array feed (PAF) is also constituted by an hexagonal array of 19 dual-polarisation dipole elements connected to cryogenised LNAs fed to a multi-beam pointing system. In the GBT case, the array beam shape was optimised to increase both the sensitivity and the radial symmetry to the \( \sim 20\)° FoV of the antenna. In particular, the element spacing arranged in a hex19 tile (12 cm, 0.56\( \lambda \)) at 1.4 GHz Roshi et al. 2017) enabled the formation of seven beams in the GBT FOV, angularly spaced by a half-power beam width. As a result, with the PAF size, the element size, and the relative distance, seven high-sensitivity beams can be formed to pave the antenna FOV, thus increasing the survey speed for the scientific programmes of the GBT. Our study provides a firm theoretical basis for this tile topology.

5.2. Convergence of the algorithms
Both the KOGAN and SA algorithms have advantages and drawbacks, depending on the number of elements and the topology of the chosen CF. The Kogan algorithm generally produced symmetrical distributions with low AR values (Fig. 4), whereas the SA algorithm converged to distributions providing larger HPBW values (Fig. 4). A more extensive statistical study at each \( N_{\text{ant}} \) (with >1000 random initial distributions) could be performed to improve the exploration of the CF space, and therefore of the solution space. This could help to qualify these solutions as local or global minima. But the solutions proposed here are already operational and provide very low SLLs and good pattern characteristics.

1 https://nenufar.obs-nancay.fr
The different cooling strategies (for SA) and different gain values (for SA and Kogan) can modify the convergence of the algorithms. However, the values of these parameters may not be adapted for all values of $N_{\text{ant}}$. It is the same if a stopping criterion is defined for both algorithms. This criterion may not be adapted at different $N_{\text{ant}}$ values, depending on the speed of convergence in the CF space having different topologies. A stopping criterion computed over a small number of iterations may abruptly stop the course of the convergence in a CF space presenting wide plateaus (where the CF variations fall below the limit defined by the stopping criterion) between valleys. In our study, we could raise the morphological trends that optimal solutions seem to provide. Deterministic algorithms fall easily in local minima but provide optimal solutions for small values of $N_{\text{ant}}$. However, the convergence to a global minimum with stochastic methods is only statistical and better solutions can always be found in such a large parameter space.

5.3. Experiment reproducibility

The code used in the optimisation was originally developed on IDL 7.1 and is available online\(^2\). A Python implementation is currently being written.

5.4. Limitations

This study focuses on the pattern optimisation brought by the relative arrangement of elements in a continuous 2D space with a uniform weighting scheme (all elements have the same weight in the array response). We focused on the topology of the optimal distributions and not on the efficiency of the two algorithms that were used to produce the results. The mutual coupling between the elements was not taken into account as it highly depends on the radiator geometry, their relative orientations, proximity, the electrical properties of each element, and the ground plane, and would have required a more complex approach involving electromagnetic constraint in the computation of the tile and array response.

5.5. Consequences for the design of large antenna arrays

As we mentioned in the Introduction, large arrays (such as the upcoming SKA1-LOW, Macario et al. 2022) will be composed of $\geq 100,000$ receiving elements that have to be arranged in sub-arrays. In the current design, a significant number of stations ($N_{\text{tiles}} = 512$) composed of $N_{\text{ant}} = 256$ broad-band dipoles, represent a tremendous engineering and signal processing challenge. In each SKA-LOW station, all antenna signals are digitally recorded and phased together numerically, which enables a lot of beamforming flexibility. However, cost and power consumption can limit the feasibility of such giant arrays. Special cases of analogue phased tiles and analogue phasing systems, such as HBA tiles or NenuFAR hex19 tiles, can represent a trade-off that could cut the cost, power consumption, and computing complexity, and can be a basis for an alternative solution for SKA1-LOW if the power consumption proves to be too high.

The flexibility of the digital beamforming is unfortunately limited by the present design of the SKALA elements (de Lera Acedo 2012), which has a main beam aperture at 45° maximum zenith angle compared to $\sim 70°$ maximum zenith angle in NenuFAR. This will be a significant limitation for very-wide-field surveys and instantaneous sky imaging. Regular small tiles may bring artefacts and grating lobes that can be mitigated by random relative rotations.
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Appendix A: Minimal distance between elements

To handle element collision, we defined a minimum distance between the elements to avoid overlapping and also to exclude trivial solutions with collocated elements (having no side lobes coming from the AF), with important effective area loss. Real elements used in phased arrays are mostly dipole-like elements. For that reason, we derived this minimal distance from the effective area of a single dipole, as the minimum distance that avoids effective area loss due to overlap. This distance \( d_{\text{min}} \) is then given by:

\[
A_{\text{eff}} = \frac{\lambda^2}{4 d_{\text{eff}}} = \pi r_{\text{min}}^2 = \pi \left( \frac{d_{\text{min}}}{2} \right)^2.
\] (A.1)

With \( \Omega_{\text{A}} = 8\pi/3sr \), we obtain \( d_{\text{min}} = 2\lambda/\sqrt{\pi \Omega_{\text{A}}} \approx 0.39\lambda \).

If the real array has to be optimised over a relatively large bandwidth spanning over \( [\lambda_{\text{min}}, \lambda_{\text{max}}] \) (with \( \lambda_{\text{max}} - \lambda_{\text{min}} \approx (\lambda_{\text{min}} + \lambda_{\text{max}})/2 \)), and as \( A_{\text{eff}} \propto \lambda^2 \), the overlap of the effective area becomes large at long wavelengths for dense arrays. This will set the minimum distance \( d_{\text{min}} \approx 0.39\lambda_{\text{opt}} \).

1. If \( \lambda_{\text{opt}} = \lambda_{\text{min}} \), a large effective area overlapping at low frequency is expected and the total effective area does not scale with \( \lambda^2 \) any more.
2. If \( \lambda_{\text{opt}} = \lambda_{\text{max}} \), there are more numerous intense side lobes in the diagram at high frequency; the array is sparse and the primary beam is thin.

Thus, the choice of \( \lambda_{\text{opt}} \in [\lambda_{\text{min}}, \lambda_{\text{max}}] \) is the result of a compromise between the loss of the effective area for \( \lambda > \lambda_{\text{opt}} \) and a small FOV for \( \lambda < \lambda_{\text{opt}} \). Once \( \lambda_{\text{opt}} \) is chosen, it is possible to scale the elements distributions mentioned in this work to a chosen \( \lambda \).

A.1. Handling antenna collisions

During the optimisation process, elements tend to gather in close-packed clusters (therefore giving a wider synthetic beam) and start to collide at distance \( d_{\text{min}} \). In the two algorithms, each new configuration of elements is checked for collisions. Each colliding pair is geometrically stretched and the two elements are progressively pushed away at a distance \( \geq d_{\text{min}} \) in opposite directions. The optimisation process is temporarily suspended until there are no more colliding elements.

Appendix B: Deterministic versus stochastic methods

B.1. Exploiting the derivative of the beam: Kogan’s approach

B.1.1. Kogan algorithm

The long-used software package Astronomical Image Processing System (AIPS; Fomalont 1981) for radio astronomy contains the routine CONFIT (Kogan 2000), which optimises the element positions in an interferometer by using the regularity of the synthetic point spread function (PSF) derived. This antenna distribution and the PSF are linked together by the Wiener-Khintchine theorem via the Fourier transform of the aperture autocorrelation (the latter is referred to as the \((u,v)\) coverage). The Kogan algorithm operates in the ‘direct’ space of the elements. Alternate algorithms propose optimising the PSF in the Fourier plane. In Boone (2001, 2002), the density of \((u,v)\) samples as a pressured gas that relaxes on a desired \((u,v)\) model density. This method is not adapted for a low number of elements as there are not enough \((u,v)\) samples to obtain a smooth \((u,v)\) density on a high-resolution grid. Thus, we prefered to implement Kogan’s algorithm, which can work with small arrays.

The principle of the KOGAN algorithm is to use the maximum SLL as its CF and try to reduce it in a restricted part of \( \Omega_L \). From the direction \( u \) of the strongest side lobe, the value of the PSF in this direction is decreased by imposing physical shifts on the elements parallel to the planar projection \( u_{xy} \) of \( u \) (considering a \((x,y,z)\) Cartesian frame). The ‘exact’ quantities required to shift the position of the \( i \)th element are derived from the first derivative of the PSF in this direction (Kogan 2000):

\[
\begin{align*}
dx_i &= -g.dP_r(u).\cos(\Phi_{u_{xy}}), \\
dy_i &= -g.dP_r(u).\sin(\Phi_{u_{xy}}).
\end{align*}
\] (B.1)

where:

\[
\begin{align*}
g & \text{ is a gain factor (set to 0.01 \( \lambda \));} \\
dP_r(u) & \text{ is the gradient of the power beam pattern \( P \) with respect to a displacement of } \delta r \text{ in the direction } u; \\
\Phi_{u_{xy}} & \text{ is the angle between the x axis and the projected vector } u_{xy}.
\end{align*}
\]

The gain factor \( g \) enables convergence control and, by making the process iterative, only a fraction \( g \) of the displacements are imposed to elements. This gain factor was adapted to the scale of the problem and is equal to 0.01.

B.1.2. Local minima trapping

The deterministic nature of this algorithm implies that, for identical initial distributions of elements, the same final configurations will be obtained. Final configurations may not be optimal ones because nothing prevents the process from falling in the numerous local minima of the solution space. Trapped in a local minimum, the process starts to oscillate by applying small and opposite displacements back and forth.

For each optimisation, the code can stop when the CF variations fall below a predefined threshold, or if it has reached a maximum number of iterations (taken at relatively large intervals namely several times the typical number needed for the code to be trapped in a local minimum). At the last iteration, the best and the final element distributions (not necessarily strictly identical due to the above-described oscillations) as well as their corresponding SLL are stored.

An example of a classical minimisation algorithm is the gradient descent method (Fletcher & Powell 1963) where the optimum search always goes ‘downhill’ according to the direction of the gradient of the CF. From a given starting element distribution, this deterministic downhill search converges towards the nearest local minimum. However, this method is not adapted for reaching the global minimum of the CF, especially if the CF has a complex topology (namely a large number of local minima). Most ‘solutions’ given by this method will be local minima of the CF, likely to be non-optimal solutions.

The probability of converging towards the global minimum can be increased either by performing multiple runs with random initial conditions when using deterministic algorithms (i.e. many random starting positions in the parameter space), or by using stochastic algorithms.

Repeating the operation with different random initial distributions helps us to understand the topology of the CF over the parameter space, and ultimately increases the chances of finding
the best solution for each value of \( N_{\text{ant}} \). In order to prevent this trapping with the KOGAN algorithm, we ran several \((N_{\text{ant}})\) optimisations with different initial random element configurations.

**B.2. Finding a global optimum with simulated annealing**

Another way to achieve global minimisation is to consider stochastic algorithms. They are generally involved in hard combinatorial problems such as the ‘travelling salesman problem’ (Garey & Johnson 1979). Independently of the complex topology of the CF, these methods always statistically (but slowly) converge to the best solution without being trapped in local minima.

We chose the simulated annealing (SA) method (Kirkpatrick et al. 1983) to update and optimise the positions of the elements. This method has already been applied to the positioning elements in linear arrays (Murino 1995). In Hopperstad & Holm (1999), it was used to optimise 2D arrays with elements placed on a discrete grid with a rectangular mesh. In Trucco & Repetto (1996), the distribution of sparse arrays was addressed by optimising both the position and the weight (in a classical beamformer) of the antenna. In the present work, we implemented the SA algorithm in the ‘continuous’ 2D case (namely the elements were placed continuously in the aperture plane).

The CF defined for KOGAN can also be used with SA and provides similar solutions to KOGAN (when used with different random initial configurations). Nevertheless, it is preferable to use a CF that is an explicit function of the antenna positions, such as the total power present in the side-lobe region \( \Omega_{SL} \).

**B.2.1. Minimisation of the SLP**

Using the definition of the beam solid angle \( \Omega \) defined as the integral (Kraus 1984)

\[
\int_{4\pi} P_n(\theta, \phi) d\Omega = \Omega,
\]

(B.3)

with \( P_n \) being the normalised power beam pattern defined in Sect. 2.2 and \( G = 4\pi/P_n = 4\pi/G \), \( G \) being the maximum gain of the beam pattern, we can separate the contribution in the primary-lobe region \( \Omega_{PL} \) and the contribution in the rest of the element power diagram (the side-lobe region noted \( \Omega_{SL} \)):

\[
\int_{4\pi} P_n(\theta, \phi) d\Omega + \int_{4\pi} P_n(\theta, \phi) d\Omega = \Omega = \Omega_{PL} + \Omega_{SL}.
\]

(B.4)

For a given number of elements, \( \Omega = 4\pi/P_{\text{max}} \), and at zenith, \( P_{\text{max}} = N_{\text{ant}}^2 P_{\text{max,element}} \). As a consequence, the integral in Eq. B.3 is constant for each value of \( N_{\text{ant}} \). Therefore, any reduction of \( \Omega_{SL} \) leads to an automatic increase in \( \Omega_{PL} \). In arrays containing a small number of elements, large values of \( \Omega_{PL} \) are obtained with ‘compact’ element distributions that produce a wide regular primary beam and a low SLL. As a consequence, the minimisation of the SLL is linked to the minimisation of \( \Omega_{SL} \). By defining the CF as the value of \( \Omega_{SL} \), these two goals can be attained. This CF cannot be used with KOGAN, which relies, by construction, on the values of local derivatives of \( P_n \) to decrease its value in particular directions.

**B.2.2. The simulated annealing method**

This algorithm is based on the analogy with the slow cooling procedure used in metallurgy to obtain a perfect metallic crystal (without flaws). This method is a thermally controlled Monte-Carlo algorithm whose objective is to minimise the value of the CF (defined in B.2.1) by randomly moving the elements in the 2D plane around their instantaneous positions. The permitted amplitude of motion of the elements (i.e. the relative modification of the CF value) is controlled by a Boltzmann acceptance factor (Metropolis et al. 1953):

\[
b(\Delta CF, T) = e^{-\frac{\Delta CF}{k_B T}},
\]

(B.5)

with:

1. \( \Delta CF = (CF)_{k+1} - (CF)_k \);
2. \( k_B \), the Boltzmann constant (assigned to an arbitrary value in this context).
3. \( T \), the system temperature (which characterises the freedom of the system to explore in the parameter space). \( T \) is forced to decrease as the iteration number increases by following a cooling scheme.

Starting from a random initial distribution, the current values of the \( 2 \times N_{\text{ant}} \) element positions are slightly disturbed by a small random quantity (controlled by a gain factor \( g \) identical to that of KOGAN, here \( g = 0.01 \)). The new value of CF is tested according to the following rules to accept or reject the new distribution:

- if \( \Delta CF < 0 \) (i.e. a decrease in the CF), the new set of positions is accepted and a new iteration is performed;
- if \( \Delta CF > 0 \) (i.e. an increase in the CF) and \( U_{[0,1]}(x) < b(\Delta CF, T) \), the current state is accepted anyway and a new iteration is performed \((U_{[0,1]}(x) \) is a random value drawn from an uniform distribution over \([0, 1])\);
- if \( \Delta CF > 0 \) and \( U_{[0,1]}(x) > b(\Delta CF, T) \), the current state is rejected and another random set of displacements is tested.

The method is more robust than a simple downhill method because it permits uphill explorations to ‘escape’ from local minima. Large uphill explorations are first encouraged at high temperature, \( T \), and as the temperature decreases, the system is progressively conditioned to preferably go downhill towards lower minima.

**B.2.3. Temperature control**

The cooling scheme (the variation of \( T \) with the number of iterations) affects the convergence of the process. For each temperature step, the system is considered to have reached its ‘thermal equilibrium’ after a predefined number of successful adoptions of new antenna positions. The temperature is then decreased by a small factor. As the convergence is statistical (as mathematically demonstrated in Rajasekaran 1990), several runs of the algorithm were performed before selecting an adequate cooling scheme. In the study, it was found that a geometric cooling law that consisted in decreasing the temperature by steps of 1\%, led to reasonable results. Such step-by-step cooling ensures the convergence of the system.

Two temperature regimes can be defined:

- \( k_B T \gg \Delta CF \ll 1 \): the system has a high temperature, enabling free uphill and downhill exploration of the CF without being trapped in local minima;
- \( k_B T \ll \Delta CF \ll 1 \): the system has a low temperature and is statistically confined to go downhill to ‘low-energy valleys’. All variations of the CF are encouraged downhill towards the local minimum, expected to be the global minimum at this stage of the convergence, with little chance of
getting outside again. In between, the slow decrease in $k_b T$ enables the system to get out of ‘shallow’ minima, whereas it tends to keep going down in deep valleys.

For example, with $k_b T \approx 100\Delta CF$, the probability of accepting uphill explorations is about 99%. The probability is only around 37% for $k_b T \approx \Delta CF$ and it is reduced to $4.10^{-3}$% for $k_b T \approx 0.1\Delta CF$. To correctly map the evolution of that probability, we can estimate the initial temperature of the system by taking the average of $\Delta CF$ over a limited number of iterations with an arbitrary high-temperature regime (e.g. $T = 10^9$ K). The Boltzmann constant can then be modified to adjust the starting ratio ($\frac{\Delta CF}{T}$) of the Boltzmann factor to tune the convergence process to the range of acceptance probabilities.

To improve the SA algorithm, we implemented the capability to ‘reheat’ the system when required. At temperature $T$, if the CF did not decrease after a certain number of iterations (e.g. when new element displacements cannot be easily accepted), the temperature was increased by a factor of 10% that ‘reheated’ the system for a limited number of iterations only. With a higher temperature, we raised the probability of uphill CF valley crossing (by lowering the ratio in the Boltzmann term). No change of the gain was performed during this stage. We found that this reheating helped to reduce blocked configurations.

### B.2.4. Stop criterion and solution optimality

Convergence of the algorithm can be monitored with the variations of $\frac{\langle CF \rangle}{\langle CF \rangle_{eq}}$ computed over a sliding window. This quantity is then compared to a threshold value that can stop the algorithm. However, this threshold value, as well as the size of this sliding window, depends on the number of elements. Preliminary tests showed that the values of the CF (with the number of iterations) often formed plateaus that were sufficiently long to trigger the stop of the algorithm without reaching the lowest possible value of CF. To prevent the algorithm from stopping prematurely, we let the algorithm freely evolve until a maximum number of iterations $N_{equil}$ was reached (it reaches a permanent regime at a given temperature level). This maximum number of iterations was therefore set to $N_{coolstep} = 5 \times 10^5$ iterations to limit the computation time while ensuring a sufficient margin for the convergence. As the iteration-to-iteration variations of the CF are not predictable and depend on the number of elements, we retained the best distributions that presented the lowest SLLs during the run. This solution may not be the one obtained at the last iteration but is a statistical proxy for the probable topology of the best solution.

Our implementation of the SA algorithm incorporating reheating (Sect. B.2.3) was tested against a classical gradient descent minimisation algorithm on the Rastrigin function Mühlben et al. (1991). This function is a punitive 2D CF used in the optimisation development as a stress test for any global minimum search. Indeed, this function maps a 2D comb of local minima really close to a central global minima. All minima are separated by $\Delta x = \Delta y = 1$. We defined the 2D space in the domain $\mathcal{D} : x \in [-10,10], y \in [-10,10]$ but drew random uniform initial starting positions in the sub-space $\mathcal{S} : x, y \in [-4.4]^2$.

By considering $N = 100$ initial at random starting locations on the Rastrigin function, and that $N_{coolstep} = 5000$ and $N_{equil} = 3000$ for the SA, we obtained the following results: 100% of the solutions were located in the right valley, as close as $\pm 2.10^{-3}$ to the global minimum position; and 25% of them were as close as $3.10^{-4}$ to the global minimum. For the gradient descent, initialised at random loci in $\mathcal{S}$, 100% of the solutions were in $\mathcal{S}$, 23% were in the right valley (20% theoretically for a uniform initial distribution in $\mathcal{D}$), and 5% were as close as $\pm 0.79$ from the global optimum. Even if we cannot extrapolate to a higher dimensional where the CF presents a more complex topology, we can safely say that, at worst, our implementation provides better solutions with a sounder statistical weight than a randomly initialised gradient descent.
<table>
<thead>
<tr>
<th>( N )</th>
<th>SLL (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-28.87</td>
</tr>
<tr>
<td>6</td>
<td>-24.42</td>
</tr>
<tr>
<td>7</td>
<td>-34.17</td>
</tr>
<tr>
<td>8</td>
<td>-21.29</td>
</tr>
<tr>
<td>10</td>
<td>-21.57</td>
</tr>
<tr>
<td>11</td>
<td>-22.71</td>
</tr>
<tr>
<td>12</td>
<td>-22.09</td>
</tr>
<tr>
<td>9</td>
<td>-18.72</td>
</tr>
<tr>
<td>14</td>
<td>-23.36</td>
</tr>
<tr>
<td>15</td>
<td>-24.42</td>
</tr>
<tr>
<td>16</td>
<td>-24.62</td>
</tr>
<tr>
<td>13</td>
<td>-22.42</td>
</tr>
<tr>
<td>18</td>
<td>-23.98</td>
</tr>
<tr>
<td>19</td>
<td>-24.51</td>
</tr>
<tr>
<td>17</td>
<td>-23.80</td>
</tr>
<tr>
<td>11</td>
<td>-24.51</td>
</tr>
<tr>
<td>20</td>
<td>-25.63</td>
</tr>
<tr>
<td>22</td>
<td>-24.51</td>
</tr>
</tbody>
</table>

**Fig. B.1.** Optimal tile distributions with \( f_{iso} \) from \( N_{ant} = 5 \) to \( N_{ant} = 22 \). For each value of \( N_{ant} \), the SLL is reported. The black dot marks the antenna position and the circle is the footprint of its effective area (Sect. A). All lengths are expressed in units of wavelengths.
Fig. B.2. Optimal tile distributions with $f_{dip}$ from $N_{ant} = 5$ to $N_{ant} = 22$. For each value of $N_{ant}$, the SLL is reported. The same convention as Fig. B.1 is used.
Fig. B.3. Tested instrument layouts from $N_{\text{MA}}=6$ to 96 following a geometric progression in number of elements and relative rotation to mimic spiral arms. The first and third lines are the tile distributions on the ground, and the second and fourth lines are the corresponding snapshot (u,v) coverage for a zenith observation.
## Appendix C: Glossary and notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{eff}}$</td>
<td>effective area</td>
</tr>
<tr>
<td>AR</td>
<td>axial ratio</td>
</tr>
<tr>
<td>CF</td>
<td>cost function</td>
</tr>
<tr>
<td>$E$</td>
<td>complex electric field</td>
</tr>
<tr>
<td>‘H’, ‘E’ planes</td>
<td>principal planes of the antenna</td>
</tr>
<tr>
<td>$f_{\text{disp}}$</td>
<td>pattern of a dipole with azimuthal symmetry</td>
</tr>
<tr>
<td>$f_{\text{iso}}$</td>
<td>pattern of an isotropic antenna</td>
</tr>
<tr>
<td>FOV</td>
<td>field of view</td>
</tr>
<tr>
<td>G</td>
<td>beam gain</td>
</tr>
<tr>
<td>$g$</td>
<td>optimisation control gain</td>
</tr>
<tr>
<td>HPBW</td>
<td>half power beam width</td>
</tr>
<tr>
<td>$\lambda, \lambda_{\text{opt}}$</td>
<td>wavelength and wavelength of optimisation</td>
</tr>
<tr>
<td>$N_{\text{ini}}$</td>
<td>number of initial random configuration</td>
</tr>
<tr>
<td>$N_{\text{ant}}$</td>
<td>number of elements in the tile</td>
</tr>
<tr>
<td>$\Omega_d$</td>
<td>solid angle of a dipole</td>
</tr>
<tr>
<td>$P, P_{\text{max}}$</td>
<td>power pattern, power pattern maximum</td>
</tr>
<tr>
<td>$P_n$</td>
<td>normalised power pattern</td>
</tr>
<tr>
<td>$R_{\phi}$</td>
<td>rotation of angle $\phi$ in the antenna plane</td>
</tr>
<tr>
<td>SA</td>
<td>simulated annealing</td>
</tr>
<tr>
<td>SLL</td>
<td>side-lobe level</td>
</tr>
<tr>
<td>SLP</td>
<td>side-lobe power</td>
</tr>
</tbody>
</table>