1. Introduction

The most common approach to extract cosmological information from a galaxy redshift survey involves measuring the power spectrum and/or the bispectrum of the galaxy distribution. In the majority of cases, the spectra are derived using traditional estimators (Yamamoto et al. 2006; Bianchi et al. 2015; Scoccimarro 2013) based on the ideas originally introduced by Feldman et al. (1994, hereafter FKP). One drawback of this method is that the survey geometry leaves an imprint on the measured spectra, which is difficult to model. The observed galaxy overdensity field $\delta_{\text{obs}}(x)$ does not coincide with the actual fluctuations $\delta(x)$. The reasons are twofold. First, galaxy surveys cover only finite sections of our past light cone. Second, tracers of the large-scale structure of Universe – methods: statistical – methods: data analysis

Similarly, for the bispectrum we obtain

$$B_{\text{obs}}(k_1, k_2, k_3) = \int \tilde{W}_3(k_1 - q) \tilde{W}_3(k_2 - p) \tilde{W}_3(k_3 + q + p)$$

where $\tilde{W}_n(k)$ denotes the Fourier transform of the function $W(x)$ normalised such that

$$\tilde{W}_n(k) = \frac{1}{(2\pi)^n} \int [W(x)]^n d^3x.$$
$P_{\text{obs}}(k)$ is obtained by solving the convolution integral numerically. Developing numerical procedures for fast likelihood evaluation is pivotal in multivariate Bayesian inference. For this reason, Blake et al. (2013) reformulated the convolution integrals as matrix multiplications and made use of pre-computed ‘mixing matrices’ to evaluate the impact of the survey window on the power spectra averaged within wavevecr bins. A computationally efficient way to evaluate the effect of the window function on the multipole moments of the power spectrum in the distant observer approximation is presented by Wilson et al. (2017) and generalised by Beutler et al. (2017) to the local plane-parallel case (in which the line of sight varies with the galaxy pair). In this approach the convolution is cast in terms of a sequence of one-dimensional Hankel transforms that are performed using the FFTlog algorithm (Hamilton 2000). The key idea is to compress the information about the window function into a finite number of multipole moments of its autocorrelation function (see also Beutler et al. 2014). Further extensions account for wide-angle effects (e.g., Castorina & White 2018; Beutler et al. 2019).

Evaluating the impact of the survey window on the bispectrum has only recently received attention in the literature. From a computational perspective, performing the six-dimensional convolution integral in Eq. (3) is a challenging task that cannot form the basis of a toolbox for Bayesian inference. It is thus necessary to develop faster techniques. Inspired by perturbation theory at leading order, Gil-Marín et al. (2015) proposed an approximation theory where the monopole moment of the convolved bispectrum is given by the linear superposition of products of two convolved power spectra given by Eq. (1). Although this approximation is accurate enough for the BOSS survey (barring squeezed triangular configurations, which are excluded from the analysis by Gil-Marín et al. 2015), it would likely introduce severe biases in the analysis of the next generation of wide and deep surveys such as Euclid (Laureijs et al. 2011) or DESI (DESI Collaboration 2016), which will provide measurements with much smaller statistical uncertainties (see e.g., Yankelevich & Porciani 2019). Sugiyama et al. (2019) introduced a new bispectrum estimator based on the tri-polar spherical harmonic decomposition with zero total angular momentum and showed, in this case, that it is possible to compute the models for the convolved bispectrum following a FFT-based approach. The issue of developing a similar method for more traditional estimators of the bispectrum multipoles (Scoccimarro 2015) has been recently addressed by Pardeel et al. (2022), who derived an expression based on two-dimensional Hankel transforms that can be computed using the 2D-FFTlog method (Fang et al. 2020). In this case the survey window is described in terms of the multipoles of its three-point correlation function. Developing optimal estimators for these quantities is still an open problem.

In this Letter we propose employing deep learning as a method to compute the impact of the survey window function on theoretical models for the power spectrum and bispectrum. Specifically, we use a deep neural network (DNN) to approximate the mapping from the unconvolved to the convolved spectra. This technique allows us to consider multiple cosmological models, while drastically reducing computer-memory demands and the wall-clock time of computation with respect to performing the convolution integrals numerically. All these features are key for building efficient Bayesian inference samplers and determining the posterior distribution of cosmological parameters. The structure of the Letter is as follows. In Sect. 2 we briefly describe the architecture of our DNN models and introduce the data sets we employ for training and testing them. Our results are presented in Sect. 3. We draw our conclusions in Sect. 4.

2. Methods

2.1. Philosophy and goals

It is well known that artificial neural networks are able to approximate any arbitrary continuous function of real variables (Cybenko 1989; White 1990; Hornik 1991). They learn how to map some inputs (features, in machine learning jargon) to outputs (labels) from examples in a training data set. The training process consists of fitting the parameters of the machine (weights and biases of the neurons) by minimising a loss function that quantifies how good the prediction is with respect to the correct result. After the training the accuracy of the model is determined using the testing data.

In our applications the features that form the input of the DNN are the spectra $P(k)$ and $B(k, k_1, k_3)$ evaluated at specific sets of wavevectors. Different options are available when choosing these sets. For instance, we could use many closely separated wavevectors around the output configurations. In this case the DNN would learn how the convolution integrals mix the contributions coming from different configurations. At the opposite extreme, we could consider inputs and outputs evaluated for the very same set of configurations, so that, in some sense, the DNN model also interpolates among the sparser inputs. We opted for this second approach, which is more conducive to a simpler machine learning set-up: choosing a smaller size of features requires fewer model parameters to be tuned, and the trained model is evaluated more quickly. The only implicit assumption here is that the input power spectrum is smooth between the sampled configurations. In our implementation the machine learns to predict the functions

$$R_p(k) = \frac{P_{\text{obs}}(k)}{P(k)} \quad \text{and} \quad R_B(k_1, k_2, k_3) = \frac{B_{\text{obs}}(k_1, k_2, k_3)}{B(k_1, k_2, k_3)}$$

(4)

evaluated at the same arguments of the input.

Since this Letter is about giving a proof of concept, for simplicity we only predict the effect of window function on the linear matter power spectrum and the so-called tree-level bispectrum, which can be trivially computed using the linear power spectrum (e.g., Fry 1984), neglecting redshift-space distortions in both cases. Moreover, as an example, we consider a spherically symmetric top-hat window function which assumes the value of one for distances smaller than the radius $R$ and zero otherwise. In Fourier space this corresponds to

$$\tilde{W}_d(k) = \frac{4\pi (kR)^2 j_1(kR)}{k^3 \sqrt{1/n}},$$

(5)

where the symbol $j_1(x)$ denotes the spherical Bessel functions of the first kind and $V = 4\pi R^3/3$ is the comoving volume enclosed by the window function. Basically, $\tilde{W}_d(k)$ rapidly oscillates (see Fig. 1) which makes it challenging to numerically compute the integrals in Eqs. (1) and (3). The oscillations are damped, and the main contribution to the convolution comes from the first peak at $k = 0$, which mixes Fourier modes within a shell of width $\Delta k = R^{-1}$. Given our assumptions, $R_p(k)$ and $R_B(k_1, k_2, k_3)$ only depend on the modulus of the wavevectors.

2.2. Deep learning models

Since the power spectrum is a smooth function of $k$, we adopt the convolutional neural network (CNN) architecture to model
The first layer of the network applies a convolution to the input with 16 trainable filters (kernel size 3) and a rectified linear unit (ReLU) activation function, defined as \( f(x) = \max(0, x) \). This is followed by a dropout layer with a rate of 0.5, which acts as a regulariser and prevents overfitting (Goodfellow et al. 2016). The final layer is a dense one in which the number of neurons matches the length of the output data vector. Since the convolved power spectrum must be positive, the last layer is processed through a softplus activation function of the form \( f(x) = \ln(1 + e^x) \).

Fig. 1. Top-hat window function with \( V = 200^3 \, h^{-3} \, \text{Mpc}^3 \).

### 3. Results

In the top panels of Fig. 2 we consider one of the test samples for the power spectrum. The orange triangles in the left panel show the function \( R_p(k) \) computed using Eq. (1): the convolution with the window function flattens out the power spectrum on large scales and changes the amplitude of the baryonic acoustic oscillations by a few per cent. Although the window function considered here is arbitrary, similarly sized (and measurable) corrections are expected for the next generation of galaxy redshift surveys (see e.g., Fig. 6 in Elkhashab et al. 2022), which should deliver per cent accuracy for the power spectrum. The black dots indicate the output of the trained DNN model. The right panel shows the relative error between the DNN prediction and the truth signal, which is always smaller than 0.1%. To assess the overall performance of the DNN model, in the bottom panels of Fig. 2 we plot the MAEs for each test sample (left) and error percentiles over the test samples as a function of the wavenumber. The residual mean inaccuracy of the model is well below the per cent level.

The effect of the window function on the bispectrum is much more pronounced than for the power spectrum and the ratio \( R_q(k_1, k_2, k_3) \) assumes values below 0.5 for some triangle configurations (top left panel in Fig. 3). The DNN model predicts the corrections accurately in all cases (top right and bottom panels) and vastly outperforms the approximated method introduced by Gil-Marín et al. (2015), which, for the compact survey volume considered here, does not accurately reproduce the amplitude of the convolved bispectrum (green circles in the top left panel).
**Table 1.** Parameter spaces spanned by the training and testing data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>$\Omega_m$</th>
<th>$\Omega_b$</th>
<th>$h$</th>
<th>$n_s$</th>
<th>$\sigma_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>[0.1,0.5]</td>
<td>[0.03,0.07]</td>
<td>[0.5,0.9]</td>
<td>[0.8,1.2]</td>
<td>[0.6,1.0]</td>
</tr>
<tr>
<td>Testing</td>
<td>[0.2,0.4]</td>
<td>[0.03,0.06]</td>
<td>[0.6,0.8]</td>
<td>[0.9,1.1]</td>
<td>[0.7,1.0]</td>
</tr>
</tbody>
</table>

**Fig. 2.** Accuracy of the trained DNN for the power spectrum convolution. Top left: function $R_P(k)$ obtained with the convolution integral in Eq. (1) (orange triangles) compared with the DNN model (black dots) for one test sample. Top right: relative error of the DNN model in the same test sample used in the left panel. Bottom left: MAEs for all the test samples (the one used in the top panels is highlighted in red and surrounded by a square). Bottom right: 50th, 68th, and 95th error percentiles of the DNN model as a function of $k$. Generally, the DNN model yields sub-per cent accuracy.

**Fig. 3.** As in Fig. 2, but for the bispectrum. The triangular configurations in the top and bottom right panels satisfy the constraint $k_1 \geq k_2 \geq k_3$ and are ordered so that first $k_3$ increases (at fixed $k_1$ and $k_2$), then $k_2$ (at fixed $k_1$), and finally $k_1$. For reference, in the top left panel, the ratio $R_B(k_1,k_2,k_3)$ is also plotted, computed according to the approximated method introduced by Gil-Marín et al. (2015; green circles).
4. Conclusions
In this Letter we employed a DNN model to predict the impact of the window function on the power spectrum and the bispectrum measured in a galaxy redshift survey. Overall, the trained DNN models show very promising results with sub-per cent MAEs for all test samples (well below the statistical uncertainty expected from the next generation of surveys). These errors can be further reduced by increasing the size of the training data set.

Our DNN model is meant as a proof of concept and, for this reason, we made some simplifications in our study. First, we used the linear power spectrum and the tree-level bispectrum for matter fluctuations. Second, we considered a top-hat window we used the linear power spectrum and the tree-level bispectrum this reason, we made some simplifications in our study. First, we used the linear power spectrum and the tree-level bispectrum for matter fluctuations. Second, we considered a top-hat window function with a fixed volume in which the number density of tracers does not vary with the radial distance from the observer. Although this is an ideal case, we do not see a reason why a DNN model should not be able to accurately predict the effect of more realistic survey masks, given an appropriately sized training sample.

It takes less than 10 microseconds to generate a complete sample for either \( R_p(k) \) or \( R_b(k_1, k_2, k_3) \) with the trained DNN. This is ideal for sampling posterior probabilities in Bayesian parameter estimation. Our method can be straightforwardly generalised to the multipoles of the spectra, and could also be combined with emulators that make predictions for the true clustering signal (including galaxy biasing) based on perturbation theory (e.g., Donald-McCann et al. 2023; DeRose et al. 2022; Eggemeier et al. 2022). Additional corrections due to binning the theory predictions in exactly the same way as done for the measurements (see e.g., Sect. 3.2 in Oddo et al. 2020 and Sect. 4.1 in Alkhanishvili et al. 2022) can be computed by suitably averaging the output of the DNN model or, more efficiently, can be accounted for in the model. Since in this Letter we do not perform a Bayesian inference for cosmological parameters, we skipped this step when we generated the training sample.

The bottleneck operation in the DNN approach is the creation of the training data set, which requires a significant time investment in the case of the bispectrum (in our case, the calculation of the 2000 convolved bispectra with 64 processor cores took approximately one month of wall-clock time). This step can be sped up using massive parallelisation and, possibly, by relying on more computationally friendly formulations of the convolution integral (e.g., Pardey et al. 2022). It is also conceivable that using larger input vectors that densely sample the wavenumbers within shells of size \( \Delta k \) around the output configurations might facilitate the task of the machine, and would thus help to reduce the training data. The time required to build the training set is not a good reason to dismiss the DNN approach. Even for the simple case of the isotropic bispectrum of matter-density fluctuations in real space, sampling the posterior distribution of the five cosmological parameters we considered would require many more than 2000 evaluations of the window-convolved signal. Thus, using the DNN model would lead in any case to a notable speed up.

In any practical application, accounting for redshift-space distortions, shot noise, and perturbative counterterms would substantially increase the number of adjustable coefficients in the perturbative model for the bispectrum (and, correspondingly, the number of likelihood evaluations needed to constrain them from experimental data). We thus conclude that using the DNN model would be advantageous as long as the size of the necessary training set is substantially smaller than the number of the required likelihood evaluations in the Bayesian estimation of the model parameters.
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