Merger identification through photometric bands, colours, and their errors
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ABSTRACT

Aims. We present the application of a fully connected neural network (NN) for galaxy merger identification using exclusively photometric information. Our purpose is not only to test the method’s efficiency, but also to understand what merger properties the NN can learn and what their physical interpretation is.

Methods. We created a class-balanced training dataset of 5860 galaxies split into mergers and non-mergers. The galaxy observations came from SDSS DR6 and were visually identified in Galaxy Zoo. The 2930 mergers were selected from known SDSS mergers and the respective non-mergers were the closest match in both redshift and r magnitude. The NN architecture was built by testing a different number of layers with different sizes and variations of the dropout rate. We compared input spaces constructed using: the five SDSS filters: u, g, r, i, and z; combinations of bands, colours, and their errors; six magnitude types; and variations of input normalization.

Results. We find that the fibre magnitude errors contribute the most to the training accuracy. Studying the parameters from which they are calculated, we show that the input space built from the sky error background in the five SDSS bands alone leads to 92.64 ± 0.15% training accuracy. We also find that the input normalization, that is to say, how the data are presented to the NN, has a significant effect on the training performance.

Conclusions. We conclude that, from all the SDSS photometric information, the sky error background is the most sensitive to merging processes. This finding is supported by an analysis of its five-band feature space by means of data visualization. Moreover, studying the plane of the g and r sky error bands shows that a decision boundary line is enough to achieve an accuracy of 91.59%.
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1. Introduction

The evolution and dynamics of the galactic population are key elements for modelling the Universe’s history and structure. Within the cold dark matter model, the gravitational pull between galaxies inside collapsing dark matter halos can lead to mergers: hierarchical growth interactions in which one galaxy merges with another, combining their structure, stellar population, and interstellar dust (White & Rees 1978; Conselice 2014; Somerville & Davé 2015). Merging processes have been found to likely enhance the stellar formation in the daughter galaxy, as seen in studies of luminous infrared galaxies (Joseph & Wright 1985; Sanders & Mirabel 1996; Niemi et al. 2012) or of active galactic nuclei activity (Di Matteo et al. 2005), and to significantly modify the shape of the original galaxies during the process (Toomre & Toomre 1972). Mergers are currently thought to make up fewer than 10% of the galaxies at low redshifts (Mundy et al. 2017; Duncan et al. 2019), evolving up to 20% in the redshift interval z ≤ [2,3] (Tasca et al. 2014).

Identifying galaxy mergers is a challenging task: their appearance depends on the properties of the progenitors and the event can last ~1 billion years (Lotz et al. 2008). Besides, the exact start and end of a merger are difficult to define. The most straightforward method is to do a visual inspection, (Darg et al. 2010a; Schawinski et al. 2007), which immediately becomes too time-consuming for the enormous size of upcoming galactic surveys such as Euclid (Laureijs et al. 2011) or LSST (Ivezić et al. 2019). Another common way of identifying mergers is the close-pair method. Close pairs are identified where two galaxies are close on the sky and have similar redshifts (Barton et al. 2000; Patton et al. 1997, 2002; Lambas et al. 2003; Lin et al. 2004; De Propris et al. 2005; Rodrigues et al. 2018; Duncan et al. 2019). The close-pair method needs high-quality redshifts to achieve proper precision. Thus, it requires data from extensive spectrometric surveys. A third method is to make use of different morphological parameters that quantify the disturbances in the sources’ shapes, such as the Gini coefficient (Abraham et al. 2003), the second-order moment of the brightest 20% of the light (M20; Lotz et al. 2004), the asymmetry (Abraham et al. 1996; Conselice et al. 2000), the concentration (Kent 1985; Abraham et al. 1994; Bershady et al. 2000; Conselice 2003), or the smoothness (Takamiya 1999; Conselice 2003).

The introduction of deep learning techniques has been the natural next step, given its recent development as the next generation of scientific modelling. They have the advantage of classifying large numbers of sources in a fraction of the time the methods above would demand. For galaxy morphology recognition, convolutional neural networks (CNNs) have been most commonly applied. CNNs carry out image recognition that can be performed on astronomical frames (Dieleman et al. 2015). They have been used for merger identification (Walmsey et al. 2018; Pearson et al. 2019a,b; Nevin et al. 2019; Bottrell et al. 2019; Ferreira et al. 2020; Wang et al. 2020), including in
combination with other methods such as transfer learning (Ackermann et al. 2018) or 'ordinary' neural networks (NNs) using morphological parameters (Pearson et al. 2022).

Regardless of the study subject, the main requirement of machine learning techniques is the availability of datasets from which the classification properties can be learnt. The best way to obtain such a dataset for merger identifications is to build it from a large correctly and visually classified galactic catalogue, such as the ones offered by Galaxy Zoo1 (Lintott et al. 2008). Galaxy Zoo is a citizen science project in which amateur astronomers and volunteers employ part of their free time to classify the morphology of galaxy images provided by professional surveys. Over the years it has delivered a large catalogue of morphological classifications that have been used in a number of studies (e.g. Walmsey et al. 2020)2.

This paper aims to understand if it is possible to apply a machine learning model for merger identification taking only the photometric galactic measurements into account, without relying on astronomical images or morphological parameters. Therefore, the goal of our paper is to give a first view of how an NN of this type could perform, to test its potential, and find the properties it can learn from the data.

The paper is arranged as follows. In Sect. 2 we define the labelled dataset employed for training the NN and its applicable features. Then we address the methods applied in Sect. 3, mainly explaining the NN’s internal specifications, together with other techniques we considered for analysing the input data. Section 4 covers the main results of our experiment, from the selected NN’s architecture to the discovery of the successful role the sky background errors play in the identification. Section 5 discusses these results, and finally we conclude and discuss future avenues of work in Sect. 6.

2. Dataset

The dataset used for training an NN is required to contain a representative sample for each different class intended to be identified. In this project, we are discerning merging and non-merging galaxies. Our selection of galaxy mergers was taken from the catalogue created by Darg et al. (2010a,b), composed of visually confirmed mergers from Galaxy Zoo Data Release 1 (GZ DR1; Lintott et al. 2011). We complemented it with non-merging galaxies also from GZ DR1. The GZ DR1 project provided its volunteers with images of galaxies from a set of ~900 000 Sloan Digital Sky Survey Data Release 6 (SDSS DR6; Adelman-McCarthy et al. 2008) galaxies. Through its interface, the users were asked questions related to the shape and visual properties, and the gathered answers resulted in a morphological classification.

The mergers in Darg et al. (2010a) are galaxies with $f_m > 0.4$, where $f_m$ is the fraction of votes by GZ citizen scientists who thought the galaxy was a merger; the votes were weighted by their agreement rate with the majority opinion of the objects they viewed. These galaxies were then confirmed visually and their merging companions were selected manually by the authors in Darg et al. (2010a). The result was a public catalogue3 composed of merging galaxy pairs, including some multi-merger cases, with a total of 3003 merging systems in the redshift range [0.005,0.1].

To complete the dataset, we needed to include non-merging galaxies. As a preliminary non-merger set, we considered all GZ DR1 galaxies with $f_m < 0.2$ (Pearson et al. 2019a). We built the training set to be class balanced, that is, each class that the NN learned to recognize was equally represented. Using a training set reproducing real abundances, the NN would become very good at finding non-mergers, but might not learn and confuse some of the less abundant mergers, thereby contradicting the purpose of this work. Besides having a class balanced set, we wanted to have a distribution of merging and non-merging galaxies similar in mass, so that they represent comparable populations in every property that is not related to the merging process. For example, if all mergers were significantly more massive than the non-mergers, the NN could be identifying the mass distribution rather than the merging state. While the $r$-band photometric magnitude is a good proxy for galactic mass (e.g. Mahajan et al. 2018), it is a detected flux that depends strongly on the distance. We decided to obtain one non-merging nearest neighbour for each merging galaxy in $r$-mag and spec-z simultaneously through a 2D euclidean distance.

We included a cut in low spec-z = 0.01 and another cut in high $r$-mag = 18.05; the former was because zero non-mergers could be found below that redshift, and the latter because the density of non-mergers decreased with $r$-mag. From the original 3003 primary mergers, four of them were found to show $f_m < 0.4$, three even showing $f_m < 0.2$, which meant that they appeared in both initial samples, so they were also removed.

The final dataset was reduced to 2930 mergers after all the restrictions were applied. Therefore, the 2930 non-mergers were matched and a final full dataset of 5860 galaxies was obtained. From this, we separated 5360 galaxies for training-validation purposes, and the remaining 500 for testing the trained NNs. In the next sections, we describe a variety of observational features of the dataset galaxies that we selected for NN inputs.

Magnitude types

The photometric magnitude of galaxies in SDSS is obtained for five bands: $u$, $g$, $r$, $i$, and $z$. These magnitudes are calculated from the measured flux by an asinh magnitude function (Lupton et al. 1999). Here we define the main magnitudes used for our experiment (Stoughton et al. 2002):

Point-spread-function flux: is calculated by fitting the point spread function (PSF) function interpolated to the source position. The PSF with its spatial variation for each frame and band is measured by the SDSS’s pipeline.

Fibre flux: the flux contained inside the aperture of the fibres of the SDSS spectrograph. Those fibres cover circular apertures of 3 arcsec in diameter. In order to simulate better what the fibre sees in reality, the images are convolved with a 2-arcsec seeing prior to the flux measurement. Appendix A describes how the magnitude and errors are derived from the aperture counts.

Petrosian magnitude: the flux is calculated inside an aperture of radius $r_p$. This radius is determined by forcing the inner flux to be a fixed factor – the Petrosian ratio $R_p$ of the mean flux on the circular annulus at the same $r_p$. The aperture $r_p$ set in the $r$ band is applied for the other four bands, so that the measurement is within a consistent band-independent aperture.

Exponential profile fit: the flux is obtained from the fit of the galaxy’s brightness distribution with an exponential profile, convolved with the PSF. The 2D exponential profile depends on the radius from the centre $r$ as $I(r)$, the surface brightness profile

1 http://www.galaxyzoo.org/
2 https://www.zooniverse.org/about/publications
3 https://data.galaxyzoo.org/
at \( r \):

\[
I(r) = I_0 \exp \left[ -1.68 \frac{r}{r_0} \right],
\]  

(1)

where \( I_0 \) is the flux at \( r = r_0 \), the half-light radius.

**De Vaucouleurs profile fit:** fit with a De Vaucouleurs profile, convolved afterwards with the PSF. Its form is:

\[
I(r) = I_0 \exp \left[ -7.67 \left( \frac{r}{r_0} \right)^{1/4} \right].
\]  

(2)

**Model magnitude:** standard magnitude employed for SDSS data. It corresponds to a linear combination of the best fits with the exponential and the De Vaucouleurs profiles:

\[
F_{\text{model}} = \text{frac}_{\text{DeV}} F_{\text{DeV}} + (1 - \text{frac}_{\text{DeV}}) F_{\text{exp}},
\]  

(3)

where frac\text{DeV} is the linear combination factor that leads to the best possible fit of the profile combinations.

### 3. Methodology

An NN has combinations of layers, composed of basic mathematical nodes called neurons, connecting the input values to the model’s final outputs. Each neuron weights the value of a previous point on the network – which can be all the dataset inputs or all the neurons in the previous layer – by its internal weight \( g \) and bias \( b \) parameters, performing a linear transformation of the type \( f(x) = w \cdot x + b \) that subsequently goes through a \( g(f(x)) \) non-linear activation function. \( g(f(x)) \) simulates a synaptic-like step in which the output is either zero or very small (no connection), or a larger number that allows the information to ‘progress’ across the NN structure in some measure. The final output of the NN gives information about the input data such as their classification among a list of classes.

The NNs in this work were trained with known class labels (supervised learning), so that the neuron weights could be progressively modified and the models learnt to solve the task for which they had been built. Such a process may fall into a situation in which the NN explicitly memorizes the training dataset, a state known as overfitting. Neural network studies are mainly focused not only on how to increase the learning abilities, but also on how to reduce this overfitting and manage the generalization of the trained result.

One of the controversies with NNs is that they tend to be treated as black boxes that somehow solve problems, even though it is not well understood how they manage them and why. This publication centres its attention not only on testing our NN models, but also on determining the information the NN finds in the dataset, and for that we made use of some other techniques such as dimensionality reduction, which we also explain in this section. The goal of the NN is not only to classify mergers, but also to learn their properties.

#### 3.1. Basics of our NN

An NN is essentially defined by the layer-neuron architecture and the properties of the connections. We used dense layers, linking each of one layer’s nodes to all those of the previous layer, creating subsequent, fully connected layers from input to output. In the intermediate step between layers, we applied batch normalization (Ioffe & Szegedy 2015) – to normalize and shift the post-layer value array \( I \) to a mean \( \bar{I} = 0 \) and variance \( \text{Var}(I) = 1 \) – in order to make it faster and more stable. Moreover, we applied a dropout rate (Srivastava et al. 2014) for each layer, which consisted in setting some arbitrary percentage of the neurons to zero during each training step. This was done to allow all the neurons to be relevant in some way, forcing them to not rely on a higher influence from others.

The non-linear neuron activation function selected was the commonly used Rectified Linear Unit (ReLU Nair & Hinton 2010). The NN output is addressed as a two-class classification, also known as binary classification. The final result is given as a softmax probability value for the merger \((P_{\text{mer}})\) and non-merger \((P_{\text{nom}})\) classes. It fulfills \( P_{\text{mer}} + P_{\text{nom}} = 1 \). The optimization method chosen was the Adam method (Kingma & Ba 2014), characterized by a dynamic learning rate. The loss function used for optimizing the classifier was the TensorFlow’s BinaryCrossentropy class. The layer layout, the dropout rate, and the initial learning rate selected are presented in Sect. 4.1.

#### 3.2. Training

The model was trained on the pre-selected combination of labelled objects detailed in Sect. 2. Training datasets are commonly separated into three groups: a training set that is used for the optimization process, a validation set that is studied parallel to the training but without affecting the learning steps, and a test set that is only considered when the training is finished, to check the model’s capabilities. During our NN learning, the training updates were done over a batch of 64 galaxies, randomly shuffled for every training epoch. At the same time, the validation set was used as control sample: updates on the neurons were externally saved only when there was an improvement in performance over the validation set. Specifically, we considered that the performance improved when both the validation loss decreased and the validation accuracy increased with respect to the last save. The test set was left unseen by the NN until the end, acting equivalently to applying the NN to a fully new group of objects.

For training the NN, we employed the \( k \)-fold cross-validation method (Stone 1974; Rodriguez et al. 2010). It consisted in separating the training dataset by shuffling objects randomly into \( k \) equally sized groups. One full training was executed \( k \) times so that every train-validation run had \( k - 1 \) groups forming the training-set and the remaining one as the validation-set, which was switched each time. As a result, we obtained \( k \) trained NNs that could show the model instability and at the same time give a more reliable performance test. Moreover, if the learned parameters of the NN happened to be almost the same for all folds, an average of them could be used. For our 5360 training+validation galaxies, we decided to split them into \( k = 5 \) folds, partly motivated to avoid extending the training time for too long. This adopted validation method will be referred to in the rest of the text as five-fold cross-validation. The advantage of applying our five-fold validation is that it allows us to compare NNs with different attributes or inputs by the mean and standard deviation of the validation peaks per fold.

#### 3.3. Input space normalization

Inputs for NNs are generally normalized to facilitate the optimization process and simplify the numerical accuracy (Yu et al. 2005). For our inputs, we chose the min-max normalization. The original galaxy’s feature array \( X^i \) was adapted to an \([0,1]\) interval by applying the equation:

\[
\text{Normalize}(X^i) = \frac{X^i - \mu}{\sigma}
\]
Different NNs were trained by separately using the different magnitude types described in Sect. 2. However, the photometric information not only consisted of magnitudes but also of the measurement errors or the ten colour indexes – derived by subtracting magnitudes in each band from one another. We considered multiple combinations of photometric information and labelled them as follows: an NN trained over an input space with only band magnitudes was labelled as B; with only colours was labelled as C; with bands and colours was labelled as BC; and with bands and colours and also with errors was labelled as BCE.

3.3.1. Variations of the error normalization

Additionally, for the BCE cases, we considered two more normalization formulas. This was due to the intrinsic relation of the errors $\sigma_b$ with the magnitudes, and thus normalizing them while ignoring this relation might lead to losing information. A more explicit possibility would be to relate the error normalization formulas. This was due to the intrinsic relation of the measurement-error ratio. 

While Eq. (4) was kept for bands and colours, two value corrections were used for $\sigma_b$, differing whether the post-min-max band values $b$ were involved or not. The first case was obtained by the proportion of the original errors $\Sigma_b$ to the original band measures $B$, that is, the fractional error:

$$\sigma_b^F = \frac{\Sigma_b}{B}. \quad (5)$$

The other case was obtained by a relative normalization that maintains the same $\sigma_b/b$ ratio as the original error-magnitude $\Sigma_b/B$ one. This was obtained by solving an equality between the two fractions, leading to:

$$\sigma_b^R = \frac{b \Sigma_b}{B}. \quad (6)$$

Neural networks with their input normalized with Eqs. (5) and (6) are labelled as BCEp and BCEin, respectively.

3.3.2. Min-max normalization of feature space, but not included fully

The multiple photometric parameters we combined to form the NN’s input spaces had values varying by up to several orders of magnitude. When we min-max normalized them into the [0,1] interval, this sometimes distorted in some way the relation between them. An illustrating example can be found in how the band magnitudes showed different normalized values between the input spaces of the BCE and the B versions of NNs. For the BCE case, the parameter with the maximum value was generally the u-band magnitude, and the minimum was the error in some of the five bands. For the B case, while the maximum was the same, the minimum was the magnitude in some other band. Therefore, when applying Eq. (4) to the BCE space, the resulting input values for the band magnitudes were close to 1 and for the colours and errors close to 0. However, for the B case one could have a value 1 for the u-band and 0 for the z-band.

In some cases, to understand the role of specific parameters, it was necessary to isolate them. If one were interested in only studying the band’s performance, min-max normalizing them alone would be the immediate option. Nonetheless, the values would by construction differ between the combined BCE and the isolated B input spaces, and making a comparison would not be easy. We attempted to mitigate this by getting the normalized values of a subset within a larger input set but discarding the non-interesting ones. As an example, to understand the role of the magnitude bands in the BCE space, we performed the same normalization as for the BCE NN but keeping only the band magnitude values and discarding the colours and errors after applying the min-max formula. We defined nomenclature of this type of input, using the bands’ example, as follows: ‘bands as if in BCE’ or ‘bands as if with colours and errors’.

3.4. Formalism of NN parameters

To quantify the success and performance of the NN, we define the following four classification groups: the mergers classified correctly are regarded as true positives (TPs); true negatives (TNs) are the non-mergers homologous; false negatives (FNs) are mergers mistakenly identified as non-mergers; and false positives (FPs) are non-mergers mistaken as mergers. Moreover, we consider accuracy as the ratio of correctly classified objects with respect to the whole set size:

$$\text{Accuracy} = \frac{\text{TPs} + \text{TNs}}{\text{TPs} + \text{TNs} + \text{FPs} + \text{FNs}}. \quad (7)$$

For a single validation fold, the denominator would be the 1720 galaxies that compose it. The mergers’ correctly classified rate is given as TPs/(TPs+FNs) and the non-mergers’ correctly classified rate is given as TNs/(TNs+FPs).

3.5. Dimensionality reduction

Dimensionality reduction techniques transform a high-dimensional set of data into a lower-dimensional representation. With the goal of simplifying a given problem or visualizing the data in a more adequate way, they attempt to maintain as much information of the original data as possible. In our case, we applied them with the purpose of visualizing the galaxies’ distribution in 2D, reducing the original input dimensions.

We considered two different ways to do it, one of which was the principal component analysis (PCA; Hotelling 1933), which is actually not a machine learning model but essentially a matrix diagonalization. The other way was the t-distributed Stochastic Neighbor Embedding (t-SNE; van der Maaten & Hinton 2008; Van Der Maaten et al. 2009), which is more oriented to resembling the original distribution.

**Principal component analysis:** a linear method that performs a coordinate transformation of an N-dimensional dataset’s feature space – where each dimension corresponds to a data variable – into a new N-dimensional orthonormal coordinate base. This new reference frame is composed of basis vectors called principal components. They arise as a consequence of diagonalizing the covariance matrix of the dataset and ordering the eigenvalues $\lambda_i$. The magnitude of $\lambda_i$ represents how high the variance is along the correspondent eigenvectors. Through PCA, one can obtain 2D or 3D plots with the projection of the data onto the directions with most feature variations.

**t-distributed Stochastic Neighbor Embedding:** a machine learning algorithm that reduces an N-dimensional space into a 2D one while maintaining its statistical distribution as much as possible. This method calculates the relative probability of each pair of high-dimensional objects so that very similar or close points have high probabilities and very different ones have low
Table 1. Architecture options considered for the NN layout, whose performances are given in Fig. 1.

<table>
<thead>
<tr>
<th>NN name</th>
<th>Layout</th>
</tr>
</thead>
<tbody>
<tr>
<td>5L_b</td>
<td>128+256+512+256+128</td>
</tr>
<tr>
<td>5L_s</td>
<td>64+256+512+256+64</td>
</tr>
<tr>
<td>4L</td>
<td>128+256+256+128</td>
</tr>
<tr>
<td>3L</td>
<td>32+128+32</td>
</tr>
<tr>
<td>2L_64</td>
<td>64+64</td>
</tr>
<tr>
<td>2L_32</td>
<td>32+32</td>
</tr>
<tr>
<td>2L_16</td>
<td>16+16</td>
</tr>
<tr>
<td>2L_8</td>
<td>8+8</td>
</tr>
<tr>
<td>2L_4</td>
<td>4+4</td>
</tr>
<tr>
<td>2L_2</td>
<td>2+2</td>
</tr>
</tbody>
</table>

Notes. The Layout column gives the number of neurons per layer, separating each layer with a +.

4. Results

4.1. Architecture selection

In order to determine our definitive layer layout, we compared the NN architectures listed in Table 1 by their five-fold validation loss. The nomenclature prefix indicates the layer number as nL and the suffix refers to the size when required. Figure 1 shows the mean loss and its standard error of the NNs sampled on the BC model magnitude input space. A relatively similar loss was obtained for all versions, except for the cases with too few neurons, 2L_4 and 2L_2. The longest NNs we tried combined up to five layers, but both 5L_b and 5L_s did not improve the performance. The 4L and 3L cases gave loss values as low as those of 2L_64 and 2L_32. Regarding instability, the architecture with the lowest variance was 2L_16. For the definitive NN, we opted for 2L_16 due to its convenient balance: a slightly worse but more stable loss when compared to 4L, 3L, 2L_62, and 2L_32, combined with a shorter computational time. We note that the five-fold galaxy distribution was not fixed but selected randomly for each architecture check.

The other tested NN parameters were the initial learning rate of the Adam optimizer and the dropout rate. The former performed quite badly when significantly diverted from $5 \times 10^{-5}$. Regarding the latter, the validation losses of the considered variations are shown in Fig. 2. Following the argument for selecting 2L_16, a 0.1 rate would be a more adequate option as it shows a larger loss and smaller standard error. However, we decided to keep the 0.2 rate because the error bar for 0.1 covers only the upper – and worse – part of the interval that 0.2 covers.

4.2. Input magnitude variations

We established the BC model magnitude as the initial reference NN for comparisons because it more closely represents the real galaxies’ brightness. This input is a 15D space combining the five photometric bands plus the resulting ten colours, normalized in the range [0,1]. It led to an accuracy of 68.90 ± 0.72%, as shown in Table 2. This accuracy implies that we found a stable classifier capable of correctly identifying a substantial amount of objects. Moreover, it is encouraging how around 60% of the mergers were correctly classified, given such a simple input space.

Figure 3 shows the resulting accuracy of the NN applied over all six types of magnitudes – as defined in Sect. 2 – and the input variations – as defined in Sect. 3.3. The horizontal orange line is the reference NN accuracy, and the shaded area is its error. Each panel in Fig. 3 confirms how the BC magnitude inputs lead to a significant increase in the accuracy with respect to the separated B and C cases. Both bands and colours generate consistent accuracies in all magnitude classes because they essentially contain the same information: one colour index is nothing more than
Fig. 3. Six-panels plot showing the mean validation peak accuracy of the different input variations for each magnitude type. For each magnitude defined in Sect. 2, we provide several variations: B, which corresponds to the five band values; C, the ten colours obtained from the five bands; BC, a 15-dimensional space combining bands and colours; and BCE, a 20-dimensional space that adds the magnitude errors to the BC cases. All four of these variations follow the min-max normalization defined in Eq. (4). Additionally, we show the BCEp and BCEn sets, for which bands and colours were min-max normalized separately to the errors, obtained with Eqs. (5) and (6) respectively. The distribution of galaxies among the five validation folds is fixed to be the same. Panel (A) corresponds to the model magnitude type, (B) to the fibre magnitude, (C) to the PSF magnitude, (D) to the Petrosian magnitude, (E) to the exponential magnitude, and (F) to the De Vaucouleurs one.

Table 3. Validation mean accuracy and standard error for all the relevant combinations, separated into five blocks.

<table>
<thead>
<tr>
<th>Input space</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model B + model E</td>
<td>67.14 ± 0.31%</td>
</tr>
<tr>
<td>Model C + model E</td>
<td>67.24 ± 0.64%</td>
</tr>
<tr>
<td>Model BC + model E</td>
<td>69.12 ± 0.50%</td>
</tr>
<tr>
<td>Model B + fibre E</td>
<td>77.08 ± 0.73%</td>
</tr>
<tr>
<td>Model C + fibre E</td>
<td>88.30 ± 0.45%</td>
</tr>
<tr>
<td>Model BC + fibre E</td>
<td>87.40 ± 0.72%</td>
</tr>
<tr>
<td>Fibre B + model E</td>
<td>62.56 ± 0.51%</td>
</tr>
<tr>
<td>Fibre C + model E</td>
<td>62.40 ± 0.45%</td>
</tr>
<tr>
<td>Fibre BC + model E</td>
<td>62.80 ± 0.55%</td>
</tr>
<tr>
<td>Fibre B + fibre E</td>
<td>77.14 ± 0.60%</td>
</tr>
<tr>
<td>Fibre C + fibre E</td>
<td>88.66 ± 0.37%</td>
</tr>
<tr>
<td>Fibre BC + fibre E</td>
<td>87.84 ± 0.42%</td>
</tr>
<tr>
<td>Model E</td>
<td>59.06 ± 0.76%</td>
</tr>
<tr>
<td>Fibre E</td>
<td>83.76 ± 0.32%</td>
</tr>
</tbody>
</table>

Notes. Each input space undergoes a min-max normalization. The table’s first two blocks combine the model B, C, and BC cases with either model E or fibre E, respectively; the third and fourth blocks do the same but for the fibre B, C, or BC cases; and the last block shows what happens for model E or fibre E alone. As in Fig. 3, the source distribution among the five validation folds is fixed to be the same.

Regarding the error normalization options, both the BCEp (Eq. (5)) and BCEn (Eq. (6)) cases have slightly better accuracy than BCE cases, while being consistent within the standard error. The BCEn cases are generally slightly better than the BCE cases. This is one indication that suggests that the NN is independent of the normalization method.

4.3. Fibre errors mixed with other data

The surprising success from the fibre BCE case deserved a deeper look: not only did it reach a high accuracy, but it also outperformed the reference input – the BC model magnitude. We narrowed down the search of what the main information source was within fibre BCE by combining the bands, colours, and errors of both model and fibre magnitudes in different ways.

Table 3 shows the validation mean accuracy for all the relevant combinations, separated into five blocks. The first two blocks indicate that the model B, C, or BC cases combined with model E retain an accuracy of around 67%, but if the model errors are swapped with fibre errors, then the NN achieves high values, similar to those of the BCE fibre. The third and fourth blocks confirm the same results, but applying fibre B, C, and BC cases. The last block shows the results for model E or fibre E alone. The importance of fibre E is therefore demonstrated not only by how these errors enhance the accuracy when they accompany any magnitude type but also by their performance when used as a 5D input.

4.4. Fibre errors components

According to the NN results presented up to now, one can just use the fibre magnitude error and get a correct classification with an accuracy of ~84%. Such an achievement does not seem intuitively justified solely by the properties of the input data. The next step was then to understand how fibre E values were calculated.
According to the SDSS documentation, the fibre magnitudes are simple aperture magnitudes, meaning we can replicate them with the original astronomical frames and the appropriate calibration data. The whole process of reproducing the fibre magnitudes and errors is detailed in Appendix A. We obtained the errors from the fibre aperture counts in the fpObj.c file downloaded from the SDSS repository, sampled in each band on a group of ten galaxies. We justify the updated version of the formula that calculates the error from the initial counts (Eq. (A.5)).

According to Eq. (A.5), the aperture error calculation has four particular inputs per band, which are: the digital unit count in the aperture region counts, the error in the CCD camera’s dark current dark variance, the sky background estimation in the source’s centre sky, and its error skyErr. We retrieved the four inputs per band for each galaxy in our kfold validation sample. We trained several NNs, noted in Table 4, considering first all sets of variables and then excluding each one at a time. It arose that the main source of accuracy was skyErr, as expressed in the accuracy from fibre E inputs without skyErr. Furthermore, running an NN only with skyErr showed a very similar accuracy to that of fibre E alone, implying they contain similar information.

Moreover, every training in which skyErr was accompanied with other features achieved an accuracy better than 90%. The best NN is for skyErr and dark variance together. Nonetheless, the dark current error does not seem to be related to the galactic properties at all, as it is a property of the CCD camera. This led to the last result, checking the dependence of the NN accuracies on the input normalization.

### 4.5. Normalization dependence

The high accuracy our NN obtained from the skyErr and fibre E inputs varied with the companion features. We wanted to see if this behaviour was because of the normalization applied. The first test was to expand the min-max normalization interval from [0,1] to [0,2] for some selected cases. In Table 5 the accuracies of the four most relevant inputs are compared between both versions. Only for the fibre E all-input set is there a relatively significant difference, leading us to conclude that the min-max resulting normalized interval is not a critical choice.

The next step was to apply the normalization method introduced in Sect. 3.3.2 to different input spaces that included either skyErr or fibre E. Table 6 shows the accuracy of the NNs we built using the input skyErr or fibre E subsets, compared to the complete spaces from which we isolated them. When SkyErr is normalized with dark variance, or with counts and dark variance, or with all other error inputs – counts, sky, and dark variance – the accuracy shows little dependence on the companions’ presence or absence. For the skyErr without normalization, the accuracy is 90.88%, which is also high. Fibre E is shown to be related to the companion for the fibre BCE and fibre CE cases, but not for the BCEp (fractional errors) or the BCEn case. However, the errors in the BCEp and BCEn cases are explicitly obtained from the bands, so it could be argued that the NN does get that information from the resulting error inputs. The pre-normalized fibre E shows better values than its min-max, but it deviates from the other cases more than skyErr does.

It can be interpreted that fibre E does benefit from being together with the magnitudes in specific combinations, but that skyErr is sufficient by itself. Nonetheless, the other conclusion is that skyErr depends on the normalization to provide the high accuracy observed. Because the best NN result comes from the skyErr as if with dark variance case, a parameter unrelated to the galaxies, and the resulting accuracy is close to that of the pre-normalized skyErr input, we can consider that the role of the dark variance is simply to adapt the skyErr numerical representation for the NN to better identify the properties of the mergers. Moreover, the last row with the sky error in logarithmic values achieves an even better result, supporting the finding that the skyErr is a good merger proxy on its own. The NN for this best case with the saved weights can be found on GitHub⁴.

### 5. Discussion

The accuracies obtained from the most relevant input spaces are presented in Table 7, together with their performance on the test set applying the saved weights. These results demonstrate that the NN has successfully classified galaxy mergers by making use of photometry, and that we have found the sky background error to be the source of the best method. Such a calibration parameter potentially points to the importance of differential image analysis, which, to our knowledge, had not been considered as a key method for galaxy merger identification until now. Therefore, this discussion will attempt to justify the advantages of our method. In Sect. 5.1, we address its reproducibility and its potential use both in SDSS and in other surveys. Then, in the rest of the section, we study the distribution of galaxies in the five-band skyErr space using the min-max normalization as if with dark variance, which is the next-to-best accuracy found. For that, we show dimensionality reduction and feature space distributions. To summarize, we infer why the logarithmic sky error should work even better as input space, showing that a simple 2D boundary can

⁴ https://github.com/LuisEduSuelves/NN16_skyErr-log

---

### Table 4. Validation peak mean and error for the NN input spaces using different variables that combine to make up fibre E.

<table>
<thead>
<tr>
<th>Input space</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibre E – all-input-set</td>
<td>91.48 ± 0.31%</td>
</tr>
<tr>
<td>Fibre E – without counts</td>
<td>91.62 ± 0.25%</td>
</tr>
<tr>
<td>Fibre E – without dark variance</td>
<td>91.48 ± 0.23%</td>
</tr>
<tr>
<td>Fibre E – without sky</td>
<td>91.98 ± 0.27%</td>
</tr>
<tr>
<td>Fibre E – without skyErr</td>
<td>60.62 ± 0.85%</td>
</tr>
<tr>
<td>SkyErr – only</td>
<td>83.30 ± 0.38%</td>
</tr>
<tr>
<td>SkyErr + counts</td>
<td>91.66 ± 0.34%</td>
</tr>
<tr>
<td>SkyErr + dark variance</td>
<td>92.04 ± 0.26%</td>
</tr>
<tr>
<td>SkyErr + sky</td>
<td>90.90 ± 0.21%</td>
</tr>
</tbody>
</table>

**Notes.** The first row considers all inputs shown in Eq. (A.5), followed by the results of excluding one variable at a time. The next row shows the case of only skyErr, and the final three rows come from combining skyErr with every other variable.

### Table 5. Main project NNs but with the min-max normalization set to an [0,2] interval.

<table>
<thead>
<tr>
<th>Input space</th>
<th>Accuracy</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min-max [0,2]</td>
<td>min-max [0,1]</td>
</tr>
<tr>
<td>Reference NN</td>
<td>68.82 ± 0.57%</td>
<td>68.90 ± 0.72%</td>
</tr>
<tr>
<td>Fibre BCE</td>
<td>88.64 ± 0.36%</td>
<td>88.68 ± 0.31%</td>
</tr>
<tr>
<td>Fibre E – all-input-set</td>
<td>90.82 ± 0.14%</td>
<td>91.48 ± 0.31%</td>
</tr>
<tr>
<td>SkyErr – only</td>
<td>83.52 ± 0.38%</td>
<td>83.30 ± 0.38%</td>
</tr>
</tbody>
</table>

**Notes.** Little difference can be found from the previous case.
Table 6. Neural network performance for input spaces in which either skyErr or fibre E has been normalized with some other parameters that were not included as inputs (see Sect. 3.3.2).

<table>
<thead>
<tr>
<th>Input space</th>
<th>Accuracy Previous accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>skyErr as if with dark variance</td>
<td>92.10 ± 0.28% 92.04 ± 0.26%</td>
</tr>
<tr>
<td>skyErr as if with counts &amp; dark variance</td>
<td>92.02 ± 0.21% 91.98 ± 0.27%</td>
</tr>
<tr>
<td>SkyErr as if in fibre E – all-input-set</td>
<td>91.02 ± 0.32% 91.48 ± 0.31%</td>
</tr>
<tr>
<td>SkyErr pre-normalized</td>
<td>90.88 ± 0.25% 83.30 ± 0.38%</td>
</tr>
<tr>
<td>Fibre E as if in BCE</td>
<td>79.72 ± 0.12% 88.68 ± 0.31%</td>
</tr>
<tr>
<td>Fibre fractional errors</td>
<td>88.60 ± 0.55% 89.06 ± 0.42%</td>
</tr>
<tr>
<td>Fibre E as if in BCEo</td>
<td>88.40 ± 0.33% 88.76 ± 0.25%</td>
</tr>
<tr>
<td>Fibre E as if in CE</td>
<td>77.66 ± 0.66% 88.66 ± 0.37%</td>
</tr>
<tr>
<td>Fibre E pre-normalized</td>
<td>86.74 ± 0.40% 83.76 ± 0.32%</td>
</tr>
<tr>
<td>SkyErr pre-normalized logarithic scale</td>
<td>92.64 ± 0.15% ...</td>
</tr>
</tbody>
</table>

Notes. The last column gives the accuracy for the input space prior to the applied modification. For the skyErr and fibre E pre-normalized spaces (rows 4 and 9), the last column compares their respective 5D isolated min-max value.

Table 7. Accuracies for the central NN input spaces of the project.

<table>
<thead>
<tr>
<th>Input space</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference NN</td>
<td>68.90 ± 0.72%</td>
</tr>
<tr>
<td>Test reference NN</td>
<td>69.72 ± 0.36%</td>
</tr>
<tr>
<td>Fibre BCE</td>
<td>88.68 ± 0.31%</td>
</tr>
<tr>
<td>Test fibre BCE</td>
<td>89.60 ± 0.24%</td>
</tr>
<tr>
<td>Fibre E – inputs</td>
<td>91.48 ± 0.31%</td>
</tr>
<tr>
<td>Test fibre E – inputs</td>
<td>91.20 ± 0.35%</td>
</tr>
<tr>
<td>SkyErr</td>
<td>83.30 ± 0.38%</td>
</tr>
<tr>
<td>Test skyErr</td>
<td>79.56 ± 0.10%</td>
</tr>
<tr>
<td>SkyErr min-max as if with dark variance</td>
<td>92.10 ± 0.28%</td>
</tr>
<tr>
<td>Test skyErr min-max as if with dark variance</td>
<td>90.92 ± 0.20%</td>
</tr>
<tr>
<td>SkyErr pre-normalized in logarithic scale</td>
<td>92.64 ± 0.15%</td>
</tr>
<tr>
<td>Test skyErr pre-normalized logarithic scale</td>
<td>92.36 ± 0.21%</td>
</tr>
</tbody>
</table>

Notes. The table also gives the mean accuracy over the test set, calculated using the weights at the peak validation in each fold.

be as effective as the NN. Finally, we justify why the sky background error contains information of merging processes.

5.1. Reproducibility of the model

The step-by-step measurement of the sky background error should be easy to reproduce in any other optical survey because the measurements are very generic. Nothing the pipeline does should be unusual for another astronomical survey and there is no dependence on the SDSS specifications in any step. It may be that the cut-out box size where the local background is estimated should be adapted to different pixel sizes if necessary. We cannot foresee beforehand if any other SDSS specification might have some influence, but it does not seem the case at the present stage. Regarding the training sample, its redshift and mass distribution define the range in which the NN is, in principle, effective. To what extent the NN could be applied to sources outside this data will be addressed in a forthcoming work.

5 http://classic.sdss.org/dr6/algorithms/sky.html

Fig. 4. 2D embedding using PCA. Classification results from the weights saved at the validation peak of the first of the five folds: TP galaxies are shown by green circles, TNs by blue crosses, FNs by black ‘x’s, and FPs are in orange. The axes are the first and second principal coordinates. This colour scheme will be repeated for all the plots in the rest of the text.

Fig. 5. 2D embedding using tSNE, with the same classification scheme as for Fig. 4. The axes are simply the two tSNE dimensions.

5.2. Sky error properties found by the NN. Case skyErr as if with dark variance

Figures 4 and 5, show, respectively, the PCA and tSNE methods – Sect. 3.5 – applied to the skyErr input space set normalized with dark variance. Each data point corresponds to a galaxy in the 2D embedding and the colour depends on the classification type (Sect. 3.4). Because t-SNE is highly dependent on the initial distribution, we initialized the model based on the data’s PCA, a functionality available in the python sklearn package that we implemented.

Through the PCA plot, the main locations for mergers and non-mergers, where TPs and TNs are denser, can be seen in opposite corners of the rhomboid shape. The TPs are to the right and the TNs are to the left, while in the intermediate area, the plot is less dense and more FNs and FPs arise mixed in between. Some FNs or FPs appear also in the green and blue dense areas, respectively. This is more frequent for FPs, which indicates that the skyErr method still does not define an unmistakable distinction between mergers and non-mergers.

The tSNE method leads to very similar conclusions but from a more defined shape with a more uniform density. The TP versus TN separation is delimited in a clear way. Again, some FPs and FNs are dotting the TP and TN areas. The FNs appear rarely in the blue region; they arise mostly in the TN edges that can be found even intersecting green regions, such as near [0,−10] or [20,30].
Another approach to investigate the data is to create histograms of the inputs. For that, we show the histogram per label in Fig. 6 and the histogram per class in Fig. 7. Figure 6 shows that for mergers, the distribution in the $u$ and $z$ bands has a less steep profile than for non-mergers. The mergers show one peak around 0.2 in $z$ that disappears for the non-mergers. It translates into a defining characteristic, as the distribution is maintained in the TPs in Fig. 7. In contrast, the $g$, $r$, and $i$ bands present distributions that differ more between labels. For non-mergers, the three of them peak near 0 and decrease in number towards larger normalized errors. For mergers, there is a peak that translates from central values in $g$ to progressively larger ones in the other two bands. An immediate interpretation is that the majority of mergers present an intermediate relative sky error in $g$, a relatively high error in $r$, or the highest possible value 1, for a single galaxy after min-max in $i$. Overall, the TPs distribution in Fig. 7 resembles the mergers’ one. The TNs simply show a steep slope similar to that in $u$ and $z$, with the FNs again also flat. The FPs histograms are quite uniform in comparison to the others. It seems that the FPs cover the part of the distribution of non-mergers that goes missing in the TN distributions. The main signs the NN is identifying become evident when comparing TPs and TNs in $g$, $r$, and $i$ bands. The mergers have high skyErr values but the non-mergers have low ones. The FN and FP profiles indicate that this is neither sufficient nor clearly defined, as the dimensionality reductions were illustrating.

Figures 8 and 9 show the 2D histograms of the TPs and FPs, and the contour plots of the FNs and TPs of skyErr for the $u$ versus $z$ and the $g$ versus $r$ bands, respectively. The TPs and TNs in the first image are clearly separated, although some TNs can be seen in the upper right area, where the TPs are mostly located. The FP and FN contour plots show the area where the confusing galaxies are located. Similar to the patterns appearing in the dimensionality reduction figures, the FPs are mostly around the TP area and the FNs appear both in the intermediate region and near the TNs. For $g − r$, the location of the TPs is mostly in the upper right corner, near to a value of 1. Analogously to the first image, the TP and TN areas are clearly separated, the FPs are located mostly in the same region as the TPs, and the FNs appear both in the TN region and in the intermediate TP-TN area. Therefore, the properties in the 1D histograms can be seen translated into a 2D representation and the dimensionality reduction patterns are present.

5.3. Pre-normalized skyErr

To better understand the pre-normalized skyErr features, we created individual histograms as in Fig. 10, but using logarithmic bins to enable a better visualization. The separation between the distributions depending on the classification type is even more pronounced here than in Fig. 7. For bands $g$, $r$, and $i$, the TPs and FPs are located in the upper half of the data, and the TNs and FNs are in the lower half. This strong separation is not seen in the $u$ and $z$ bands. These patterns are analogous to those described in the previous section, but are even more explicit. We created one last input space with the logarithm of the skyErr to check if
the NN is aware of this difference in the data’s presentation. This provided an accuracy of 92.64 ± 0.15%, the best result obtained in this project and shown in the last row in Tables 6 and 7. The accuracy is 2% better than that corresponding to the linear pre-normalized skyErr, confirming the importance of the normalization. Therefore, we can conclude that the normalization of the data plays a crucial role in the success of our model.

Moreover, the shape of the histograms in the three central bands $g$, $r$, and $i$ seems to hint at the regions of merging and non-merging galaxies in the skyErr space. This is very likely what the NN is identifying. Figure 11 illustrates not only the clear separation of the classes in the $g$-versus-$r$ plane, but also that simply drawing a boundary line is capable of providing an accuracy of 91.59%. The line was built by performing a grid search, first for the intercepts using a fixed slope of $-1$, which is approximately perpendicular to the distribution of galaxies, and followed by a subsequent grid search for the slope with the obtained intercept fixed. A similar boundary was found for $g$ versus $i$ and $r$ versus $i$, with accuracies of 91.16% and 90.47%, respectively. Table 8 compares the accuracy and the rate of mergers and non-mergers correctly identified using either the NN or the boundary cut. It shows that the boundary is less accurate at identifying the non-mergers than the NN, while it does not lose accuracy for the mergers.

5.4. Sky error analysis

All these gathered results and visualizations confirm that the NN favours the input data that explicitly represent the sky error features contrasting between mergers and non-mergers. The best example of this separation is observed in Fig. 11. It indicates that the error in the central bands characterizes the presence of a merging process.

In physical terms, the sky error performance could have a simple explanation. Mergers produce a chaotic flow of material between the components that in some cases cannot be observed unequivocally in the images because it is not bright enough compared to the galaxy itself. This low brightness could be one of the reasons why image recognition, both by humans and by deep learning methods, can fail or can be inconclusive. Nonetheless, these merging traces could still create a detectable signal that only arises in the sky background around the mergers, and it is so low that only the differential analysis or error estimation is able to discern it. However, this has been obtained from our training dataset, which is limited in the type of galaxy mergers, specifically pre-mergers, and deepness of the images.

5.4.1. Deeper surveys

Our training dataset covers a specific deepness region defined by the SDSS imaging, and the galaxy’s $r$-band magnitude and spectrometric redshift. As we understand it, the sky error
Table 8. Comparison between the application of the NN or of the boundary cut to the logarithm of the skyErr.

<table>
<thead>
<tr>
<th>Method</th>
<th>NN</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>92.79%</td>
<td>91.59%</td>
</tr>
<tr>
<td>TPs rate</td>
<td>95.48%</td>
<td>95.04%</td>
</tr>
<tr>
<td>TNs rate</td>
<td>90.11%</td>
<td>88.13%</td>
</tr>
</tbody>
</table>

Notes. The rows indicate not only the accuracy but also the rate of TPs and TNs for each method when applied on the full training dataset. The NN results correspond to the saved weights of the first cross-validation fold.

5.4.2. Merger remnants and post-mergers

The Darg et al. (2010a) catalogue from which we selected the training mergers consists exclusively of merging pairs. As a consequence, we lack post-merging stages in our sample that can indicate whether the sky error method would also identify them or not.

In order to find merger remnants using our current method, we built a catalogue of galaxies in SDSS DR6 within the r magnitude and spec-z intervals of our training set. These intervals were [12.24,18.05] for r-mag and [0.01,0.1] for the spec-z, providing up to 286,616 sources. We then carried out two main studies. First, we located them in the skyErr decision boundary and visually inspected different regions in the merger’s upper half. Second, we made use of the classification in the Galaxy Zoo DECaLS (GZ-D) Campaign 5 (Walmsley et al. 2022). Galaxies with a vote fraction above 0.6 for the classification answer ‘major disturbance’ were defined as post-mergers (Walmsley et al. 2022). Our goal was to visually inspect the astrometric matches with the SDSS DR6 set of these GZ-D post-mergers. We made a lower cut on the number of votes per galaxy to both reduce the inspection time and to make sure they were extensively visualized, avoiding sources that were picked out by their variable retirement rate (Walmsley et al. 2020). The resulting post-merger catalogue contained 45 galaxies.

Among the SDSS DR6 sources we inspected, we did find at least one clear post-merger that had been correctly identified by both the NN and the decision boundary. Among the GZ-D 45 confirmed galaxy post-mergers, only seven of them were found in the merger region. Using the NN, we obtained the same classification. Those galaxies all showed a surrounding material that mixed with the background. Except for the missed merger remnants, the surrounding seemed to be less diffuse than the other seven galaxies.

We discovered that merger remnants can be identified using both the NN and the skyErr boundary. While not all the GZ-D-based set was recovered, refinement of our method in a future work is likely possible.

6 http://cas.sdss.org/strip82/en/

6 The main goal of this paper was to create an NN and apply it to a class-balanced set of mergers and non-mergers using only photometric information. The dataset is composed of galaxies from SDSS DR6 identified during GZ DR1. The 2930 mergers from Darg et al. (2010b) are combined with the same number of non-mergers in GZ DR1 by a nearest-neighbour match in spec-z and r-band magnitude. The NN applied is fully connected: it has two layers with 16 neurons whose activation function is ReLU and it has a dropout rate of 0.2; the learning method is Adam with an initial training rate of 5×10⁻⁵; the output is a softmax probability for a two-class classification; and the classifier is the TensorFlow’s BinaryCrossentropy class.

First, the initial research used the band magnitudes, colours, and errors of six different SDSS flux measurement methods. Using the model magnitude, we found a reference accuracy of 68.90 ± 0.72%. Checking the other magnitude types brought up the fibre magnitude error importance. The fibre errors reached 83.76 ± 0.32% validation accuracy alone and 88.68 ± 0.31% with bands and colours. Further research showed that the components of the fibre magnitude error could achieve an accuracy of 91.48 ± 0.31%. We found that the parameter that contributes mainly to this high accuracy is the sky background error. We proved that the sky error is able to show differences between...
mergers and non-mergers that can be identified in the histogram, PCA, t-SNE, and 2D histogram representations, together with the NN results. Finally, we found that the input space of the logarithm of the pre-normalized five-band sky background error in units of counts is able to reach a validation accuracy of 92.64 ± 0.15%. A version of the NN for this last input is published on GitHub with the saved weights. Moreover, the NN can be substituted by a decision boundary in the planes between the $g$, $r$, and $i$ bands, achieving an accuracy of up to 91.59% for the $g$-versus-$r$ plane.

A likely interpretation of this result is that the higher values of the sky background error reflect the traces of merging processes – for example, faint tidal tails – otherwise missed by the neural networks due to the dominance of the signal from a galaxy itself. Multi-band analysis of the sky background error additionally makes our network sensitive to the colours of this residual flux that originates from the matter surrounding a merging galaxy.

Future work will concentrate on understanding the sky background error NN and decision boundary applicability zones. It has the potential to identify mergers in multiple stages and in deeper data, but more research in that direction has to be done. We plan on creating catalogues on other SDSS sources, including other SDSS data releases. The next step will be to expand it to other surveys. Another path could be to use deep learning algorithms directly on the sky background maps. Furthermore, we will seek to make a universal implementation of the method for any astronomical research, which would be the final milestone for the method.
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Appendix A: Reproducing the SDSS fibre magnitudes and errors

In order to understand what information the fibre magnitude errors enclose, we attempted to reproduce them using the information in the SDSS DR6 documentation. The documentation indicates that it is calculated as the aperture photometry inside a circle of 3 arc-seconds in diameter, the same angular size as the fibre, after the image is convolved with a 2 arc-second seeing to resemble what the fibre actually sees. Therefore, by retrieving the correct catalogues and photometric parameters from the SDSS repository, one could reproduce the fibre errors and examine the properties that make them so relevant for the NN. This appendix is limited to showing how the uncalibrated fibre counts and count errors – found in the file fpObjc – relate to the fibre magnitude and errors, together with all the required calibration parameters.

Two main sets of information are required to reproduce the fibre magnitudes: first, the equations that connect the observational measurements with the magnitudes, and second, the files where these measurements are found. Table A.1 shows the latter files, and the equations – as found in the documentation website – are the following:

**Magnitude**

\[
m = \frac{2.5}{\ln(10)} \left[ \sinh^{-1}\left( \frac{f}{f_0} \cdot 2b \right) + \ln(b) \right], \quad (A.1)
\]

**Magnitude error**

\[
\sigma_m = \frac{2.5}{\ln(10)} \frac{\sigma_{\text{counts}}}{\text{exposure time}} \frac{1}{f_0} \frac{1}{\sqrt{4b^2 + \left( \frac{4}{f_0} \right)^2}}, \quad (A.2)
\]

**Counts error**

\[
\sigma_{\text{counts}} = \left[ \frac{\text{counts} + (\text{sky} \cdot N_{\text{pixels}})}{\text{gain}} \right]^{1/2} \cdot \left( \text{dark variance} + \text{skyErr} \right)^{1/2}. \quad (A.3)
\]

Here, \(f\) is the pixel units in counts divided by the exposure time; \(f_0\) is the zero point, that is, the flux of an object with zero magnitude, given the atmospheric conditions and the system’s instrumentation; \(b\) is the softening parameter that indicates the flux level at which linear behaviour of \(m\) sets in; \(\text{sky}\) is the sky background estimation and \(\text{skyErr}\) its error, both interpolated on the source centroid; \(\text{gain}\) is the telescope’s CCD’s gain; \(N_{\text{pixels}}\) is the size in pixels of the aperture used, and \(\text{dark variance}\) is the dark current’s variance calibrated for the given frame. It should be noted here that \(\text{sky} \cdot N_{\text{pixels}}\) is the sky counts summed over the same area as the object counts, as indicated in the documentation count error.\(^{10}\)

These initial equations did not succeed in reproducing the fibre errors, and some modifications were found to be necessary. In order to justify the modification of these relations, we compared the fibre magnitudes, magnitude errors, and count errors obtained from the original and from our modified formulae. This study was made for ten arbitrary galaxies of the dataset in each of the five pass bands.

**A.1. Relation of fpObjc fibre counts and count errors with the fibre magnitude and error**

First, to confirm that the fibre counts (\(\text{counts}\)) provided the fibre magnitudes, we took the fibre counts given in the fpObjc catalogue and applied Eq. A.1. Those fibre counts were the SDSS’s counts extracted from the final seeing-convolved frame. Figure A.1 gives the five-band panels, where the y-axis shows the fibre magnitude and the x-axis shows the magnitude resulting from the fibre counts. The parameters \(f_0\) and \(b\) were extracted from the field calibration dataset fpC. The straight black lines indicate the linear fits of the scatter plots, with the fit parameters and their errors in the legend. This linear fit confirms that Eq. A.1 does successfully relate counts and magnitudes.

Second, we applied Eq. A.2 to the fibre count errors in the fpObjc file. However, the fit showed a slope corresponding to the exposure time of the frames, as shown in the slopes of the five panels in Fig. A.2. Therefore, we modified the relation to Eq. A.4, and Fig. A.3 is the resulting fibre magnitude error. It lacks the exposure time slope and shows a one-to-one relation that confirms the presence of either a typing error or an inconsistent definition.

**New magnitude error**

\[
\sigma_{m_{\text{new}}} = \frac{2.5}{\ln(10)} \frac{\sigma_{\text{counts}}}{f_0} \frac{1}{\sqrt{4b^2 + \left( \frac{4}{f_0} \right)^2}}, \quad (A.4)
\]

in comparison with Eq. A.2, the magnitude error is not divided by the exposure time.

---

Table A.1. Files employed to recreate the aperture photometry that leads to the fibre magnitude data.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>kfold_fibre</td>
<td>Input for NN</td>
<td>Fibre raw counts and counts errors plus sky background (sky) and error (skyErr), interpolated to the source’s centre</td>
</tr>
<tr>
<td>fpObjc</td>
<td>Uncalibrated Catalogue, i.e. before converting counts to fluxes</td>
<td>Fibre magnitudes and errors</td>
</tr>
<tr>
<td>drField</td>
<td>Field calibration data</td>
<td>Calibration Parameters (per band) (e.g. gain, airmass, zeropoints)</td>
</tr>
</tbody>
</table>

Fig. A.2. Linear regression, for the same galaxies and bands as in Fig. A.1, between the fibre magnitude errors extracted from the CasJobs portal (y-axis) compared to the fibre magnitude errors calculated using Eq. A.2 from the fibre count errors from the fpObjc catalogue (x-axis).

A.2. Count error formula

We have confirmed that the counts and count errors in fpObjc lead to the fibre magnitudes and errors, respectively. We have also corrected the exposure time factor in Eq. A.2. Nonetheless, when attempting to reproduce the fibre count errors using Eq. A.3, two problems arise. The first one is the ambiguity in the dimensional analysis. On the one hand, the units of skyErr are counts – in the fpObjc catalogue, although CasJobs contains them in maggies – but dark variance is given in counts squared. The formula is wrongly adding an error with a variance. On the other hand, the first and the second terms differ from each other in the gain denominator. Its units are [gain] = photoelectrons/counts, implying the first term is in counts²/photoelectrons and the second in counts². This supported applying the correction skyErr² over dark variance₁². The second problem is illustrated in Fig. A.4. The linear fits between the original fibre count errors and those calculated using Eq. A.3 are either quite deviated, as appears to be the case in bands $u$ and $z$, or with a big variance and apparently a non-linear shape, as in the $g$, $r$, and $i$ bands.

We defined Eq. A.5 improving Eq. A.3:

Fig. A.3. Same as for Fig. A.2, but using the new equation for the magnitude errors (Eq. A.4).

Fig. A.4. Linear regression between the fibre count errors (y-axis) compared to the fibre count errors calculated using Eq. A.3 from the fibre counts (x-axis).
The new counts error

$$\sigma_{\text{counts}}^{\text{new}} = \sqrt{\frac{(\text{counts} + (\text{sky} \cdot A_{\text{pixels}}))}{\text{gain}}} + A_{\text{pixels}} \cdot (\text{darkvariance} + \text{skyErr}^2)^{1/2}. \quad (A.5)$$

The improvement comes mainly from reducing the dimensional analysis ambiguity in the second term. We also changed the name of $N_{\text{pixels}}$ to $A_{\text{pixels}}$ so that it illustrates better that it is the area covered by the fibre aperture in pixel² units.

Figure A.5 compares the count errors with the result of Eq. A.5 on the counts. In contrast to Fig. A.4, a better linearity of the fit can be observed both visually and in the parameter’s errors. The slope for all five bands is more uniform, and for the $g$, $r$, and $i$ bands, a value of 1 for the slope is within the error bars, although it still deviates from the identity for $u$ and $z$. Nonetheless, the uniformity of the fits supports Eq. A.5.

To finalize, using the calculated count errors in the x-axis of Fig. A.5, we applied the new magnitude error formula Eq. A.4 and compared the result with the fibre magnitude errors in Fig. A.6. The linear fit was quite strong. The intercept was null for all bands and the slope differed from one only for the $z$ band, showing a large relative error only for $u$. Some outliers seemed to spoil the results – such as the top one in the $u$-band panel, or the two separated ones in the top right area of the $z$-band panel. Figure A.7 shows, in contrast to Fig. A.6, the magnitude errors when applying Eq. A.3. From the slopes and the visual scatter, it is evident that the fibre errors were incorrect. We note that the intercepts were all almost zero due to the nature of the asinh magnitude formula.

Our purpose in understanding the fibre errors was to identify its inputs to move forwards in Sect. 4.4. We did not study it further since we considered that the results confirmed that the counts, sky, skyErr, and dark variance were those inputs.