The probability of galaxy–galaxy strong lensing events in hydrodynamical simulations of galaxy clusters
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ABSTRACT

Context. An excess of galaxy–galaxy strong lensing (GGSL) in galaxy clusters compared to expectations from the Λ cold-dark-matter (CDM) cosmological model has recently been reported. Theoretical estimates of the GGSL probability are based on the analysis of numerical hydrodynamical simulations in ΛCDM cosmology.

Aims. We quantify the impact of the numerical resolution and active galactic nucleus (AGN) feedback scheme adopted in cosmological simulations on the predicted GGSL probability, and determine if varying these simulation properties can alleviate the gap with observations.

Methods. We analyze cluster-size halos ($M_{200} > 5 \times 10^{14} M_\odot$) simulated with different mass and force resolutions and implementing several independent AGN feedback schemes. Our analysis focuses on galaxies with Einstein radii in the range $0.5 \leq \theta_E \leq 3''$.

Results. We find that improving the mass resolution by factors of 10 and 25, while using the same galaxy formation model that includes AGN feedback, does not affect the GGSL probability. We find similar results regarding the choice of gravitational softening. On the contrary, adopting an AGN feedback scheme that is less efficient at suppressing gas cooling and star formation leads to an increase in the GGSL probability by a factor of between 3 and 6. However, we notice that such simulations form overly massive galaxies whose contribution to the lensing cross section would be significant but that their Einstein radii are too large to be consistent with the observations. The primary contributors to the observed GGSL cross sections are galaxies with smaller masses that are compact enough to become critical for lensing. The population with these required characteristics appears to be absent from simulations.

Conclusion. Based on these results, we reaffirm the tension between observations of GGSL and theoretical expectations in the framework of the ΛCDM cosmological model. The GGSL probability is sensitive to the galaxy formation model implemented in the simulations. Still, all the tested models have difficulty simultaneously reproducing the stellar mass function and the internal structure of galaxies.
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1. Introduction

In the cold-dark-matter (CDM) paradigm, dark-matter halos form hierarchically, with the most massive systems resulting from mergers between smaller ones. Thus, dark-matter halos contain a full hierarchy of substructures in the form of sub-halos (Giocoli et al. 2008, 2010).

Galaxy clusters are ideal astrophysical laboratories for testing this prediction of the CDM paradigm because their content is dark-matter-dominated. With virial masses as large as a few times $10^{15} M_\odot$, they are the strongest gravitational lenses in the universe. Strong gravitational lensing occurs when distant background galaxies are in near-perfect alignment with the massive foreground cluster and when the deflection of light by the gravity of the cluster results in highly distorted, multiple images of individual background galaxies. The extended dark-matter distribution in cluster halos is responsible for most of these features. Galaxy clusters simultaneously split numerous distant sources into multiple images and produce highly distorted gravitational arcs over regions of size on the order of ~1 arcmin. At the same time, the larger-scale dense cluster environments enhance the strong lensing effects produced on scales of a few arcseconds by the sub-halos they host. Occasionally, arclets and additional multiple images of distant galaxies appear around individual cluster member galaxies. We can use these galaxy–galaxy strong lensing (GGSL) effects inside clusters to infer the mass of the sub-halos in which the cluster galaxies are embedded (Natarajan & Kneib 1997; Natarajan et al. 2002, 2009).

Mass mapping via gravitational lensing has become an increasingly popular method for constraining the matter distribution in these objects (see, e.g., Soucail et al. 1987; Fort et al. 1988; Lyndes & Peterson 1989; Kneib et al. 1996; Broadhurst et al. 2005; Smith et al. 2005; Limousin et al. 2007, 2008, 2012, 2016; Jullo et al. 2007; Jullo & Kneib 2009; Kneib & Natarajan 2011; Kneib & Natarajan 2011; Postman et al. 2012; Monna et al. 2015, 2017). The high resolution of the imaging cameras aboard the Hubble Space Telescope (HST) has greatly impacted our ability to identify multiply imaged galaxies in the fields of several galaxy clusters. Particularly significant are several multi-cycle HST programs that recently targeted strong lensing clusters, such as the Cluster Lensing And Supernova survey with Hubble (CLASH; Postman et al. 2012), the Hubble Frontier Fields (HFF) initiative (Lotz et al. 2017), the REIonization Lensing Cluster Survey (RELICS; Cerny et al. 2018), and the Beyond
Ultra-deep Frontier Fields And Legacy Observations (BUFFALO; Steinhardt et al. 2020). In these observational programs, several tens to hundreds of multiply imaged candidates and strongly lensed galaxies have been identified.

Follow-up spectroscopy by several independent groups has been ongoing for the bright, highly magnified multiple images in these clusters (Rosati et al. 2014; Balestra et al. 2013; Treu et al. 2015; Caminha et al. 2017a; Mercurio et al. 2021) as well as for the more challenging fainter objects. Integral field observations with the Multi-Unit Spectroscopic Explorer (MUSE) at the Very Large Telescope (VLT) have contributed invaluable to strong lensing modeling (see, e.g., Karman et al. 2015; Grillo et al. 2015, 2016; Vanzella et al. 2021; Caminha et al. 2019; Jauzac et al. 2021; Bergamini et al. 2021; Richard et al. 2021; Granata et al. 2022). Thanks to its tremendous efficiency and sensitivity to line emitters, this instrument has expanded the list of confirmed strongly lensed galaxies available for mapping matter distribution and made unprecedented resolutions possible in several galaxy clusters. Mass models have been built incorporating these constraints. They include self-similar smooth mass components to describe the large-scale dark-matter halos and small-scale dark-matter substructures. These are generally assumed to be traced by bright galaxy clusters (Natarajan & Kneib 1997; Richard et al. 2014; Diego et al. 2015, 2016; Jauzac et al. 2015, 2016; Atek et al. 2015; Grillo et al. 2015, 2016; Vanzella et al. 2016; Kawamata et al. 2016; Caminha et al. 2016, 2017b,a; Limousin et al. 2016; Lagattuta et al. 2017). VLT/MUSE spectroscopy has also been critical for producing complete samples of confirmed cluster members for this purpose.

From a theoretical point of view, we can study the internal structure of galaxy clusters in the framework of the CDM paradigm with numerical hydrodynamical simulations. These simulations allow us to investigate the growth and the evolution of galaxy clusters in the cosmological context. If their resolution is high enough, we can use them to predict several properties of the sub-halos, such as their mass profiles, abundance, radial distribution function, and even their capacity to produce strong lensing effects (Despali & Vegetti 2017; Despali et al. 2020, 2022).

Some studies in the literature have already used the outcome of strong lensing models and hydrodynamical simulations to test these predictions of the CDM paradigm (e.g., Natarajan & Springel 2004). Simulations show that the mass and radial distributions of sub-halos are nearly universal, with the former being a (truncated) power law with slope $\alpha \approx -0.9$ (see, e.g., Ghigna et al. 2000; Natarajan et al. 2007; Dolag et al. 2009; Giocoli et al. 2010; Bahé et al. 2017; Despali & Vegetti 2017) and the second being much less concentrated than that of the dark-matter particles (Gao et al. 2004, 2012; Springel et al. 2008). Grillo et al. (2015) find that the HFF cluster MACSJ 0416.1-2403 contains an unexpectedly high number of high-mass galaxies (i.e., with circular velocities $v_c > 100 \text{ km s}^{-1}$) compared to simulations (see also Munari et al. 2016; Bonamigo et al. 2018), while Natarajan et al. (2017) noticed that the radial distribution of the observed visible substructures in clusters Abell 2744, MACSJ 0416.1-2403, and MACSJ 1149.5+2223 is inconsistent with numerical simulations.

More recently, Meneghetti et al. (2020, hereafter M20) reported an excess of GGSL events in a sample of 11 observed galaxy cluster lenses compared to expectations from ΛCDM hydrodynamic simulations. This result suggests that observed cluster member galaxies are much more compact than their simulated counterparts. This and the former discrepancies between simulations and observations may signal a potential problem with the CDM paradigm and/or as yet undiagnosed systematic issues with simulations. In particular, sub-halo properties may be affected by several physical processes that are known to be challenging to model and realistically include in simulations. For example, numerical simulations show that satellite halos can be gradually destroyed after being accreted, until they are completely dissolved in the host halo (see, e.g., Diemand et al. 2004; van den Bosch et al. 2005; Giocoli et al. 2008, 2010; Han et al. 2016; Jiang & van den Bosch 2016; van den Bosch 2017; Bahé et al. 2019). While there are known physical mechanisms that lead to the disruption of the satellite halos, additional numerical effects may also be at play. Tidal stripping and tidal heating can indeed remove large fractions of the mass of dark-matter sub-halos. Baryonic physics and processes such as cooling or energy feedback could impact the efficiency with which sub-halos can be destroyed and also alter their internal structure (Frenk et al. 1988; Garrison-Kimmel et al. 2017). On the other hand, it is well known that sub-halos can also dissolve in N-body simulations because of numerical artifacts – limited mass and force resolution in a simulation, a problem well known to computational cosmologists as “overmerging” (Carlberg 1994; Moore et al. 1996; Klypin et al. 1999; van Kampen 2000; van den Bosch et al. 2018).

In this paper we delve deep into how the resolution and adopted active galactic nucleus (AGN) feedback schemes impact the GGSL probability measured in numerical hydrodynamical simulations of cluster assembly. To assess the relevance of these simulation properties, we repeat the analysis of M20 on a sample of galaxy clusters re-simulated with different particle masses, softening lengths, and AGN feedback schemes. We also compare the simulations to a selection of four observed galaxy clusters for which we recently constructed detailed strong lensing mass models.

The paper is structured as follows: In Sect. 2 we introduce the method for computing the GGSL probability; in Sect. 3.1 we present the observational data set; and in Sect. 4 we introduce the simulation data sets, discussing the differences between them. In Sect. 5 we show the results of the analysis performed on the different simulated data sets. We quantify the GGSL probability and determine which galaxies contribute primarily to the GGSL cross section. Finally, we draw our conclusions in Sect. 6.

2. Probability of GGSL events

To describe their strong lensing properties, we assume that the mass distribution of galaxy clusters is characterized by the projected surface mass density $\Sigma(\theta)$. The vector $\theta$ indicates the angular position on the lens plane.

The lens convergence, $\kappa(\theta)$, is defined as the ratio between the surface density and the critical surface density,

$$\kappa(\theta) = \frac{\Sigma(\theta)}{\Sigma_{cr}},$$

where

$$\Sigma_{cr}(z_l, z_s) \equiv \frac{c^2}{4\pi G} \frac{D_L}{D_S D_L'},$$

The quantities $D_L$, $D_S$, and $D_L'$ are the angular diameter distances between the observer and the lens, the observer and the source, and the lens and the source, respectively. Further details on lensing basics can be found in, for example, Meneghetti (2021); see
also Kneib & Natarajan 2011; Meneghetti et al. 2013; Umetsu 2020, for some reviews on cluster lensing).

A light ray emitted by a source at redshift \( z_s \), crossing the lens plane at position \( \theta \), is deflected by the reduced deflection angle

\[
\alpha(\theta) = \frac{1}{\pi} \int \kappa(\theta') \frac{\theta - \theta'}{\theta - \theta'^2} d^2\theta',
\]

where the integral is extended to the whole lens plane.

Using the first partial derivatives of the deflection angle components \( \alpha_1 \) and \( \alpha_2 \), we define the shear tensor, whose components \( \gamma_1 \) and \( \gamma_2 \) are

\[
\gamma_1(\theta) = \frac{1}{2} \left( \frac{\partial \alpha_1(\theta)}{\partial \theta_1} - \frac{\partial \alpha_2(\theta)}{\partial \theta_2} \right),
\]

\[
\gamma_2(\theta) = \frac{1}{2} \left( \frac{\partial \alpha_2(\theta)}{\partial \theta_1} - \frac{\partial \alpha_1(\theta)}{\partial \theta_2} \right).
\]

The shear modulus is \( \gamma(\theta) = \sqrt{\gamma_1^2(\theta) + \gamma_2^2(\theta)} \).

Following the definition of M20, the GGSL cross section for a given source redshift, \( z_s \), is the area on the source plane enclosed by cluster galaxies’ tangential caustics. We computed it as follows.

We began from the map of the tangential eigenvalue of the lensing Jacobian, \( \lambda_t(\theta) \). This is defined as

\[
\lambda_t(\theta) = 1 - \kappa(\theta) - \gamma(\theta).
\]

We then found the tangential critical lines, which are the zero-level contours of \( \lambda_t(\theta) \):

\[
\theta_t : \lambda_t(\theta_t) = 0.
\]

Because of its multiple mass components, a galaxy cluster typically has many tangential critical lines. The largest ones are associated with the overall smooth cluster dark-matter halo. We call these critical lines “primary”. A cluster can have more than one primary critical line. For example, a cluster can have multiple large-scale mass components, remnants from major mergers. Each of these mass components has its critical line. Our criterion to identify the primary critical lines is based on the size of the effective Einstein radius. Given a critical line enclosing the area \( A_e \), the Einstein radius is given by

\[
\theta_E = \sqrt{\frac{A_e}{\pi}}.
\]

We define as primary the critical lines that have \( \theta_E > 5'' \), independent of the source redshift.

On the contrary, “secondary” tangential critical lines associated with the galaxy-scale sub-halos have smaller Einstein radii. In particular, we consider those critical lines satisfying the condition \( 0.5'' \leq \theta_E \leq 3'' \), regardless of the source redshift. The lower limit on the Einstein radius is motivated by the fact that smaller critical lines may not be properly resolved in the numerical simulations that we consider in this paper. We decide to exclude the secondary critical lines with \( \theta_E > 3'' \) for reasons that will be explained in Sect. 5.3.

Once the critical lines have been identified, we mapped them onto the source plane using the lens equation (see, e.g., Meneghetti 2021), and we obtained the corresponding caustics, \( \beta_c = \theta_c - \alpha(\theta_c) \), for each caustic, we measured the enclosed area, \( \sigma_c \). Summing the areas of all caustics, we obtained the total cluster GGSL cross section, \( \sigma_{GGSL}(z_s) = \sum \sigma_c(z_s) \). We repeated this procedure by changing \( z_s \) to measure how the cross section varies as a function of the source redshift.

To compute the probability of GGSL events for sources at a given redshift, we divided the total cross section by the area in the source plane, which corresponds, via the lens equation, to the region relevant for the lens deflection angle field, \( A(z_s) \):

\[
P_{GGSL}(z_s) = \frac{\sigma_{GGSL}(z_s)}{A(z_s)}.
\]

It should be noted that we compute the cross sections in the limit of point sources. The cross sections would be larger for extended sources. Indeed, in this case strong lensing effects can occur even if the sources are not entirely contained by the caustics. Thus, the values reported in this paper for both observed and simulated lenses are lower limits of the true GGSL cross sections and probabilities.

3. Application to observations

3.1. Observational data set

In this paper, we focus on four galaxy clusters, namely Abell S1063 \( (z = 0.3457, \text{Balestra et al. 2013}) \), MACS J0416.1-2403 \( (z = 0.397, \text{Balestra et al. 2016}) \), MACS J1206.2-0847 \( (z = 0.439, \text{Biviano et al. 2013}) \), and PSZ1 G311.65-18.48 \( (z = 0.443, \text{Dahle et al. 2016}) \). These clusters are well known strong gravitational lenses. Deep multiband observations with Hubble have revealed several tens of background galaxies that appear as distorted arcs and sets of multiple images (Postman et al. 2012; Lotz et al. 2017; Rivera-Thorsen et al. 2019; Pignataro et al. 2021). The HST images also contain several examples of GGSL events (Grillo et al. 2014; Parr et al. 2016; Caminha et al. 2017a; Vanzella et al. 2017; Desprez et al. 2018; M20).

By modeling these large sets of strong lensing features, we have revealed the inner structure of the dark-matter halos in these clusters down to galaxy scales. The details of the reconstructions themselves can be found in a series of prior papers (Bergamini et al. 2019, 2021; Pignataro et al. 2021). In short, we used the so-called parametric approach implemented in the publicly available lens inversion code LENSTOOL (see, e.g., Kneib et al. 1996; Jullo et al. 2007; Kneib & Natarajan 2011; Meneghetti et al. 2017). The adopted model characterizes the cluster as a combination of mass components whose density profiles are analytic functions dependent on a few parameters. In addition, it assumes that luminous cluster galaxies trace the mass in the dark-matter substructure. The contribution of the entire population of cluster members to the cluster mass budget is modeled using scaling relations such as the Faber-Jackson (Faber & Jackson 1976; Natarajan & Kneib 1997). We used MUSE integral field spectroscopy to measure the internal kinematics of a subset of cluster galaxies and used them to calibrate these scaling relations. In lens optimization, one searches for the best-fit parameters that minimize the distance between the observed and model-predicted multiple images. The optimization result is a projected mass map fully described by parameters that allow us to disentangle the mass into the large-scale cluster dark-matter halo and the smaller-scale galaxy components.

We validated the lens models on the scales relevant for this work through a series of tests. We refer the reader to the
Fig. 1. Reconstructed convergence maps for $z_s = 3$ of Abell S1063 (panel A), MACS J0416.1-2403 (panel B), MACS J1206.2-0847 (panel C), and PSZ1 G311.65-18.48 (panel D). We also show the primary and secondary critical lines (solid white and yellow lines, respectively). The dashed red lines mark the region in the lens plane containing all the cluster members included in the mass models. When mapped onto the source plane, these lines correspond to the thick solid orange lines, which show the size of the region in the source plane that contains all the secondary caustics.

Supplementary Materials section of ME20 for an in-depth discussion on the validation procedure.

In Fig. 1 we show the convergence maps of the four clusters with overlaid the primary and secondary tangential critical lines for $z_s = 3$ (solid white and yellow lines, respectively). We used these models to compute the GGSL cross sections and probabilities as outlined in Sect. 2.

The selection of the cluster members included in the lens models is relevant for this analysis. Only cluster galaxies within the dashed red lines in Fig. 1 contribute to the cluster deflection fields. We identified them either spectroscopically or because their colors are consistent with the cluster red sequences. In addition, we retained only galaxies with apparent magnitude $m_{F160W} \leq 24$ in the HST/Wide Field Camera 3 (WFC3) $F160W$ band. Only the galaxies included in the lens model are assumed to contribute to the GGSL cross section.

Most of the cluster galaxies are massive and compact enough to have their own (secondary) critical lines. Because of the cluster magnification, the corresponding caustics occupy regions in the source plane significantly smaller than those enclosed by the dashed red lines. We mark these regions in Fig. 1 with thick solid orange lines. To calculate the GGSL probability, we divided the GGSL cross sections by the areas $A_s$ enclosed within these lines.

3.2. Comparison to M20

This approach is different from that utilized in M20, who mapped the entire field-of-view of $200'' \times 200''$ onto the source plane to compute $A_s(z_s)$. This field-of-view, however, is larger than the reconstructed cluster region. A significant portion of it does not contain cluster galaxies because they were not included in the lens model. For this reason, the GGSL probabilities calculated in M20 for Abell S1063, MACS J0416.1-2403, and MACS J1206.2-0847 are smaller than those reported here in this paper.

These three clusters were part of the 11 cluster sample used in the M20 analysis. In particular, they formed the reference sample in that work. Here we add PSZ1 G311.65-18.48. We focus on these four clusters because we consider their models more robust on the scales of the cluster galaxies, compared to the other models included in the M20 analysis. As explained, for these clusters we could employ galaxy kinematics measurements to calibrate the scaling relations used to model the cluster member contribution to the lensing signal.

We verified that adding the other clusters used in M20 would increase the average GGSL probability by $\gtrsim 20\%$. Thus, our estimate of the GGSL probability in the observational data set is conservative.
We also verified that the distribution of the Einstein radii of the secondary critical lines in the four clusters of our sample do not differ significantly from that in the sample of M20. As it will be discussed in details in Sect. 5.3, both distributions are truncated at $\theta_{E,\text{cut}} \sim 3''$.

4. Application to numerical simulations

4.1. Numerical data sets

The simulated cluster halos used in this paper belong to a suite of numerical hydrodynamical simulations, dubbed the Dianoga suite, that have been extensively studied in several previous works, including several lensing analyses (e.g., Meneghetti et al. 2010; Killeider et al. 2012; Rasia et al. 2012). We focus on a sample of seven cluster-size halos. They were first identified in a low-resolution periodic simulation box with a co-moving size $\sim 0.1$ Gpc for a flat ΛCDM model with present matter density parameter $\Omega_{\text{m,0}} = 0.24$ and baryon density parameter $\Omega_{\text{b,0}} = 0.04$. The Hubble constant adopted was $H_0 = 72 \text{km s}^{-1} \text{Mpc}^{-1}$ and the normalization of the matter power spectrum on a scale of $8h^{-1}\text{Mpc}$ was $\sigma_8 = 0.8$, where $h = H_0/100$. The primordial power spectrum of the density fluctuations adopted was $P(k) \propto k^n$ with $n = 0.96$. The parent simulation followed 1024$^3$ collision-less particles in the box. The clusters were identified at $z = 0$ using a standard friends-of-friends algorithm, and their Lagrangian region was then re-simulated at higher resolution employing the Zoomed Initial Conditions (ZIC) code (Tormen et al. 1997; Bonafede et al. 2011). The resolution was progressively degraded outside this region to save computational time while still ensuring that the larger-scale tidal field is accurately described. The Lagrangian region was large enough to ensure that only high-resolution particles were present within five virial radii of the clusters.

The re-simulations were then carried out using the TreePM–SPH code Gadget3 (Springel 2005), adopting an improved smoothed particle hydrodynamics (SPH) solver (Beck et al. 2016). Our treatment implements several recipes for the relevant physical processes that operate, and these are summarized as follows. Metallicity-dependent radiative cooling and the effect of a uniform time-dependent UV background are modeled as in Planelles et al. (2014). A sub-resolution model for star formation from a multiphase interstellar medium is implemented as in Springel & Hernquist (2003). Kinetic feedback driven by a supernova (SN) in the form of galactic winds. Metal production from SN-II, SN-Ia, and asymptotic-giant-branch stars follows the recipe by Tomatore et al. (2007).

The seven cluster halos that we study in this paper were simulated with different mass and spatial resolutions and implemented galaxy formation models characterized by various independent AGN-feedback schemes. In all cases, the simulations began from the same initial conditions.

As specified below, the details of these models can be found elsewhere, here we briefly summarize them$^1$.

1xRF18. The first set of simulations, which we dub 1xRF18, implements the feedback scheme proposed by Ragone-Figueroa et al. (2013; based on previous work by Springel et al. 2005) with some modifications as outlined in Ragone-Figueroa et al. (2018). The gas particles are assumed to be multiphase when their density exceeds the threshold of 0.1 cm$^{-3}$, and their temperature is $T < 2.5 \times 10^4$ K. Multiphase particles comprise a cold and a hot phase in pressure equilibrium. Particles in the cold phase can cool and form stars. Black holes (BHs) with an initial mass of $M_{\text{BH}} \sim 7 \times 10^6 M_{\odot}$ are seeded in sub-halos with mass $M > 3 \times 10^{11} M_{\odot}$. The Eddington limited gas accretion rate onto BHs, $M_{\text{BH}}$, is computed by multiplying the Bondi rate by a boost factor, $\alpha$. A distinction is made between the cold and hot accretion modes. The gas temperature threshold separating these two accretion modes is set at $T = 5 \times 10^9$ K. Cold and hot accretion correspond to two different boost factors, namely $\alpha_{\text{cold}} = 100$ and $\alpha_{\text{hot}} = 10$, motivated to match observational constraints at $z = 0$. The rate of available energy feedback from BH accretion is $E = \epsilon_{f} M_{\text{BH}} c^2$, where the parameters $\epsilon_{f}$ and $\epsilon_{r}$ describe the fraction of accreted mass transformed into radiation and the fraction of radiated energy thermally coupled to the gas particles, respectively. The scheme also accounts for cold cloud evaporation. The parameters $\epsilon_{f}$ and $\epsilon_{r}$ are calibrated to reproduce the observed relation between BH mass and stellar mass in spheroids, that is, the Magorrian relation (Magorrian et al. 1998). Specifically, the 1xRF18 simulations adopt $\epsilon_{f} = 0.07$ and $\epsilon_{r} = 0.1$ and assume a transition from a quasar mode to a radio mode AGN feedback when the accretion rate becomes smaller than a given fraction of the Eddington limit, $M_{\text{BH}}/M_{\text{Edd}} = 10^{-2}$. In radio mode, the feedback efficiency $\epsilon_{f}$ is increased to 0.7.

To counteract numerical effects that tend to move BHs away from the stellar system in which they were first seeded, Ragone-Figueroa et al. (2018) also implement an algorithm to keep the BHs at the center of their dark-matter halos. Pinning the BHs is particularly relevant for this study because the absence of AGN feedback at the center of massive galaxies due to BH wandering leads to catastrophic cooling and excessive star formation that may artificially increase the GGSLS cross section. Ragone-Figueroa et al. (2018) show that the energy feedback model implemented in their simulations, which comprise the seven clusters in our sample, produce brightest cluster galaxies (BCGs) with stellar masses in excellent agreement with the observations. Bassini et al. (2019) also show that these simulations predict a stellar mass function that matches the observations at the high-mass end but is lower by a factor of $\sim 2$ at masses lower than $8.5 \times 10^{14} M_{\odot}$.

The mass resolution for the dark-matter and gas particles is $m_{\text{DM}} = 1.1 \times 10^6 M_{\odot}$ and $m_{\text{gas}} = 2.1 \times 10^8 M_{\odot}$, respectively. For the gravitational force, a Plummer-equivalent softening length of $\epsilon = 7.7 \text{ckpc}$ (co-moving kiloparsec) is used for dark-matter and gas particles, whereas $\epsilon = 4.2 \text{ckpc}$ for BH and star particles.

1xRF15. The 1xRF15 sample is a subsample of the simulations described in Rasia et al. (2015). Some of these clusters were also analyzed in M20. The AGN feedback model implemented in these simulations is presented in detail in Steinborn et al. (2015) and Hirschmann et al. (2014). The main difference with the model used in the 1xRF18 simulations is that the released thermal energy accounts for contributions by mechanical outflows and radiation, which are computed separately in the code. The outflow component dominates at accretion rates below $\sim 0.01 M_{\text{Edd}}$. This results in an additional parameter that describes the outflow efficiency $\epsilon_{o}$. The parameters $\epsilon_{f}$ and $\epsilon_{o}$ are not constant but are allowed to vary as a function of the BH mass and accretion rate. This implies a continuous transition between the feedback processes acting in the radio and quasar modes. The model is calibrated to reproduce the Magorrian relation.
Fig. 2. Examples of convergence map for $z_s = 3$ for a simulated cluster at $z_l \sim 0.4$. The left, central, and right panels show the maps for the same halo in the 1xRF18, 1xR15, and 10xB20 samples. The solid white and yellow lines show the primary and secondary critical lines. The dashed red line indicates the region where we identify the secondary critical lines for measuring the GGSL probability. The solid orange line shows the boundaries of this region on the source plane.

(\epsilon_f = 0.05), but it also reproduces quite well the observed stellar mass function over a wide range of masses (Steinborn et al. 2015). The mass resolution is identical to the 1xRF18 simulations, but the Plummer-like softening length is smaller: 5.2 ckpc for the dark-matter and gas particles and 2.7 ckpc for BH and star particles.

10xB20. The 10xB20 clusters are a subsample of the simulations presented by Bassini et al. (2020). The mass resolution is a factor of 10 higher than in the 1xR15 and 1xRF18 simulations. Thus, the particle mass for the dark-matter and gas particles is $m_{DM} = 1.1 \times 10^8 M_\odot$ and $m_{gas} = 2.1 \times 10^7 M_\odot$, respectively. The gravitational softening is $\epsilon = 1.9$ ckpc for the dark-matter and gas particles and 0.5 ckpc for the BH and star particles. BHs with an initial mass of $M_{BH} \sim 5.5 \times 10^5 M_\odot$ are seeded in subhalos whenever the following conditions are simultaneously fulfilled: (i) the total stellar mass is higher than $2.8 \times 10^8 M_\odot$; (ii) the stellar-to-dark-matter mass ratio is higher than 0.05; (iii) the gas mass is equal to or larger than 10% of the stellar mass; and (iv) no other central BH is already present.

Bassini et al. (2020) implement a feedback scheme similar to that of Ragone-Figueroa et al. (2018), but with few significant modifications. They do not impose a temperature threshold to define multiphase gas particles, and the energy released by AGN feedback is not used to evaporate the cold phase of gas particles. Under these conditions, cold particles can cool more efficiently and form more stars. Thus, this model agrees better with the observed stellar mass function at intermediate masses, but it overpredicts the number of massive galaxies. As shown by Bassini et al. (2020), these simulations also tend to produce overly massive BCGs compared to observations. This problem is common to several other simulation suites as reported in the literature, including the HYDRAINE/AEGLE, Illustris-The Next Generation (TNG), and Feedback Acting on Baryons in Large-scale Environments (FABLE) simulations (Babé et al. 2018; Henden et al. 2020). Bassini et al. (2020) also implement a different algorithm to prevent BH wandering compared to Ragone-Figueroa et al. (2018). The parameters $\epsilon_f$ and $\epsilon_c$ are set to 0.07 and 0.16, respectively, to reproduce the Magorrian relation at $z = 0$. As we discuss later in this paper, we simulate two subsets of the Dianoga cluster sample with the same AGN feedback model implemented in the 10xB20 simulations, but with mass resolution lower by a factor of 10 and higher by a factor of 2.5, respectively.

4.2. Lensing analysis

For each of the seven cluster halos in all simulation sets, we consider the mass distributions at six different redshifts between $z_{min} = 0.24$ and $z_{max} = 0.55$. The four clusters in the observational data set have redshifts in this range. Thus, we can compare them safely to the simulations.

For each simulation snapshot, we generated three lens planes by projecting the particles within cylinders of depth 10 Mpc along the axes of the simulation box. We followed the procedure outlined in M20 to produce the surface density maps. We used the python code PY-SPHVIEWER (Benitez-Llambay 2015) to smooth the particle mass distributions using an adaptive SPH scheme. We converted the surface density maps into deflection angle maps using fast-Fourier-transform techniques to solve Eq. (3) and compute the GGSL cross sections and probabilities as explained in Sect. 2. M20 measured the GGSL probability in regions of $200 \times 200$ arcsec centered on each cluster. This paper considers smaller areas of $150'' \times 150''$, comparable to those within which we identified the cluster members included in the lens models in the observational data set. These regions correspond to smaller $A_0$ when mapped onto the source planes (as shown by the solid orange line in Fig. 2). As a result, the GGSL probabilities reported in this paper are higher than those quoted by M20 by a factor of $\sim 1.5$. We adopted this new area constraint to better match the various simulated subsamples studied here.

For each simulation set, our sample consists of 126 lens planes. We discard those corresponding to cluster masses $M_{200} < 5 \times 10^{14} M_\odot$, where $M_{200}$ is the mass within the radius enclosing a mean density of $200 \times \rho_{crit}$, and $\rho_{crit}$ is the critical density of the universe. After this selection, the median $M_{200}$ masses of the 1xRF18, 1xR15, and 10xB20 samples are $1.34 \times 10^{15} M_\odot$, $1.32 \times 10^{15} M_\odot$, and $1.1 \times 10^{15} M_\odot$, respectively. Based on weak and strong lensing analyses, Abell S1063, MACS J0416.1-2403, MACS J1206.2-0847 have estimated masses in the range $10^{15} \lesssim M_{200} \lesssim 2 \times 10^{15} M_\odot$ (Umetsu et al. 2014, 2016, 2018; Merten et al. 2015). The mass of PSZ1 G311.65-18.48 estimated from Planck Sunyaev-Zeldovich (SZ) data is $M_{500} \sim 6.6 \times 10^{14}$ (Planck Collaboration XX 2014; Dahle et al. 2016), where $M_{500}$ is the mass corresponding to an overdensity of $500 \times \rho_{crit}$. Converting to $M_{200}$ assuming a typical concentration-mass relation (Hu & Kravtsov 2003), we obtain $M_{200} \sim 8.5 \times 10^{14} M_\odot$.

We show examples of convergence maps for the same cluster halo in the three simulation sets in Fig. 2. The source redshift is $z_s = 3$. We notice that the halo in the 10xB20 simulation contains
several massive galaxies that are not equally prominent in the 1xR15 and 1xRF18 maps. As in Fig. 1, the white and yellow solid lines indicate the primary and secondary tangential critical lines, respectively.

5. Results

5.1. GGSL probabilities

Figure 3 shows the mean GGSL probability in the observational data set as a function of the source redshift along with the 99% confidence interval. We show the results for the simulated clusters using solid colored lines, with different colors indicating different cluster masses, $M_{200}$. We group the cluster projections into five mass bins, whose edges are $5 \times 10^{14} M_\odot$, $6 \times 10^{14} M_\odot$, $8 \times 10^{14} M_\odot$, $10^{15} M_\odot$, $1.5 \times 10^{15} M_\odot$, and $3 \times 10^{15} M_\odot$. Although the data sets contain only seven clusters, we remind that we project each of them along three orthogonal lines of sight. In addition, we use snapshots of each cluster at six different redshifts. The left, central, and right panels refer to the 1xRF18, 1xR15, and 10xB20 simulation sets, respectively. The dashed lines show the medians among all cluster projections in each data set and are colored according to the median mass in each sample.

All simulated clusters, independent of the simulation set they belong to, have GGSL probabilities consistently smaller than those of the observational data set. For the samples 1xRF18 and 1xR15, the results are very similar. The cluster halos with the highest GGSL probabilities fall short of the observations by a factor of 3 in this case. Still, however, the median GGSL probability is smaller than the observed value by a factor of 5.

The increment of GGSL probability in 10xB20 compared to the 1xRF18 and 1xR15 simulations depends on cluster mass. As shown in Fig. 4, it is larger for low-mass than for high-mass clusters. If we consider cluster halos in two mass bins, corresponding to masses $7 \times 10^{14} M_\odot \leq M_{200} \leq 10^{15} M_\odot$ and $M_{200} \geq 10^{15} M_\odot$, we can compute the median ratios of the GGSL probabilities of the 10xB20 clusters to those of the 1xR15 in the two bins. For the most massive halos, the ratio is $\lesssim 3$ at $z_s = 3$, while it is $\lesssim 6$ for the clusters in the smallest mass bin. As explained above, such an increment is still insufficient to fill the gap with the observations.

All the simulated cluster samples contain a majority of clusters with masses $M_{200} > 10^{15} M_\odot$. Consequently, the median GGSL probability increment for the whole sample is similar to that of the most massive clusters, except at $z_s = 1$. For low source redshifts, the differences between 10xB20 and 1xR15 simulations in the smallest mass bin are much more significant and amount to a factor of $\sim 35$.

Galaxies in low-mass clusters in the 1x simulations are often subcritical for lensing, that is, they do not develop secondary critical lines, especially at low source redshifts. Therefore, it is not surprising that the differences between the 10xB20 and 1x simulations emerge more significantly at small cluster masses and for low $z_s$.

Our procedure to compute the GGSL cross section only accounts for the contributions to the GGSL cross section from nonresonant caustics (i.e., those that do not merge with the caustic of the primary lens). This approach is applied consistently to both simulated and observed lenses. In principle, in simulations that form more stars, a large fraction of secondary caustics may merge with the primary caustic and not be accounted for. This may potentially lead to underestimating the effect of a stronger cooling on the GGSL probability. If this effect were significant, however,
5.2. Effects of resolution and AGN feedback

We want to establish if the higher GGSL probability in the 10xB20 sample compared to the 1x samples is mainly due to these simulations’ higher spatial and force resolutions or to their less efficient feedback scheme. In higher-resolution simulations, the inner structure of galaxies is better resolved, preventing the smaller sub-halos from being destroyed due to numerical effects. At the other end, a lower feedback efficiency implies more substantial cooling and higher star formation that may cause the formation of denser galaxies that are more powerful strong lenses.

The Dianoga suite contains simulations (although for only four cluster halos) carried out at the exact mass resolution of the 1xR15 and 1xRF18 samples, but with the same AGN feedback model implemented in the 10xB20 simulations. The softening lengths are 4.2 ckpc for the dark-matter and gas particles and 1 ckpc for the BH and star particles, respectively. We dub these simulations 1xB20. In addition, for another subsample of four Dianoga cluster halos simulations, were carried out also with a mass resolution 25 times better than in the 1xB20 sample and using the same feedback scheme of B20. In this case, the softening lengths are 1.38 ckpc for dark-matter and gas particles and 0.35 ckpc for star and BH particles. We refer to these simulations as 25xB20. We perform the same lensing analysis outlined above also with these smaller data sets and compare the results to the corresponding subsets of 10xB20 simulations.

Figure 4 shows three convergence maps for the same cluster projection in the 1xB20 and 10xB20, and 25xB20 sets. The maps refer to a source redshift of \( z_s = 3 \). We also show the primary and secondary critical lines in white and yellow, respectively. There are no obvious differences between the three simulations regarding the numbers and sizes of secondary critical lines. This result suggests that the three lenses have similar GGSL probabilities.

We find similar results by analyzing the sample of 12 cluster projections at \( z = 0.4 \) obtained from all four clusters available in the 1xB20 and 25xB20 samples. The median relative variation of GGSL probability between these simulation sets and the 10xB20 cluster halos are shown in Fig. 6. Although the error bars are quite large, on average, the GGSL probability is nearly independent from resolution. We show the results for a source redshift of \( z_s = 3 \). They are similar for other source redshifts. The GGSL probabilities slightly decrease, rather than increase, as a function of mass resolution. We conclude that the increment of GGSL probability between the 1x (RF18 or R15) and 10xB20 simulations is mostly due to the different feedback schemes implemented in these simulations rather than the higher numerical resolution in the 10xB20 data set.

Our results agree with those of M20, who carried out extensive tests to ensure that the limited resolution of the 1xR15 simulations was not impacting their measurements of the GGSL cross sections and probabilities. On the contrary, they are inconsistent with those of Robertson (2021), based on the C-EAGLE simulations, who claims that the GGSL cross sections measured by M20 are under-estimated by up to a factor of 2. This inconsistency most likely depends on the method employed by Robertson (2021) for quantifying the impact of mass resolution. In our analysis, we consider a set of clusters simulated with three different resolution levels. This is critically important to preserve the appropriate dynamical state of sub-halos while changing only the resolution. On the other hand, the low-resolution clusters considered in Robertson (2021) were generated by resampling the particle distributions of higher-resolution simulations. Under-sampling a high-resolution simulation to a given number of particles is not expected to produce the same results as running a lower-resolution simulation with the same number of particles.

5.3. Galaxy contributions to the GGSL cross sections

The GGSL probability is an integrated quantity, meaning it does not inform us on the properties of the individual galaxies, but rather of those that contribute mostly to the GGSL signal.

We can characterize the galaxies in terms of their equivalent Einstein radii (Eq. (7)). In practice, not all galaxies have their own critical lines and, in several cases, the critical lines associated with nearby galaxies merge forming larger critical lines enclosing more than one galaxy. Thus, if \( N_{\text{crit}} \) is the total number of secondary critical lines and \( N_{\text{sub}} \) is the total number of galaxies in a cluster, we have that \( N_{\text{crit}} \leq N_{\text{sub}} \).

The Einstein radius measures the enclosed projected mass and is sensitive to the galaxy mass profile and to the local background cluster surface density. It is also dependent on the intensity of the cluster shear field.

In Fig. 7 we show the average number density of secondary critical lines in the observational and simulation data sets as a function of their Einstein radius. We assume \( z_s = 6 \) in this analysis. For this source redshift, the clusters produce the largest number of secondary critical lines. The results for \( z_s = 3 \) are very similar. In the observational data set (black histogram), the distribution of Einstein radii has a cut-off at \( \theta_{\text{E, crit}} \sim 3'' \). The histogram is the median among 50 reconstructions of each cluster in the observational data set, obtained by sampling the posterior distributions of the model parameters. The gray band around the black histogram indicates the 99% confidence intervals of the median, estimated by bootstrap sampling. The number density of critical lines with \( \theta_{\text{E, crit}} < \theta_{\text{E, crit}} \) exceeds that of the 10xB20 sample (light blue histogram) by a factor of \( \sim 2 \). In the case of the 1x simulations (dashed dark blue and orange histograms), the gap with observations is a factor of \( \sim 7 \), consistent with the results of M20.
Fig. 5. Convergence maps for $z_s = 3$ of a cluster halo simulated with the same AGN feedback scheme of the 10xB20 simulations, but with different mass resolutions and softening lengths. See the text for more details.

Fig. 6. Median relative change of GGSL probability with respect to the 10xB20 set, as a function of the mass resolution in the B20 simulations. The error bars show the 99% confidence limits.

Fig. 7. Number density of secondary critical lines (for $z_s = 6$) as a function of their equivalent Einstein radius, $\theta_E$. We show the results for the observational data set with the black histogram. The gray band indicates their 100% confidence limits. The light blue, dark blue, and orange histograms show the results for the 10xB20, 1xRF18, and 1xR15 simulation data sets, respectively.

Fig. 8. Median relative contribution of galaxies with Einstein radius $\theta_E$ to the GGSL cross section of the host cluster. We assume $z_s = 6$. The dashed black line shows the results for the observational data set. The dashed light blue, orange, and dark blue lines refer to the 10xB20, 1xR15, and 1xRF18 simulation data sets, respectively. The colored bands show the 99% confidence limits of the median.

Interestingly, the Einstein radius distributions of the simulation data sets have tails extending to $\theta_E \sim 8\rightarrow 9''$. As noted earlier, the clusters in the observational data set do not have secondary critical lines with such large extensions as a function of Einstein radius.

M20 define an upper limit $\theta_{E,\text{max}} = 5''$ for the Einstein radii of secondary critical lines used to compute the GGSL cross sections (see also Robertson 2021). In Fig. 8, we show the relative contribution of galaxies with a given Einstein radius $\theta_E$ to the total GGSL cross section of their host cluster. We quantify it by computing the median ratio between the galaxy cross section (i.e., the area of its caustic) and the cluster GGSL cross section in bins of equal Einstein radius. Using different colors, we show the results for the observational and the 10xB20, 1xR15, and 1xRF18 simulation data sets. The figure shows that individual galaxies in the observational data set typically contribute to a few percent of the total GGSL cross section of their host cluster. The total cross section is the result of a large number of individual contributions. On the contrary, the GGSL cross sections of simulated clusters are contributed by fewer galaxies with a more significant weight, as
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Fig. 5. Convergence maps for $z_s = 3$ of a cluster halo simulated with the same AGN feedback scheme of the 10xB20 simulations, but with different mass resolutions and softening lengths. See the text for more details.

Fig. 6. Median relative change of GGSL probability with respect to the 10xB20 set, as a function of the mass resolution in the B20 simulations. The error bars show the 99% confidence limits.

Fig. 7. Number density of secondary critical lines (for $z_s = 6$) as a function of their equivalent Einstein radius, $\theta_E$. We show the results for the observational data set with the black histogram. The gray band indicates their 100% confidence limits. The light blue, dark blue, and orange histograms show the results for the 10xB20, 1xRF18, and 1xR15 simulation data sets, respectively.

Fig. 8. Median relative contribution of galaxies with Einstein radius $\theta_E$ to the GGSL cross section of the host cluster. We assume $z_s = 6$. The dashed black line shows the results for the observational data set. The dashed light blue, orange, and dark blue lines refer to the 10xB20, 1xR15, and 1xRF18 simulation data sets, respectively. The colored bands show the 99% confidence limits of the median.

Interestingly, the Einstein radius distributions of the simulation data sets have tails extending to $\theta_E \sim 8\rightarrow 9''$. As noted earlier, the clusters in the observational data set do not have secondary critical lines with such large extensions as a function of Einstein radius.

M20 define an upper limit $\theta_{E,\text{max}} = 5''$ for the Einstein radii of secondary critical lines used to compute the GGSL cross sections (see also Robertson 2021). In Fig. 8, we show the relative contribution of galaxies with a given Einstein radius $\theta_E$ to the total GGSL cross section of their host cluster. We quantify it by computing the median ratio between the galaxy cross section (i.e., the area of its caustic) and the cluster GGSL cross section in bins of equal Einstein radius. Using different colors, we show the results for the observational and the 10xB20, 1xR15, and 1xRF18 simulation data sets. The figure shows that individual galaxies in the observational data set typically contribute to a few percent of the total GGSL cross section of their host cluster. The total cross section is the result of a large number of individual contributions. On the contrary, the GGSL cross sections of simulated clusters are contributed by fewer galaxies with a more significant weight, as
indicated by the higher curve normalizations. Those with Einstein radii $\theta_E > 3\arcsec$, which are missing in the observational data set, can make up to 50–90% of the total cross section. This effect is particularly striking in the 1x simulations but is also substantial for the 10xB20 data set. Thus, the choice of $\theta_{E,\text{cut}}$ to define the GGSL cross section is of great importance. In our calculations, we chose $\theta_{E,\text{cut}} = 3\arcsec$ to be consistent with the maximum Einstein radius measured in the observational data set.

5.4. Large Einstein radii

We focus on the critical lines in the simulation sets with $\theta_E > \theta_{E,\text{cut}}$. As explained earlier, we do not find critical lines with these large sizes in the observational data set and we aim at better understanding their origin. We divide them into two categories. The first includes the so-called singles, that is, critical lines that originate from single galaxies. The second comprises the critical lines resulting from mergers of smaller critical lines. They enclose multiple galaxies, and, for this reason, we call them “groups”. We show examples of these two categories of critical lines in Fig. 9, for each simulation data set. We overlay the critical lines onto the convergence maps to visualize the mass distribution in the galaxies.

In Fig. 10 we show the counts of these large critical lines in each of the two categories for all simulation data sets. In the case of the 1xRF18 and 1xR15 simulations, about two-thirds of the critical lines are classified as groups. Only a minority of them are singles. This partition is inverted in the 10xB20 data set, where the singles are more abundant than the groups.

This difference is interesting because it shows that single galaxy-scale sub-halos in the 10xB20 simulations are massive and compact enough to become critical for lensing. Their critical lines have Einstein radii typical of small galaxy clusters and groups. We expect that the dense cluster environments contribute to making cluster galaxies capable of producing strong lensing effects. However, as noted above, Einstein radii as large as $\sim 5\arcsec$ are inconsistent with the observations of cluster galaxies.

On the contrary, the few large critical lines in the 1xR15 and 1xRF18 samples are predominantly associated with groups of galaxies, indicating that in most cases, single galaxies would remain subcritical or develop much smaller Einstein radii. The examples in Fig. 9 show that the galaxy mass distribution in the 1x simulations is more diffuse than in the 10xB20 sample. As we pointed out in Sect. 4, the AGN feedback scheme implemented in these simulations is more efficient than in the 10xB20 simulations. For this reason, gas cooling and star formation occur at lower rates, preventing the formation of stellar cores as dense as those that form in the 10xB20 simulations. In addition, as described by Ragone-Figueroa et al. (2012), strong AGN feedback also causes the inner region of the galaxy dark-matter halos to expand and their density profile to flatten.

5.5. Galaxy compactness

In Fig. 11 we show the median Einstein radius of secondary critical lines in bins of increasing galaxy mass for the observational and simulation data sets. For the observational data set, the galaxy masses are given by the LENSTOOL reconstructions, where each sub-halo is attached to a cluster galaxy. For the simulation data sets, the particles belonging to each galaxy are identified using the software SUBFIND, as outlined in Ragagnin et al. (2022). Since, as discussed earlier, several secondary critical lines contain more than one galaxy, we compute the total sub-halo mass associated with each secondary critical line by adding the masses of all the galaxies it contains.

As expected, the Einstein radius grows as a function of the galaxy mass. Galaxies in the observational data set (black squares and error bars) have Einstein radii systematically larger than their simulated counterparts with similar masses. At masses $\lesssim 2 \times 10^{11} M_\odot$, the difference amounts to $\sim 50–60\%$, independently of the simulation data set. Interestingly, in this mass limit, the average Einstein radii of simulated galaxies are smaller than the threshold of 0.5, below which we do not account for the galaxy contribution to the GGSL cross section. As the galaxy mass increases, the gap between the B20 simulations and the observations reduces. This result holds independently of the resolution; in other words, the Einstein radii of galaxies in the 1x, 10x, and 25x simulations (light blue symbols and error bars) are very similar at fixed galaxy mass. Once more, this result confirms that the mass resolution has a negligible impact on our conclusions. The galaxies in the 1xR15 and 1xRF18 simulations have Einstein radii significantly smaller than those in the observational data at all mass scales.

The observational data set does not contain galaxies with masses $\gtrsim 2 \times 10^{11} M_\odot$ producing secondary critical lines. On the contrary, several massive galaxies exist in the simulation data.
sets. They have large Einstein radii, as discussed in the previous section.

M20 show that, at fixed mass, the maximum circular velocities of galaxies in the 1xR15 simulations are systematically lower than measured in cluster galaxies (e.g., Bergamini et al. 2019). The maximum circular velocity, $V_{\text{max}}$, is often quoted as a proxy for the galaxy compactness. Thus, they conclude that simulated galaxies are less compact than their observed counterparts. Consequently, they are less efficient strong lenses and have smaller Einstein radii. Ragagnin et al. (2022) show that a similar result holds for the galaxies in the 1xRF18 data set. In the 10xB20 (and in the 1xB20 and 25xB20) simulations, the relation between $V_{\text{max}}$ and galaxy mass is fully consistent with the 1xRF18 and 1xR15 simulations at masses $M_{\text{sub}} \leq 10^{11} M_{\odot}$. On the contrary, at higher masses, the relation is steeper: the galaxies in the 10xB20 simulations have larger $V_{\text{max}}$ than galaxies of equal mass in the 1xRF18 and 1xR15 data sets. Apparently, this behavior brings the 10xB20 simulations in better agreement with the observed $V_{\text{max}} - M_{\text{sub}}$ relation at these mass scales. However, as shown by Bassini et al. (2020), their AGN feedback model leads to the formation of central galaxies whose stellar masses are too high compared to observations. Thus, the effects of baryons on the inner region of massive galaxies in these simulations is overestimated. They cause the formation of overly massive, compact galaxies that lie on the extrapolation of the observed $V_{\text{max}} - M_{\text{sub}}$ relation in a mass range rarely populated by real galaxies. The presence of huge secondary critical lines associated with single galaxies in the 10xB20 data set reflects the same problem. Unrealistically massive galaxies with dense stellar cores are very efficient strong lenses. Thus, their Einstein radii are larger than those of the BCGs.

Bahé (2021) reports a similar steepening of the $V_{\text{max}} - M_{\text{sub}}$ relation at high masses in the HYDRANGEA/EAGLE simulations. The stellar masses of central galaxies in C-EAGLE are 0.3–0.6 dex above their observed counterparts (Bahé et al. 2017; Ragone-Figueroa et al. 2018). Thus, the HYDRANGEA/EAGLE likely suffer from the same systematic problem as our 10xB20 simulations. Robertson (2021) uses these simulations to compute the GGSL probability. They find, unsurprisingly, that for the most massive cluster halos in their sample, the integrated GGSL is consistent with observations. If their simulations are similar to ours, it is very likely that a significant contribution to their GGSL cross section comes from significantly more massive galaxies that are not present in the observations, as we report above.

M20 showed in their Fig. S9 that, by switching off the AGN feedback, the GGSL probability increases by up to one order of magnitude. Indeed, Peirani et al. (2019) show that, in absence of feedback, simulated galaxies develop very compact mass distributions characterized by steep density profiles. This effect indicates that we can in fact mitigate the discrepancy between observed and simulated GGSL probability by changing the feedback model. Unfortunately, the price to pay is that the resulting simulated galaxies then have unrealistically high stellar masses and baryon fractions in clear and strong disagreement with observations.

6. Summary and conclusions

In this paper we compare the GGSL probability in numerical hydrodynamical simulations, implementing different mass and force resolutions and AGN feedback models. The data sets include seven massive galaxy cluster halos identified in a parent dark-matter-only LCDM cosmological simulation that were remodeled at higher mass and force resolution, including baryons, starting from the same initial conditions using the zoom-in technique. From their particle distributions at different redshifts, we derived hundreds of projected mass distributions whose lensing properties we studied using the ray-tracing technique. We compared the GGSL probability in the simulations with results from the strong lensing mass modeling of four observed galaxy clusters. Three clusters (Abell S1063, MACS J0416.1-2403, and MACS J1206.2-0847) belong to the CLASH and HFF samples. They were part of the reference sample of M20. An additional
object included here, PSZ1 G311.65-18.48, is part of the Planck SZ-selected cluster sample. We recently modeled these clusters using a novel technique that combines HST imaging and VLT/MUSE spectroscopy data. The method delivers improved mass reconstructions on the scales of cluster galaxies.

The cluster halos in the 10xB20 data set were simulated with ten-times better mass resolution than in the 1xRF18 and 1xR15 data sets. In addition, they implement an AGN feedback scheme that is less efficient at suppressing gas cooling and star formation. The 1xRF18 and 1xR15 data sets have the same particle masses but different softening lengths.

We summarize our results as follows:

- Independent of the resolution and AGN feedback scheme adopted, the GGSL probabilities in all simulation data sets are lower than in the observed galaxy cluster lenses.
- The GGSL probability in the higher mass resolution 10xB20 data set is higher than in the 1xRF18 and 1xR15 data sets. The difference in GGSL between these simulations depends on the cluster mass. For cluster halos with masses $M_{200} > 10^{15} M_\odot$, we measure a GGSL probability that is higher by a factor of ~3. For lower-mass cluster halos, the difference amounts to a factor of ~6.
- For a subsample of the 10xB20 data set, we ran new simulations using the same AGN feedback scheme but lowered the mass resolution by a factor of 10. Compared with the original 10xB20 simulations, we find that the GGSL probability changes by only a few percent. We find similar results by increasing the mass resolution by a factor of 2.5 compared to the 10xB20 data set. Thus, we conclude that mass resolution strongly impacts the results. On the contrary, the higher GGSL probability in the 10xB20 simulations is due to the less efficient AGN feedback scheme, which favors the formation of dense stellar cores and overall massive galaxies.
- The AGN feedback schemes implemented in the 1xRF18 and 1xR15 simulations have comparable efficiency at suppressing gas cooling and star formation. Despite the larger gravitational softening of the 1xRF18 simulations, the GGSL probabilities in the two data sets are very similar. Thus, force resolution also has a small impact on the GGSL results.
- We quantified the size of the critical lines used to compute the GGSL cross sections and probability using their equivalent Einstein radius, $\theta_E$. The distribution of Einstein radii in observed galaxy clusters is truncated at $\theta_{E,\text{cut}} \sim 2.5''$. On the contrary, simulated cluster galaxies develop critical lines with Einstein radii as large as $\sim 8''$. In the 10xB20 simulations, the critical lines with $\theta_E > \theta_{E,\text{cut}}$ on average contribute at least 20% of the GGSL cross section. In some cases, particularly in the cluster lenses with the largest GGSL cross sections, their contribution is much more substantial ($\gtrsim 50\%$).
- Most of the critical lines with $\theta_E > \theta_{E,\text{cut}}$ in the 1xRF18 and 1xR15 simulations enclose multiple galaxies. Thus, they are the result of the mergers of smaller critical lines. Single galaxies in these simulations are unable to produce such large critical lines. On the contrary, in the 10xB20 simulations, more than 50% of the critical lines with $\theta_E > \theta_{E,\text{cut}}$ enclose a single galaxy. Thanks to their less efficient AGN feedback scheme, these simulations form compact and massive galaxies, becoming super-critical for strong lensing. Such extended critical lines are inconsistent with observations and are associated with overly massive galaxies.

Based on these results, we reaffirm the tension, previously reported in M20, between observations of GGSL in galaxy clusters and theoretical expectations in the framework of the ΛCDM cosmological model. Observed cluster galaxies are stronger lenses than galaxies in numerical hydrodynamical simulations. It is unclear if we can fully resolve this discrepancy by changing the nature of dark matter or improving the baryonic physics treatment in the simulations. An AGN feedback scheme that implies more efficient gas cooling and star formation can reduce the gap with observations in terms of GGSL probability. However, the demographics of the sub-halos that produce GGSL events are significantly different. A small number of overly massive galaxies in these simulations provide a significant fraction of the GGSL cross section. On the contrary, lower-mass galaxies, the more significant contributors to the GGSL cross sections in observed galaxy clusters, are inefficient strong lenses in the simulations because, at fixed mass, they are less compact than their observed counterparts.

We conclude that current numerical simulations in the ΛCDM cosmological model have difficulty in simultaneously reproducing the stellar mass function and the galaxy internal structure. We emphasize that GGSL in galaxy clusters can be a promising method for investigating the consistency of galaxy and star formation models with observations. We look forward to testing numerical simulations in dark-matter models different from the CDM paradigm and implementing alternative AGN feedback schemes.
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