The near-core rotation of HD 112429

A γ Doradus star with TESS photometry and legacy spectroscopy


Aims. We aim to conduct an asteroseismic analysis of the γ Doradus (γ Dor) star HD 112429 using both the available ground-based spectroscopy and TESS photometry, and assess the conditions required to measure the near-core rotation rate and buoyancy travel time.

Methods. We collected and reduced the available five sectors of short-cadence TESS photometry of this star, as well as 672 legacy observations from six medium- to high-resolution ground-based spectrographs. We determined the stellar pulsation frequencies from both data sets using iterative prewhitening, did asymptotic g-mode modelling of the star, and investigated the corresponding spectral line profile variations using the pixel-by-pixel method.

Results. We validate the pulsation frequencies from the TESS data down to \( S/N \geq 5.6 \), confirming recent reports in the literature that the classical criterion \( S/N \geq 4 \) does not suffice for space-based observations. We identify the pulsations as prograde dipole g modes and s-mode pulsations, and measure a near-core rotation rate of 1.536 (3) \( \text{d}^{-1} \) and a buoyancy travel time of 4190 (50) \( \text{s} \). These results are in agreement with the observed spectral line profile variations, which were qualitatively evaluated using a newly developed toy model. We establish a set of conditions that have to be fulfilled for an asymptotic asteroseismic analysis of g-mode pulsators. In the case of HD 112429, two TESS sectors of space photometry suffice.

Conclusions. Although a detailed asteroseismic modelling analysis is not viable for g-mode pulsators with only short or sparse light curves of space photometry, it is possible to determine global asteroseismic quantities for a subset of these stars. Thanks to the ongoing TESS mission, this will allow us to characterise many more stars than only those with years of data.

Key words. asteroseismology – methods: observational – stars: variables: general – stars: oscillations – stars: individual: HD 112429

1. Introduction

Over the last two decades, several photometric space missions, such as CoRoT (Auvergne et al. 2009), Kepler (Koch et al. 2010), and BRITE (Weiss et al. 2014), have been carried out to detect and study exoplanets, and provide near-continuous long-term observations of many different types of variable stars. One of the latest such missions, TESS (Transiting Exoplanet Survey Satellite; Ricker et al. 2014), observed \( \sim 70\% \) of the sky over the course of its nominal two-year mission, divided in sectors of \( 24 \times 90\text{deg}^2 \), each of which was observed for 27 days. TESS collected full frame images (FFIs) at a 30-min cadence (Huang et al. 2020a,b) and data of approximately 200 000 prescheduled stars at a 2 min cadence (e.g. Stassun et al. 2018). From the FFI data, we can obtain light curves for \( \sim 10\% \) million moderately to very bright stars, with TESS magnitude \( \leq 13.5 \) (Huang et al. 2020a,b). In the ongoing extended mission, the TESS FFIs are taken at a higher 10 min cadence, and per sector about 1000 stars are observed at a 20-s. cadence (Huber et al. 2022). These large quantities of data not only allow for the detection of stellar variability in previously unstudied stars, but also enable us to carry out detailed follow-up studies of known variable stars.

* TESS light curve and spectra are only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/cat/J/A+A/662/A58
Space-based photometry has proven to be particularly useful for the study of stars with gravito-inertial (g) mode pulsations. G-mode pulsations have buoyancy as the dominant restoring force and, in the case of moderate to fast-rotating stars, the Coriolis force contributes as well. Gravity modes have been detected in intermediate-mass main-sequence stars (e.g., Aerts 2021), the so-called γ Doradus (γ Dor, with 1.4 M_⊙ ≤ M ≤ 1.8 M_⊙; Kaye et al. 1999) and slowly pulsating B type (SPB, with 2.5 M_⊙ ≤ M ≤ 8 M_⊙; Waelkens 1991) stars. They are most sensitive to the properties of the radiative stellar interior, just outside of the convective core. In a non-rotating, chemically homogeneous, non-magnetic star, g-modes with a consecutive radial order n but the same mode identification (k, m), where k is the meridional degree and m is the azimuthal order (e.g., Lee & Saio 1997), are equidistantly spaced in the period domain for a pulsation frequency ν ≪ N/2π, where N is the Brunt–Väisälä frequency (Shibahashi 1979; Tassoul 1980). When there is strong chemical stratification in the near-core radiative region (Miglio et al. 2008), a magnetic field (e.g., Prat et al. 2019; Van Becke et al. 2020), or non-linear coupling between the g-modes (e.g., Ouazzani et al. 2020; Van Becke et al. 2021), the period spacings are no longer constant, but they have structure. If the star is rotating, the g-mode frequencies are shifted by the Coriolis force and the change between the co-rotating and the observer’s reference frames (Bouabid et al. 2013). In the case of prograde (m > 0) and zonal (m = 0) modes, the observed period spacings decrease with an increasing pulsation period. In the case of retrograde (m < 0) g-modes, the period spacings mostly increase. Over the last decade, these different characteristics have been detected in hundreds of stars (e.g., Kurtz et al. 2014; Bedding et al. 2015; Li et al. 2020; Pedersen et al. 2021; Szewczuk et al. 2021; Garcia et al. 2022) and analysed to measure the near-core rotation rates (e.g., Van Reeth et al. 2016; Christophe et al. 2018; Li et al. 2020; Takata et al. 2020a,b; Szewczuk et al. 2021); probe the core boundary mixing (CBM; e.g., Michielsen et al. 2021; Mombarg et al. 2021; Pedersen et al. 2021), opacity (e.g., Szewczuk & Daszynska-Daszkiewicz 2018; Walczak et al. 2019), and mixing processes in the radiative envelope (e.g., Mombarg et al. 2020; Pedersen et al. 2021; Mombarg et al. 2022); and constrain internal magnetic fields (e.g., Buysschaert et al. 2018; Prat et al. 2019). Recently, the study of g-modes has also revealed information about the size (e.g., Johnston 2021; Mombarg et al. 2021; Pedersen et al. 2021), rotation rate (Ouazzani et al. 2020; Lee 2021; Saio et al. 2021), and other properties (Aerts et al. 2021) of the convective core itself.

Because g-mode pulsations have low amplitudes (often ≤1 mmag) and periods between 0.3 and 3 days, they are hard to detect from ground-based observations alone. By contrast, space photometry reaches a much higher signal-to-noise ratio (S/N) and duty cycle (often up to ≥90%). However, because the density of g-mode pulsation frequency spectra is very high, with spacings between consecutive pulsation frequencies of the order of 0.001 to 0.01 d^{-1}, near-continuous observations with a time span of years are often needed to resolve individual modes. This condition is not fulfilled for most stars observed with TESS, except for those located in one of the TESS continuous viewing zones (CVZs). On the other hand, ground-based observations of known g-mode pulsators can cover longer time spans.

In this work, we revisit the well-studied γ Dor star HD 112429. It was first reported as a γ Dor candidate by both Aerts et al. (1998) and Handler (1999), based on analyses of the HIPPARCOS photometry and subsequently included in several follow-up campaigns. Henry et al. (2005) confirmed these findings and measured five pulsation frequencies from 460 photometric observations spanning 233 days. Fekel et al. (2003) obtained two coudé spectra and found it to be a fast-rotating single star with spectral type F1. These results were confirmed by Mathias et al. (2004), who took 40 spectra over a time span of 566 days. The authors observed that the line profile variability was concentrated in the wings of the spectral lines, and recovered the dominant g-mode frequency from a frequency analysis. More recently, Kahraman Aliçavuş et al. (2016) measured the atmospheric parameters from the Fe lines in a spectroscopic analysis (listed in Table 1). Finally, a cold debris disk has been detected around the star based on observations with the Spitzer Space Telescope (e.g., Chen et al. 2005; Plavchan et al. 2009). Consequently, HD 112429 has been included in sample studies to look for exoplanets (e.g., Janson et al. 2013), but so far none have been detected.

We conducted a combined asteroseismic analysis of the available TESS photometry and legacy ground-based spectra of HD 112429, which were taken as part of the multi-site observation campaign outlined by De Cat et al. (2009). Here, the atmospheric parameters by Kahraman Aliçavuş et al. (2016), listed in Table 1, place sufficiently strong and accurate constraints on HD 112429 and were therefore used to guide our analysis.

In Sect. 2 we describe the general characteristics of the different data sets and the data reduction process. In Sect. 3 we determined the pulsation frequencies by iteratively prewhitening both the spectroscopic and photometric data sets. Next, in Sect. 4, we used these frequencies to determine the near-core rotation rate and the buoyancy travel time of the star, and evaluated the sampling bias introduced by the sparse TESS sectors during which HD 112429 was observed. In Sect. 5 we analysed the spectroscopic line profile variations and compared the results with those obtained in Sect. 4. Finally, we present our conclusions in Sect. 6.

### Table 1. Atmospheric parameter values of HD 112429, collected from Kahraman Aliçavuş et al. (2016).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teff (K)</td>
<td>7200 ± 100</td>
</tr>
<tr>
<td>log g (dex)</td>
<td>3.9 ± 0.2</td>
</tr>
<tr>
<td>v\text{micro} (km s^{-1})</td>
<td>3.0 ± 0.2</td>
</tr>
<tr>
<td>v\text{sin} i (km s^{-1})</td>
<td>120 ± 3</td>
</tr>
<tr>
<td>log εFe</td>
<td>7.29 ± 0.23</td>
</tr>
</tbody>
</table>
σ-value is calculated as
\[ \sigma = 1.4826 \frac{\sum p_i (f_{p,i} - \bar{f}_p)}{\sqrt{\text{median}_i \left(f_{p,i} - \bar{f}_p\right)^2}} \]

with \( \bar{X} = \text{median}(X_i) \) and \( f_{p,i} \) the flux of the \( i \)th pixel. Here, the value 1.4826 is the scaling factor between the standard deviation \( \sigma \) and the median absolute deviation \( (\text{Rousseeuw & Croux 1993}) \). For this requirement, we use the aperture mask selection defined in Lightkurve \(^1\) \((\text{Lightkurve Collaboration 2018})\). Secondly, we also required that there is only one local maximal flux count included within the mask, and thirdly, that none of the selected pixels are included in other aperture masks, constructed for nearby bright stars. For bright stars such as HD 112429, which has an apparent magnitude \( m_V = 5.23 \) mag, stellar flux is sometimes lost via bleeding columns on the CCD when the star is at its brightest. Hence, the obtained aperture masks were inspected visually for the individual frames within each TPF.

The local background flux count per pixel \( b_p(t) \), caused by sunlight that is reflected by the Earth and enters the telescope, was accurately estimated by the SPOC pipeline. It was validated by a comparison with the 5th-percentile flux count for each frame within the TPF. We ensured that the background flux estimates did not contain any contaminating signal from nearby variable stars using visual inspection.

The extracted light curve was then calculated and converted to mmag by taking
\[ f(t) = f_0 - 2500 \times 10^3 \log \left( \sum_i \left( f_{p,i}(t) - b_p(t) \right) \right) \]

and it was normalised by subtracting the mean. Finally, time stamps with potentially bad data points were identified by means of 5-σ clipping per pixel in the aperture mask. These data points were then inspected visually in the reduced light curve, and removed if necessary.

To validate the final reduced light curve, we then compared it to the standard SAP and PDC-SAP light curves, as well as custom light curves extracted from the FFI (using CCD cutouts of \( 25 \times 25 \) pixels, obtained with TessCut; Brasseur et al. 2019). This is illustrated in Fig. 1. The PDC-SAP flux exhibits strong instrumental variability, but no notable differences were found between the normalised SAP flux and the re-extracted short-cadence and FFI light curves. However, as can be seen in the bottom panel of Fig. 1, the S/N of the re-extracted short-cadence light curve is slightly higher than the S/N of the SAP and FFI light curves. The additional noise of the SAP light curve originates from the smaller aperture mask, whereas the added noise in the FFI light curve is caused by the different background flux estimation, which for the FFI is calculated as the median \( e^{-} \times \text{s}^{-1} \) count of the surrounding pixels in the CCD that do not contain significant stellar flux. Hence, the re-extracted short-cadence light curve will be used during the rest of this work.

2.2. Spectroscopy

2.2.1. Data collection

To complement the TESS photometry, we have retrieved 672 legacy observations from the spectroscopic multi-site campaign outlined by De Cat et al. (2009). These were taken with six medium- to high-resolution spectrographs, as summarised in Table 2: the HERMES spectrograph (at the 1.2-m Mercator telescope, Observatorio del Roque de los Muchachos, La Palma, Spain), the HIDES spectrograph (at the 1.88-m telescope at Okayama Astrophysical Observatory, Japan), the McKellar spectrograph (at the 1.2-m telescope at the Dominion Astrophysical Observatory, Victoria, Canada), the SES spectrograph (at the 2.1-m telescope at the McDonald Observatory in Texas, USA), the SOPHIE spectrograph (at the 1.93-m telescope at the Observatoire de Haute-Provence, France), and the TCES spectrograph (at the 2.0-m Alfred Jensch Telescope at the Tübingen Landessternwarte in Tautenburg, Germany). The McKellar\(^4\), HIDES\(^2\) and SOPHIE\(^3\) observations are nowadays freely available from their respective public archives.

When possible, such as for HERMES and SOPHIE, we made use of the available standard data reduction pipelines for the different instruments. The TCES and SES spectra have been reduced using standard ESO-MIDAS packages\(^5\), while the HIDES and McKellar spectra were subjected to the normal reduction procedures using IRAF\(^6\). The reduction included bias subtraction, filtering of cosmic ray events, flat fielding using Halogen lamps, order extraction, wavelength calibration using a ThAr lamp, and normalisation and merging of spectral orders. A large number of telluric \( O_2 \)-lines was used to correct for small instrumental shifts.

2.2.2. Normalisation and order merging

Both the format and quality of the reduced data products differ strongly between spectrographs. To ensure a homogeneous analysis, the different spectra were carefully evaluated and renormalised, barycentrically corrected where needed, and the different spectral orders merged when this step was not included in the preceding data reduction.

We first collected and normalised 181 reduced HERMES spectra by fitting a third-order polynomial spline to carefully selected continuum points, and removed cosmic hits by applying 5-σ clipping. To ensure that possible residuals from the instrumental response function do not affect our analysis of the spectral line profile variability, the same wavelength knot points were chosen for each HERMES spectrum to construct the continuum spline model. Following the normalisation, we visually inspected the data and excluded thirteen spectra for which the spectral order merging had failed. We then applied the barycentric correction to the 86 spectra taken from March to May 2009. For the 82 observations taken in 2010, this correction was already included in the data reduction. Finally, we calculated the average spectrum of the accepted 168 HERMES observations, which then served as a reference spectrum to normalise the observations from the other five spectrographs.

Next we focused on the McKellar and the TCES spectroscopy, which did not require spectral order merging either. While the McKellar spectra each consist of a single order, the preceding TCES data reduction already included reliable order merging. To ensure that the normalised McKellar and TCES spectra matched the normalised HERMES spectra as closely as possible, we first applied the required barycentric corrections, divided the reduced observations by the reference HERMES

\(^1\) https://docs.lightkurve.org/
\(^3\) http://smoka.nao.ac.jp/index.jsp
\(^4\) http://atlas.obs-hp.fr/sophie/
\(^5\) https://www.eso.org/sci/software/esomidas/
\(^6\) https://github.com/iraf-community/iraf; IRAF is distributed by the National Optical Astronomy Observatories, which is operated by the Association of Universities for Research in Astronomy, Inc. under cooperative agreement with the National Science Foundation, USA.
For each observational campaign, the time, spectral resolution, covered wavelength range, and average 
flux (mmag) were calculated in a 1 nm-margin around wavelength $\lambda = 550$ nm, except for the McKellar spectra, where the whole available wavelength range was used. For each spectrum, the $S/N$ value was estimated as the inverse relative scatter with respect to the scaled average spectrum.

Finally, we normalised the remaining non-merged spectra spectrum, and fitted third-order polynomial splines to the resulting fractions. This minimised the influence of strong metal and hydrogen lines on the fitting of the different response functions. And we again used a common series of knot points for each spectrograph. The resulting spline functions were then used to normalise the observed spectra.

Finally, we normalised the remaining non-merged spectra from the SES, HIDES and SOPHIE spectrographs. With the exception of SOPHIE observations, only separate spectral orders were available for these reduced spectra. For the SOPHIE spectrograph, there were residual discontinuities in the merged spectra which affected our subsequent analysis. To normalise each spectrum, we barycentrically corrected the data, divided every spectral order by the reference HERMES spectrum, and fitted a scaled semi-analytical blaze function $B_w(\lambda)$ to the result of this division:

$$B_w(\lambda) = \sum_{i=0}^{n} \sum_{j=0}^{n-i} c_{ij} B(\lambda)^{i} (\lambda - \lambda_c)^{j},$$  \hspace{1cm} (1)

where the Blaze function $B(\lambda)$ (Barker 1984) is given by

$$B(\lambda) = \frac{\sin^2 (\pi \alpha (\lambda - \lambda_c))}{(\pi \alpha (\lambda - \lambda_c))^2}. $$  \hspace{1cm} (2)

Here $\lambda$ is the wavelength, $\lambda_c$ is the central wavelength of the evaluated spectral order, and the coefficients $c_{ij}$ and $\alpha$ are scaling factors that have to be optimised. We took the degree $n = 3$, 550 nm, except for the McKellar spectra, where the whole available wavelength range was used. For each spectrum, the $S/N$ value was estimated as the inverse relative scatter with respect to the scaled average spectrum.

**References.** (1) Raskin et al. (2011); (2) Izumiura (1999); (3) Kambe et al. (2002); (4) Monin et al. (2014); (5) McCarthy et al. (1993); (6) Perruchot et al. (2008); (7) Bouchy et al. (2009).

**Table 2.** Overview of the collected observations that were used in our analysis, listed per spectrograph.

| Spectrograph | Observatory | Time       | $R$ | $\lambda$ (nm) | # obs. | $<$S/N$>
|--------------|-------------|------------|-----|----------------|--------|-------
| HERMES(1)    | Mercator telescope, Roque de los Muchachos, Spain | Mar.–May 2009 | 85 000 | 377–900 | 86 | 181
| HIDES2,(3)   | 1.88-m telescope, Okayama Astrophysical Observatory, Japan | Dec. 2008 | 50 000 | 386–774 | 7 | 222
|             |            |            |      |               |       |       
| SES5        | 2.1-m telescope, McDonald Observatory, Texas, USA | Jul.–Aug. 2009 | 50 000 | 386–774 | 19 | 150
| SOPHIE6,(7) | 1.93-m telescope, Observatoire de Haute-Provence, France | Dec. 2008 | 40 000 | 387–694 | 20 | 220
|             |            |            |      |               |       |       
| TCES         | 2.0-m telescope, Türinger Landessternwarte, Germany | Jul.–Oct. 2009 | 67 000 | 472–736 | 66 | 173

Notes. For each observational campaign, the time, spectral resolution, covered wavelength range, and average $<$S/N$>$ were given. Here, the $<$S/N$>$ were calculated in a 1 nm-margin around wavelength $\lambda = 550$ nm, except for the McKellar spectra, where the whole available wavelength range was used. For each spectrum, the $S/N$ value was estimated as the inverse relative scatter with respect to the scaled average spectrum.

Fig. 1. Comparison of different reduced TESS light curves of HD 112429. Top: custom reduced short-cadence light curve, illustrated for sectors 14 and 15. The gaps in the light curve are caused by the data downlinks of TESS. Middle: absolute differences between our custom reduced light curve and the FFI lightcurve (blue), TESS-SPOC SAP flux (red) and PDC-SAP flux (black). Bottom: zoom-in of absolute differences between our custom reduced light curve and the FFI lightcurve (blue) and TESS-SPOC SAP flux (red).
and evaluated the relative contribution of each term using a Bayesian information criterion (BIC; e.g. Kass & Raftery 1995). This allowed us to account for the instrument-dependent characteristics, and by modelling the ratio between the observed spectra and the reference HERMES spectrum, we avoided overfitting the Balmer lines and strong metal lines in the observed spectra. This is illustrated in the top panel of Fig. 2 for the SOPHIE spectrum taken at BJD 2454828.69749. Following the normalisation of the individual spectral orders, we merged them by linearly scaling and adding the flux of the overlapping parts between consecutive orders. Finally, we applied additional cosmic clipping (with a 5-σ limit) to all spectra. This is illustrated in the middle panel of Fig. 2, where we compared our normalised and merged spectrum with the corresponding one-dimensional spectrum from the SOPHIE pipeline, which we renormalised with a 3rd-order polynomial spline. Both the quality and necessity of our own spectrum normalisation and order merging can clearly be seen in the bottom panel, where the residual instrumental trends of the full pipeline-reduced spectrum are shown.

Because our data reduction relied heavily on the comparison between each spectrum and the average HERMES spectrum after applying barycentric correction, it failed in wavelength regions that are dominated by telluric lines, such as between 627.5 nm and 632.5 nm. Hence, in the remainder of this work, we avoided those regions.

### 2.2.3. Least-squares deconvolution profiles

The spectra from the different instruments cover very different wavelength ranges. In order to analyse all available data consistently and maximise the signal-to-noise ratio of the data, we calculated the least-squares deconvolution (LSD) profiles of the spectra (e.g. Donati et al. 1997; Koch et al. 2010) using the code developed by Tkachenko et al. (2013)\(^7\). These are effectively high-quality, high-S/N average spectral lines, calculated by convolving the observed spectra with a spectral line mask and accounting for the blending of overlapping lines. Here we used a line mask calculated following the approach from Tkachenko et al. (2013), for the atmospheric parameter values listed in Table 1. The spectral line strengths were computed with the SynthV code (Tsymbal 1996), using information from the Vienna Atomic Line Database (VALD; Kupka et al. 1999) and atmosphere models from the LLmodels code (Shulyak et al. 2004). The mask covered a wavelength range from 440 nm to 480 nm and from 492 nm to 580 nm. Hence, we included the dominant metal line regions within the observed spectra and avoided contamination from Balmer lines and from telluric lines. All spectral lines with strengths of 0.01%, that is 17 945 lines in total, are included in the complete line mask.

As an example, the mean of the HERMES LSD profiles is shown in Fig. 3 and, as can be seen, the LSD profiles do not have a continuum flux at unity. This is because spectral line blending is partially non-linear (for example, caused by pressure broadening of the spectral lines), while it is assumed to be linear in the LSD algorithm (Tkachenko et al. 2013). This produces artefacts in the LSD continuum on the scale of the profile width, that depend on the used spectrograph and on the spectral wavelength range used for the LSD calculations. To remove these artefacts without affecting the intrinsic line profile variations, we renormalised the LSD profile by fitting a 3rd-order polynomial to the LSD continuum flux, as demonstrated in Fig. 3. And as illustrated in Fig. 4, this allowed us to combine the LSD profiles from the different spectrographs in an analysis, which is discussed further in Sect. 3.

### 3. Frequency analysis

Following the detailed data reduction, we first focused on the variability analysis of the reduced TESS photometry. Here, we combined the light curves from the five available sectors and applied iterative prewhitening with the code used by Van Beeck et al. (2021). The g-mode pulsation frequencies were determined by non-linearly fitting sine waves to the data, that is, by optimising the frequencies, amplitudes, and phases of these waves. This was done in order of decreasing S/N values, which were calculated by taking the ratios between the amplitude of the relevant peak in

---

\(^7\) https://github.com/TVanReeth/Least-squares-deconvolution

![Illustration of the continuum normalisation of the LSD profiles.](image)

**Fig. 3.** Illustration of the continuum normalisation of the LSD profiles. *Top:* average LSD profile of the HERMES spectra (full black line) with its error margins (black dashed line). The dashed grey line indicates the 3rd-order polynomial used to renormalise the LSD profile. *Bottom:* the resulting renormalised LSD profile.

![Illustration of the normalisation of the LSD profiles.](image)

**Fig. 2.** Normalisation of the SOPHIE spectrum taken at BJD 2454828.69749. *Top:* the pipeline-reduced individual spectral orders (black) and the best-fitting scaled blaze functions (red) defined in Eqs. (1) and (2). *Middle:* our normalised and merged spectrum (black) compared with the normalised one-dimensional spectrum from the SOPHIE pipeline (orange). *Bottom:* the difference between the two normalised spectra shown in the middle panel. The residual instrumental trends from the one-dimensional pipeline-reduced spectrum dominate.
the Lomb-Scargle periodogram (Scargle 1982) and the mean signal in the surrounding 1 d−1-window. The pulsation frequencies were accepted when S/N ≥ 4.0 (Breger et al. 1993). However, following the methodology by Zong et al. (2016), we confirm that a cutoff value of S/N ≥ 5.6 is required to have ≤0.01% chance of measuring a noise frequency. The final measured pulsation frequencies are illustrated in Fig. 5 and listed in Table 3. For completeness, all pulsation frequencies with S/N ≥ 4.0 are included, but frequencies with S/N ≥ 5.6 are marked with “*”.

Second, we determined the pulsation frequencies from the LSD profile variations. To this end, we calculated the radial velocity variations using centroids (e.g. Aerts et al. 1992) and again applied iterative prewhitening. Pulsation frequencies were accepted when S/N ≥ 4 (Breger et al. 1993). However, despite the normalisation corrections that we applied to the LSD profiles in the previous Section, small-scale differences in the velocity calibration of the different spectrographs remained present in the data. Hence, when we fitted sine waves to the data, we accounted for these radial velocity shifts by including the zero-point \( c_0 \) as a free parameter per instrument. These velocity offsets are listed in Table 4, while the measured pulsation frequencies are listed in Table 5 and illustrated in Fig. 5. We can see that these frequencies match the four dominant pulsations measured from the TESS photometry, which are indicated in bold in Table 3. We also note that the three spectrographs with the largest radial velocity offsets in Table 4, McKellar, SES, and TCES, correspond to mostly noisy profiles shown in Fig. 4.

4. The near-core rotation rate

4.1. Asymptotic asteroseismic modelling

Next, we detected period-spacing patterns in the data and modelled them to measure the near-core rotation rate \( v_{\text{rot}} \) of HD 112429. In the framework of the traditional approximation of rotation (TAR; e.g. Eckart 1960; Bildsten et al. 1996; Lee & Saio 1997), where the horizontal component of the rotation vector is ignored, and in the asymptotic regime, where the pulsation frequencies in the co-rotating frame \( \nu_{\text{co}} \) are much smaller than the Brunt–Väisälä frequency \( N/2\pi \) (e.g. Bouabid et al. 2013), we have

\[
\nu_{\text{skm}} = \frac{\Pi_0}{\sqrt{\Lambda_{\text{skm}}}} \left( n + \alpha_\rho \right)^{-1} + n v_{\text{rot}},
\]

where \( n \) is the radial order, \((k, m)\) is the pulsation mode identification (e.g. Lee & Saio 1997), \( \Lambda_{\text{skm}} \) is the eigenvalue of the Laplace Tidal Equation, \( \Pi_0 \) is the buoyancy travel time given by

\[
\Pi_0 = 2\pi^2 \left( \int_{r_1}^{r_2} \frac{N(r) \, dr}{r} \right)^{-1},
\]

and \( \alpha_\rho \) is a phase term, dependent on the mode behaviour at the boundaries \((r_1, r_2)\) of the pulsation mode cavity. In most previous works, analysed stars with \( g \) modes had been observed near-continuously for long time spans, such as stars in the original Kepler field-of-view (e.g. Van Reeth et al. 2016; Li et al. 2020) or the TESS CVZs (e.g. Garcia et al. 2022). By contrast, our TESS light curve of HD 112429 exhibits large gaps, which resulted in a complex spectral window in the Fourier domain, as shown in Fig. 5. This limits the number of measurable \( g \)-mode pulsation frequencies and has resulted in the possible inclusion of aliasing frequencies in our list. Hence, we took the following approach to measure the near-core \( v_{\text{rot}} \).

1. We modified the methodology developed by Christophe et al. (2018) to account for the sparse sampling of the \( g \) modes. In summary, we selected a mode identification \((k, m)\) and evaluated a regularly sampled grid of rotation

Fig. 4. Standard deviations \( \sigma \) for the LSD profiles, both for the entire data set (top left panel) and per spectrograph (other panels), calculated before (black) and after (red) the renormalisation of the LSD profiles. The coloured areas indicate the 1-\( \sigma \) uncertainties, which were calculated with Monte Carlo simulations. The wavelength ranges used for the LSD calculations are given in the top right corners.
frequencies $v_{\text{rot}}$, and used Eq. (3) to rewrite the observed frequencies $v_{\text{obs},i}$ as

$$\frac{\sqrt{\Delta n_i}}{v_{\text{obs},i} - mv_{\text{rot}}} = \Pi_0 \left( n_i + \alpha_g \right).$$

This is a linear relation as a function of $n_i$ and $\alpha_g$. We then assumed different values for $\Pi_0$ between 2300 and 5600 s (Van Reeth et al. 2016), and fit a linear model to estimate the radial orders $n_i$ and phase term $\alpha_g$ for each of them, starting out from the median period in the pattern and counting outwards. The quality of the model was then evaluated by fitting the theoretical pulsation frequencies (obtained from Eq. (3)) to the observed frequencies $v_{\text{obs},i}$ using a $\chi^2$-statistic.

2) We limited this numerical analysis to the independent pulsation frequencies with $S/N \geq 5.6$, and visually compared the independent frequencies with $4 \leq S/N \leq 5.6$ with the predictions from the best-fitting asymptotic patterns.

3) We determined the frequency spacings $\Delta \nu$ between consecutive theoretical frequencies in the best-fitting models, and excluded the observed frequencies for which the corresponding $\Delta \nu$ values are smaller than twice the frequency resolution $\nu_{\text{res}}$, to ensure that the modelled observed frequencies are well-resolved. For our study of HD 112429, only one frequency ($v_{11}$) had to be excluded during this step. We then repeated the asymptotic modelling of the remaining observed frequencies.

4) To evaluate the impact of the sparse observed TESS sectors, we repeated and compared our analysis for the spectroscopic data and for different parts of the light curve: TESS sector 14, sectors 14–15, sectors 14–15 and 21–22, and sectors 14–15, 21–22 and 41. In each case, we applied iterative prewhitening, identified the significant independent $g$-mode frequencies, and derived the radial order $n_i$, the mode identification $(k,m)$, the rotation rate $v_{\text{rot}}$, and buoyancy travel time $\Pi_0$. The phase term $\alpha_g$, while a free parameter in our model, could not be measured precisely, and is not explicitly included in the subsequent discussions.

The results of our analysis are listed in Table 6 and illustrated in Fig. 6 for the best-fitting model pattern. When only TESS sector 14 was used, we only had a single $g$-mode measurement with $S/N \geq 5.6$, causing the $v_{\text{rot}}$ measurement to fail. When two or more TESS sectors or the spectroscopic data were analysed, we obtained solutions for $v_{\text{rot}}$ and $\Pi_0$ that are consistent with each other within the 95% confidence interval, but not within 1-$\sigma$, as can be seen in Fig. 7. It is well-known that the intrinsic structure of $g$-mode period-spacing patterns can bias the $\Pi_0$–$v_{\text{rot}}$ measurements (e.g. Van Reeth et al. 2016; Christophe et al. 2018; Takata et al. 2020b). In most previous studies, which relied on
Table 3. Frequencies determined from the available TESS photometry using iterative prewhitening, with the corresponding amplitudes, pulsation phases and S/N values.

<table>
<thead>
<tr>
<th>Frequency (d⁻¹)</th>
<th>Amplitude (mmag)</th>
<th>Phase (rad)</th>
<th>S/N</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>ν₁</td>
<td>0.1097(1)</td>
<td>-2.5(2)</td>
<td>4.2</td>
<td>ν₂²₅ - ν₂²</td>
</tr>
<tr>
<td>ν₂</td>
<td>0.11251(5)</td>
<td>1.89(7)</td>
<td>6.9</td>
<td>ν₂²₅ - ν₂¹</td>
</tr>
<tr>
<td>ν₃</td>
<td>0.1604(2)</td>
<td>-0.4(2)</td>
<td>4.4</td>
<td>ν₃²₉ - ν₃²⁷</td>
</tr>
<tr>
<td>ν₄</td>
<td>0.19332(2)</td>
<td>-0.6(2)</td>
<td>4.0</td>
<td>ν₄²₁ - ν₄¹₈</td>
</tr>
<tr>
<td>ν₅</td>
<td>0.22364(9)</td>
<td>0.5(1)</td>
<td>5.2</td>
<td>ν₅²₆ - ν₅²¹</td>
</tr>
<tr>
<td>ν₆</td>
<td>0.2674(2)</td>
<td>1.2(2)</td>
<td>4.7</td>
<td>ν₆²₇ - ν₆²¹</td>
</tr>
<tr>
<td>ν₇</td>
<td>0.3057(1)</td>
<td>1.0(2)</td>
<td>4.3</td>
<td>ν₇²₅ - ν₇¹₈</td>
</tr>
<tr>
<td>ν₈</td>
<td>0.4663(1)</td>
<td>0.9(2)</td>
<td>4.2</td>
<td>ν₈²₁ - ν₈¹₁</td>
</tr>
<tr>
<td>ν₉</td>
<td>1.22473(9)</td>
<td>3.0(1)</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td>ν₁₀</td>
<td>1.25143(6)</td>
<td>2.96(9)</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td>ν₁₁</td>
<td>1.41755(5)</td>
<td>2.77(7)</td>
<td>8.7</td>
<td></td>
</tr>
<tr>
<td>ν₁₂</td>
<td>1.8737(1)</td>
<td>1.4(2)</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>ν₁₃</td>
<td>1.88384(5)</td>
<td>-0.65(7)</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>ν₁₄</td>
<td>1.9332(1)</td>
<td>-2.2(2)</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>ν₁₅</td>
<td>1.9567(1)</td>
<td>-1.8(2)</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>ν₁₆</td>
<td>2.0001(1)</td>
<td>-1.7(2)</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>ν₁₇</td>
<td>2.01949(8)</td>
<td>-0.7(1)</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>ν₁₈</td>
<td>2.04992(3)</td>
<td>-0.56(4)</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>ν₁₉</td>
<td>2.1318(1)</td>
<td>0.4(2)</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>ν₂₀</td>
<td>2.19929(9)</td>
<td>1.1(4)</td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>ν₂¹</td>
<td>2.24312(1)</td>
<td>-0.36(1)</td>
<td>13.3</td>
<td></td>
</tr>
<tr>
<td>ν₂²</td>
<td>2.24589(6)</td>
<td>-2.2(2)</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td>ν₂₃</td>
<td>2.26799(5)</td>
<td>2.2(2)</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>ν₂₄</td>
<td>2.3240(1)</td>
<td>-1.8(2)</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>ν₂₅</td>
<td>2.355997(9)</td>
<td>1.07(1)</td>
<td>11.6</td>
<td></td>
</tr>
<tr>
<td>ν₂₆</td>
<td>2.46671(2)</td>
<td>0.48(2)</td>
<td>12.7</td>
<td></td>
</tr>
<tr>
<td>ν₂₇</td>
<td>2.51053(3)</td>
<td>1.30(4)</td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td>ν₂₈</td>
<td>2.5793(2)</td>
<td>-2.5(2)</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>ν₂₉</td>
<td>2.67077(9)</td>
<td>-0.5(1)</td>
<td>6.6</td>
<td></td>
</tr>
<tr>
<td>ν₃₀</td>
<td>3.7830(2)</td>
<td>2.3(2)</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>ν₃₁</td>
<td>3.92793(8)</td>
<td>-1.2(1)</td>
<td>9.7</td>
<td>ν₃₁⁻²₇</td>
</tr>
<tr>
<td>ν₃₂</td>
<td>4.4055(2)</td>
<td>2.3(2)</td>
<td>5.2</td>
<td>ν₃₂⁻²₅</td>
</tr>
<tr>
<td>ν₃₃</td>
<td>4.4862(1)</td>
<td>1.1(2)</td>
<td>6.8</td>
<td>ν₂²₁</td>
</tr>
<tr>
<td>ν₃₄</td>
<td>4.59868(6)</td>
<td>2.5(1)</td>
<td>9.4</td>
<td>ν₃₄⁻²₅</td>
</tr>
<tr>
<td>ν₃₅</td>
<td>4.7084(2)</td>
<td>-0.4(2)</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>ν₃₆</td>
<td>4.71119(6)</td>
<td>-2.30(8)</td>
<td>9.7</td>
<td>ν₂²₅</td>
</tr>
<tr>
<td>ν₃₇</td>
<td>4.82231(1)</td>
<td>-2.4(2)</td>
<td>6.8</td>
<td>ν₃₇⁻²₅</td>
</tr>
<tr>
<td>ν₃₈</td>
<td>4.8661(2)</td>
<td>2.1(2)</td>
<td>5.3</td>
<td>ν₃₈⁻²₇</td>
</tr>
<tr>
<td>ν₃₉</td>
<td>4.9334(2)</td>
<td>2.8(5)</td>
<td>5.1</td>
<td>ν₂₅⁻³₆</td>
</tr>
</tbody>
</table>

Notes. Pulsation frequencies that fulfil the S/N ≥ 5.6 criterion from Zong et al. (2016) are additionally marked with ***, while the four dominant pulsations are indicated in bold. The dominant 2nd-order combination frequencies are indicated in the last column.

Kepler photometry, the solution was to exclude the largest outliers from the g-mode pattern. However, because the number of frequencies measured for HD 112429 is limited, accurately identifying the true outliers was not possible. Instead, we followed the same conservative approach used by Takeda et al. (2020b) and reported the 99%-confidence intervals in Table 6, to account for the sampling bias.

4.2. Conditions for νrot–Π₀ measurement

Most previous studies where g-mode patterns were detected relied on Kepler photometry. Because of the long time span (4 years) and high precision, most frequencies were often measured with error margins down to 10⁻⁶ – 10⁻⁷ d⁻¹. Hence, it is an interesting result that we were able to detect the g-mode pattern and measure νrot and Π₀ for HD 112429, even when only two consecutive TESS sectors (spanning 54 days) were used (as shown in Fig. 7). There are several factors that play a role here.

First, the radial orders of the observed g modes of HD 112429 are lower than those of the average γ Dor star observed with Kepler: based on the asymptotic modelling, the radial orders of the observed pulsations vary between −19 and −60, whereas the γ Dor stars in the sample of Li et al. (2020) have radial orders between −10 and −100, with an average of roughly −50. As a result, the frequency spacings between consecutive radial orders are larger for HD 112429 than for many other γ Dor stars.

Second, the radial-order spacing between the dominant g modes allowed us to easily assign the correct radial orders to the observed pulsations: for the best-fitting model, the four dominant pulsations have radial orders n equal to −22, −23, −26 and −30. The number of missing radial orders between them are multiples of different prime numbers: Δn = 1, 3, and 4, respectively. This means it is easier to converge towards a unique solution of the radial-order identification of the different pulsations.

Third, the dominant g-mode pulsations that are located in the densest part of the pulsation frequency spectrum, do
not have consecutive radial orders. In order to clearly resolve two consecutive pulsation frequencies, the spacing \( \Delta \nu \) between them must be larger than twice the frequency resolution \( \nu_{\text{res}} \) (Christensen-Dalsgaard & Gough 1982). As illustrated in Fig. 8, two TESS sectors are insufficient to properly resolve two of the four dominant \( g \) modes from the pulsations with consecutive radial orders. However, these neighbouring modes have much lower amplitudes, so that their influence on the measured frequencies of the dominant \( g \) modes is minimal.

These three factors, combined with the methodology outlined above, allowed us to overcome the limitations of the data and measure \( v_{\text{rot}} \) and \( \Pi_0 \). Because of the large gaps in the TESS light curve, measured frequencies with lower \( S/N \) are more likely to be affected by aliasing. This is probably why many of the pulsation frequencies with \( S/N \leq 5.6 \) (indicated in the top panel of Fig. 6) do not match the theoretical asymptotic \( g \)-mode pattern (causing them to fall outside of the axis range of the bottom panel of Fig. 6). Additionally, when fewer frequencies are measured and modelled, it is harder to evaluate if the model fit to the observed pattern is biased by the selection of observed frequencies. An extreme example of this effect are the spectroscopic data analysed in this work: we could only determine four frequencies from the spectroscopic time series, the absolute minimum to fit the pulsation model pattern with three free parameters \( (v_{\text{rot}}, \Pi_0 \) and \( a_g \)].

5. Line profile variability

After the asymptotic frequency analysis, we verified the derived mode identification by evaluating the spectroscopic line profile variations (LPV) using the pixel-by-pixel method (Zima 2006). First, we mapped the LSD profiles from the different spectroscopic observations on a common velocity scale. We then determined the amplitude and phase profiles of the \( g \)-mode pulsations by fitting sine waves to the LSD profiles at each radial velocity using the \texttt{lmfit} python package. To maximise the \( S/N \) value of the results, we limited ourselves to the three dominant \( g \)-mode pulsations and excluded the data from the McKellar, SES, and TCES spectrographs from this analysis. Despite the additional corrections that were done during the spectroscopic data reduction in Sect. 2.2, the remaining instrumental trends from these three instruments still influenced the data analysis results.

The final calculated amplitude and phase profiles of the \( g \)-mode LPV are shown in Fig. 9. Here, we can clearly see how small the pulsation amplitudes in the spectroscopic data are. The highest amplitudes, \( \sim0.2\% \) of the normalised flux, are reached in the wings of the spectral lines. Near the centres of the profiles, the amplitudes have values between 0.01% and 0.05% of the normalised flux, or about one to five times their uncertainty. This explains why the residual instrumental variability from the McKellar, SES and TCES spectrographs had a big impact on the measured profiles, and those data had to be excluded.

In the case of a sufficiently slowly rotating star, the theoretical model implemented in the FAMIAS programme (Zima 2008) can be used to model observed LPV (e.g. Shutt et al. 2021). However, because HD 112429 is a moderate- to fast-rotating
Fig. 8. Highest radial orders of pulsation modes with \((k, m) = (0, 1)\) that can theoretically be resolved with a light curve spanning two consecutive TESS sectors (left) or nine TESS sector (right), as a function of the stellar buoyancy travel time \(\Pi_0\) and rotation frequency \(\nu_{\text{rot}}\). It is assumed that the \((k, m) = (0, 1)\) modes do not overlap with any other pulsations, and the effects of aliasing are ignored. The location of HD 112429 is marked by a red square in both panels.

star, we instead built a toy model of the LPV within the TAR framework, as outlined in Appendix A. To help calibrate the LPV model, we used theoretical \(g\)-mode pulsations, calculated with GYRE v6.0.1\(^8\) (Townsend & Teitler 2013; Townsend et al. 2018; Goldstein & Townsend 2020) for a stellar structure model of 1.5 \(M_\odot\), with a core hydrogen fraction \(X_c\) of 0.4, solar metallicity, a core overshooting \(f_{\text{ov}}\) of 0.015, and extra diffusive mixing \(D_{\text{mix}}\) of 1 cm\(^2\) s\(^{-1}\). This stellar model, calculated with the MESA code\(^9\) v11701 (e.g. Paxton et al. 2011, 2019), is in rough agreement with the parameters of HD 112429 presented in Table 1 and the buoyancy travel time derived in Sect. 4. The resulting theoretical LPV are shown in Fig. 10 for a \(g\)-mode pulsation with \((n, k, m) = (-30, 0, 1)\), an assumed rotation rate of 1.5 d\(^{-1}\), and an inclination angle \(i\) of 60°. The velocity and temperature amplitudes of the pulsation at the stellar surface were set at 5 km s\(^{-1}\) and 10 K, respectively. In short, if a \(g\)-mode pulsation is in the subinertial regime, where \(\sin i = 2\nu_{\text{rot}}/\nu_{\text{co}} > 1\), it is confined within a band around the equator by the Coriolis force. Moreover, in the case of \((k, m) = (0, 1)\) \(g\) modes, the dominant component of the pulsation displacement is also parallel to the equator. As a result, the LPV are strongest in the wings of the spectral lines. This is in agreement with the observed LPV shown in Fig. 9, confirming the results we obtained in Sect. 4.

6. Discussion and conclusions

HD 112429 is a known single \(\gamma\) Dor star, first detected by Aerts et al. (1998), for which two years of legacy ground-based spectroscopy from six different spectrographs are available, as outlined by De Cat et al. (2009). We combined these data with new photometric observations from the TESS space mission, which also span over two years, for an in-depth analysis of the star.

Following a custom data reduction of the TESS photometry, we measured and analysed the \(g\)-mode pulsation frequencies, and used them to determine the near-core rotation rate \(\nu_{\text{rot}}\) and buoyancy travel time \(\Pi_0\), with resulting values of 1.536(3) d\(^{-1}\) and 4190 (50) s, respectively, where the provided error margins correspond to the 99% confidence interval. Since there are only five sectors of TESS data available and there are large gaps in the light curve, we repeated our analysis for subsections of the light curves to establish the effect of the sampling on our analysis results. We demonstrated that at the 1-\(\sigma\) level, there are indeed systematic offsets on the derived solutions. This is in agreement with earlier studies in the literature, which demonstrated that the intrinsic structure of \(g\)-mode patterns can bias the \(\nu_{\text{rot}}\) and \(\Pi_0\) measurements. Because the number of frequencies detected for HD 112429 is limited, our results are more sensitive to this bias. However, the parameter values we derived for the different data sets do agree with each other within the 99% confidence interval, the same conservative range employed by Takata et al. (2020b).

The results from the asymptotic modelling of the space photometry was subsequently confirmed by a pixel-by-pixel evaluation of the LSD profile variations, which were calculated for 509 spectra taken with the HERMES, HIDES, and SOPHIE spectrographs. We measured the LPV for the three dominant \(g\)-mode pulsations, and to account for the moderate- to fast-rotation rate of HD 112429, we developed a toy model for the LPV within the TAR framework. The observed LPV were qualitatively similar to our simulations, computed for \((k, m) = (0, 1)\) \(g\) modes in a 1.5-\(M_\odot\) stellar model rotating at 1.5 d\(^{-1}\), seen at an angle of ~60°. In both cases, the dominant variability is located in the wings of the spectral line profiles, because of the equatorial confinement of the \(g\) modes by the Coriolis force. In the future, a more detailed evaluation of the observed LPV can provide us with more accurate constraints on the displacement and velocity fields of \(g\)-mode pulsations in fast-rotating stars. It is interesting to see how the observed LPV are even more strongly confined to the wings of the lines than the variability in our toy model. However, because of the low amplitudes of the observed pulsations and the required high S/N of the data, the amount of information that can be gained by studying a spectroscopic time series, is limited compared to what can be learned from space photometry, especially when observations from different spectrographs with significant offsets between their calibrations are combined. The main advantage of using ground-based data from different observation sites, that is reducing the one-day aliasing caused by the Earth’s rotation, is less important when space-based photometry is available, because these data suffer much less from aliasing. For most fast-rotating \(g\)-mode pulsators, a detailed analysis of space photometry, supported by a precise measurement of atmospheric parameters such as from Kahraman Aliçavuş et al. (2016, see Table 1), will be more instructive.

Almost all previous studies in which near-core rotation rates of \(g\)-mode pulsators were measured, relied on long-timebase space photometry from \(Kepler\) (e.g. Van Reeth et al. 2016; Li et al. 2020; Christophe et al. 2018) or the TESS CVZs (Garcia et al. 2022). The resulting accurate \(g\)-mode frequency measurements allow for precise \(\nu_{\text{rot}}\) and \(\Pi_0\) determination. Other studies in the literature that relied on shorter data sets for such analyses (e.g. Zwintz et al. 2017; Christophe et al. 2020) typically resulted in much larger error margins for the measured \(\nu_{\text{rot}}\) and \(\Pi_0\) values. Hence, our precise parameter determination for HD 112429 with no more than two TESS sectors raises the interesting question what the minimum data requirements for asymptotic \(g\)-mode modelling are and how these depend on the stellar properties. Long-timebase observations are of course preferable for detailed \(g\)-mode analysis, since they can reveal more precise information about the interior stellar structure (e.g. Bowman & Michielsen 2021; Mombarg et al. 2021; Pedersen et al. 2021). However, with the ongoing TESS space

---

8 https://gyre.readthedocs.io/  
9 https://docs.mesastar.org/
mission and the future PLATO mission providing shorter light curves for most stars on the sky, the ability to constrain the stellar properties from such data would allow us to do a global characterisation of a subset of $g$-mode pulsators across the entire sky, rather than only those that have been observed for years.
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Appendix A: g-mode line profile variations in moderate- to fast-rotating stars

In moderate- to fast-rotating stars, the Coriolis force confines g-mode pulsations to an equatorial band (e.g. Townsend 2003; Saio et al. 2018). Hence, while g modes in non-rotating or slowly rotating stars can be described by spherical harmonics \( Y^m_l(\theta, \phi) = P^m_l(\theta) \exp(i m \phi) \), this is no longer the case for g-mode pulsations in rotating stars with spin \( s = 2 \nu_{\text{rot}}/\nu_{\text{co}} > 1 \). Within the TAR framework, the latitudinal dependence of the pulsation eigenmodes is represented by Hough functions \( \Theta_{lm}(\theta, s) \), which in turn can be expressed as a sum of Legendre polynomials (e.g. Saio et al. 2018):

\[
H_{lm}(\theta, \phi, s) = \Theta_{lm}(\theta, s) \exp(i m \phi) = \sum_{l,m} \alpha_{lm}(s) P^m_l(\theta) \exp(i m \phi),
\]

with real coefficients \( \alpha_{lm}(s) \). This is illustrated in Fig. A.1 for the Hough function \( \Theta_{l=1,m=1} \). At spin values \( s < 1 \), the coefficient \( \alpha_{l=1,m=1} \) of the Legendre polynomial \( P^1_1(\theta) \) is close to unity. At higher spin values, \( \alpha_{l=1,m=1} \) rapidly decreases, as does the variance of \( \Theta_{l=1,m=1} \) that is explained by \( P^1_1(\theta) \). When these graphs are compared to the spin values of the observed \((k, m) = (0,1)\) modes of HD 112429, we see that the spherical harmonics \( Y^1_1(\theta, \phi) \) do not suffice here.

![Fig. A.1. Validity evaluation of approximating \((k, m) = (0, 1)\) Hough functions \( \Theta_{lm}(\theta, s) \) with a Legendre polynomial \( P^1_1(\theta) \), as a function of the spin parameter](image)

This fundamentally changes the spectral line profile variations (LPV) caused by the observed g-mode pulsations. To evaluate this qualitatively, we built a toy model as explained below in Sect. A.1. The result is illustrated in Figs. A.2 and A.3 for a g mode with \((n, k, m) = (-30, 0, 1)\), in a 1.5-\(M_\odot \) stellar model with a core hydrogen fraction of \( X_c = 0.4 \) (v11701; e.g. Paxton et al. 2011, 2019). At low spin values \( s = 0.58 \) in the top panels of Figs. A.2 and A.3, the g mode propagates at all colatitudes of the star, and LPV are detected in the whole LSD profile. At moderate to high spin values \( s = 4.15 \) in the bottom panels of Figs. A.2 and A.3, the g mode is confined in an equatorial band, leading to smaller LPV that are mostly detected in the wings of the LSD profile. Qualitatively, the observed LPV of HD 112429 shown in Fig. 9 are very similar to the theoretical LPV of the toy model for \( \nu_{\text{rot}} = 1.5 \text{d}^{-1} \) at an inclination angle of 60°, in agreement with the photometric analysis results in Sect. 4.

A.1. A toy model for g-mode LPV

In a spherically symmetric star with uniform rotation frequency \( \nu_{\text{rot}} \), the rotational velocity field at the stellar surface is given by

\[
\nu_{\text{rot}}(\theta, \phi) = 2 \pi \nu_{\text{rot}} R, \sin \theta, \tag{A.1}
\]

where \( R \) is the stellar radius and \((\theta, \phi)\) are the angular spherical coordinates with respect to the rotation axis.

If we then apply the TAR to a g mode with frequency \( \nu_{\text{co}} \) (in the co-rotating frame) and mode identification \((k, m)\) in this star, the displacement \( \xi \) at the stellar surface can be expressed as

\[
\xi_r(\theta, \phi) = -u_{\nu_c} R \Theta_{lm}(\theta, s) \cos(2\nu_{\text{rot}} t + m \phi) \tag{A.2}
\]

\[
\xi_\theta(\theta, \phi) = u_{\nu_c} \Theta_{lm}'(\theta, s) \cos(2\nu_{\text{rot}} t + m \phi) \tag{A.3}
\]

\[
\xi_\phi(\theta, \phi) = -u_{\nu_c} \Theta_{lm}''(\theta, s) \sin(2\nu_{\text{rot}} t + m \phi) \tag{A.4}
\]
so that the pulsation velocity field is given by

\[ u_r (\theta, \phi) = 2 \pi \nu_{\text{cpl}} u_{sc} R \Theta_{km} (\theta, s) \sin (2 \pi \nu_{\text{cpl}} t + m \phi) \]  \hspace{1cm} (A.5)
\[ u_\theta (\theta, \phi) = -2 \pi \nu_{\text{cpl}} u_{sc} \Theta_{km}^\theta (\theta, s) \sin (2 \pi \nu_{\text{cpl}} t + m \phi) \]  \hspace{1cm} (A.6)
\[ u_\phi (\theta, \phi) = -2 \pi \nu_{\text{cpl}} u_{sc} \Theta_{km}^\phi (\theta, s) \cos (2 \pi \nu_{\text{cpl}} t + m \phi) \]  \hspace{1cm} (A.7)

Here \( \Theta_{km} \), \( \Theta_{km}^\theta \), and \( \Theta_{km}^\phi \) are the Hough functions associated with the mode identification \((k, m)\) at spin \(s = 2 \nu_{\text{cpl}} / \nu_{\text{cpl}}\) (Wang et al. 2016). We would like to note that \( \Re \) is a single real value, equal to the ratio of the amplitudes of \( \xi_r \) to \( \xi_h = \sqrt{\xi_r^2 + \xi_\phi^2} \) at the stellar surface. That is, \( \Re = |\xi_r| / \sqrt{\xi_r^2 + \xi_\phi^2} \). Finally, \( u_{sc} \) is a user-defined scaling factor, such that the pulsation velocity amplitude \( u \) can be set to a reasonable value. The pulsation temperature perturbation can be described by

\[ T' (\theta, \phi) = T_{\text{eff}} \Theta_{km} (\theta, s) \cos (2 \pi \nu_{\text{cpl}} t + m \phi) \]  \hspace{1cm} (A.8)

with a user-defined scaling factor \( T_{\text{sc}} \). An approximation of the local brightness variation \( B (\theta, \phi) \) can then be calculated as

\[ B (\theta, \phi) = \left( \frac{R_* + \xi_r (\theta, \phi)}{R_*} \right)^2 \left( \frac{T_{\text{eff}} + T' (\theta, \phi)}{T_{\text{eff}}} \right)^4 \]  \hspace{1cm} (A.9)

where \( T_{\text{eff}} \) is the effective temperature of the stellar model.

If the star is observed at an inclination angle \( i \), we can define a new set of angular spherical coordinates \((\theta_i, \phi_i)\) with respect to the observer’s line of sight, and calculate the stellar line profile

---

Fig. A.3. Theoretical LSD profile variations for a \( g \) mode with \((n, k, m) = (-30, 0, 1)\) in a 1.5-M\(_\odot\) stellar model with \( X_e = 0.4 \), calculated using a toy model (described in Sect. A.1). The velocity and temperature amplitudes of the pulsation at the stellar surface are set at 5 km s\(^{-1}\) and 10 K, respectively. The LPV are shown for \( \nu_{\text{cpl}} \) values of 0.25 d\(^{-1}\) (top) and 1.5 d\(^{-1}\) (bottom), at inclination angles of 30° (left), 60° (middle), and 90° (right).
where $\mu$ is the linear limb-darkening coefficient, $A$ is the spectral line depth in the non-rotating case, $v_{\text{therm}}$ is the local thermal line broadening, $v_{\text{L}}(\theta, \phi_L)$ is the projection of the combined velocity field (from Eqs. (A.1) and (A.5) to (A.7)) along the observer’s line of sight, and $B(\theta, \phi)$ is obtained from Eq. (A.9). In this work, $\mu$ and $v_{\text{therm}}$ are set to 0.6 (an approximate linear limb darkening coefficient value for $\gamma$ Dor stars; Claret & Bloemen 2011) and 3 km s$^{-1}$ (as listed in Table 1), respectively. In the calculations for Fig. A.3, the ratio $R$ was calculated with GYRE v6.0.1 (Townsend & Teitler 2013; Townsend et al. 2018; Goldstein & Townsend 2020) for the used 1.5-M$_\odot$ MESA model$^{10}$.

---

$^{10}$ A python implementation of the algorithm explained here, is available at https://github.com/TVanReeth/LPV-simulations.