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**ABSTRACT**

Context. It is now well-known that pre-main-sequence models with inflated radii should be taken into account to simultaneously reproduce the colour-magnitude diagram and the lithium depletion pattern observed in young open star clusters.

Aims. We tested a new set of pre-main-sequence models that include radius inflation due to the presence of starspots or to magnetic inhibition of convection. We used five clusters observed by the *Gaia*-ESO Survey that span the age range ~10–100 Myr, in which these effects could be important.

Methods. The *Gaia*-ESO Survey radial velocities were combined with astrometry from *Gaia* EDR3 to obtain clean lists of high-probability members for the five clusters. A Bayesian maximum likelihood method was adopted to fit the observed cluster sequences to theoretical predictions to derive the best model parameters and the cluster reddening and age. Models were calculated with different values of the mixing length parameter ($\alpha_{\text{ML}} = 2.0, 1.5$ and $1.0$) for the cases without spots or with effective spot coverage $\beta_{\text{spot}} = 0.2$ and 0.4. The models were also compared with the observed lithium depletion patterns.

Results. To reproduce the colour-magnitude diagram and the observed lithium depletion pattern in Gamma Vel A and B and in 25 Ori, both a reduced convection efficiency, with $\alpha_{\text{ML}} = 1.0$, and an effective surface spot coverage of about 20% are required. We obtained ages of 18$^{+2}_{-1}$ Myr and 21$^{+3}_{-2}$ Myr for Gamma Vel A and B, respectively, and 19$^{+3}_{-2}$ Myr for 25 Ori. However, a single isochrone is not sufficient to account for the lithium dispersion, and an increasing level of spot coverage as mass decreases seems to be required. On the other hand, the older clusters (NGC 2451 B at 30$^{+4}_{-3}$ Myr, NGC 2547 at 35$^{+4}_{-3}$ Myr, and NGC 2516 at 138$^{+4}_{-5}$ Myr) are consistent with standard models (i.e. $\alpha_{\text{ML}} = 2.0$ and no spots) except at low masses: a 20% spot coverage appears to reproduce the sequence of M-type stars better and might explain the observed spread in lithium abundances.

Conclusions. The quality of *Gaia*-ESO data combined with *Gaia* allows us to gain important insights on pre-main-sequence evolution. Models including starspots can provide a consistent explanation of the cluster sequences and lithium abundances observed in young clusters, although a range of spot coverage is required to fully reproduce the data.
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1. Introduction

Lithium is a key tracer of mixing processes in stellar interiors: since it is burned at relatively low temperatures (~2.5–3 MK), its surface abundance is rapidly depleted in low-mass pre-main-sequence (PMS) stars with deep convective envelopes at a rate that is dependent on mass (Randich & Magrini 2021; Tognelli et al. 2021a, and references therein). Fully convective stars start to deplete lithium at an age of 5–10 Myr, and they destroy it completely in a few dozen million years (Bildsten et al. 1997). However, lithium is fully preserved in very low-mass stars and brown dwarfs that do not reach the lithium-burning temperatures at their centres, creating a sharp transition between lithium-depleted and undepleted stars that is called the ‘lithium depletion boundary’ (LDB; e.g. D’Antona & Mazzitelli 1994; Basri et al. 1996; Stauffer 2000; Burke et al. 2004; Tognelli et al. 2015a).

The position of the LDB is strongly dependent on age and moves towards lower masses as age increases, but it only weakly depends on other parameters. The LDB therefore constitutes a robust age indicator for young stellar associations and open clusters from ~20–30 Myr (e.g. Manzi et al. 2008; Jeffries et al. 2013) up to the age of the Hyades (Martín et al. 2018). Moreover, for higher-mass stars that develop a radiative core during the PMS, the depletion of the surface lithium abundance in this phase depends on the temperature profile and on the sink of the external convection, and thus also on the mass and chemical composition (e.g. Ventura et al. 1998; Tognelli et al. 2012; Baraffe et al. 2015, 2017, and references therein). For these reasons, the analysis of surface lithium abundances in young open clusters of different ages can provide important constraints on stellar evolutionary models.

The *Gaia*-ESO Survey (hereafter GES; Gilmore et al. 2012; Randich et al. 2013) is particularly well suited for these investigations since it provides the largest database of homogeneously determined stellar parameters and lithium abundances for several open clusters, spanning a large age range from a few million to several billion years. GES observations also place constraints on the post-main-sequence evolution and on the
origin of the Li-rich giant stars (Casey et al. 2016; Smiljanic et al. 2018; Magrini et al. 2021).

Jeffries et al. (2017) compared the GES observations of the young open cluster Gamma Vel with the Baraffe et al. (2015) and Dartmouth (Dotter et al. 2008) standard evolutionary models. They found that these models are unable to simultaneously reproduce the colour-magnitude diagram (CMD) and the lithium depletion pattern: while the CMD could be well fitted by standard models with an age of ~7.5 Myr, the strong lithium depletion observed in M-type stars implies a significantly older age, and its pattern is inconsistent with standard model predictions. A similar discrepancy between standard models and the observed lithium depletion pattern was also noted by Messina et al. (2016) in the β Pictoris moving group. However, Jeffries et al. (2017) were able to reconcile the lithium pattern and the CMD at a common age of ~18–21 Myr by assuming that the radius of low-mass stars is inflated by ~10%, and by accordingly modifying the models considering (almost) fully convective stars with a simple polytropic structure. At fixed mass and age, a radius inflation results in a significantly reduced effective temperature, leading to a reduced central temperature and thus to a delayed lithium depletion during the PMS phase. This results in significant older ages than in the standard scenario when the CMD is compared to model isochrones, and in a significant shift of the centre of the lithium depleted region toward lower effective temperatures. A non-uniform radius inflation in the PMS phase could also explain the observed dispersion of the surface lithium abundance in some young clusters (see e.g. Somers & Pinsonneault 2015).

Evidence of inflated radii and reduced effective temperatures with respect to model predictions has been found in close, tidally locked eclipsing binaries (see e.g. Torres 2013, and references therein), and in single active low-mass stars both in the field (e.g. Morales et al. 2008; Kesseli et al. 2018) and in open clusters (e.g. Ventura et al. 1998; Jackson et al. 2009, 2016, 2018; Tognelli et al. 2012; Somers & Stassun 2017), suggesting that radius inflation may be linked to magnetic activity. Further support to this idea was provided by Jaehnig et al. (2019), who found that all inflated stars in the Hyades and Pleiades have a Rossby number $R_\text{e} \lesssim 0.1$, corresponding to saturation of magnetic activity (e.g. Pizzolato et al. 2003). Jeffries et al. (2021) showed that radius inflation from magnetic models is able to reproduce the upper envelope of the lithium pattern observed in the 120 Myr old M35 cluster, and confirmed the correlation between faster rotation, radius inflation, and reduced lithium depletion that was noted by Somers & Stassun (2017) in the Pleiades. Binks et al. (2021) found that models with high levels of magnetic activity are required to reconcile the LDB age of NGC 2232 with the age derived from isochrone fitting.

Strong magnetic fields can affect the stellar structure by reducing the convection efficiency in the external superadiabatic region, which can be simulated by a reduction of the mixing length parameter (Chabrier et al. 2007; Feiden & Chaboyer 2012, 2013, 2014, and references therein). However, the size of this effect depends on stellar mass: low-mass fully convective stars, which are almost fully adiabatic, are less sensitive to variations in the mixing length than more massive stars, implying that unreasonably high magnetic fields would be needed to significantly modify the characteristics of fully convective stars. Another phenomenon linked to strong magnetic fields is a large coverage of the stellar surface by cool starspots that block the emerging energy flux, reducing the stellar radiation, and consequently causing the star to inflate (e.g. Chabrier et al. 2007; MacDonald & Mullan 2013; Jackson & Jeffries 2014; Somers & Pinsonneault 2015; Somers et al. 2020).

In this paper, we further explore this issue in a consistent way, using a set of stellar models that was specifically computed for our analysis. In particular, we explore the effects of the presence of starspots adopting a fully consistent treatment, that is, we include these effects in the Pisa stellar evolutionary code (see e.g. Tognelli et al. 2011) and follow the resulting evolution of lithium depletion with age. We also adopt for our comparison PMS models with lower external convection efficiency (i.e. lower mixing length values) to search for a better agreement mainly for higher-mass, not fully convective stars, which are more sensitive to variations in the convection efficiency.

We apply our analysis to five open clusters of ages between ~10 and 100 Myr that were observed within GES (25 Ori, Gamma Vel, NGC 2547, NGC 2451 B, and NGC 2516). These clusters were selected because they cover the age interval in which the effect of radius inflation could be significant, allowing us to investigate how it evolves with age. The 25 Ori cluster is a group of PMS stars that was discovered by Bricenò et al. (2005) in the Orion OB1a association, with an estimated age of 6–13 Myr (Downes et al. 2014; Bricenò et al. 2019; Kos et al. 2019; Zari et al. 2019); a dispersed, kinematically distinct population was also found in the region using data from the Gaia Second Data Release (DR2; e.g. Zari et al. 2019). Because only a few stars of the secondary population were observed by GES, only the main cluster is considered here. Gamma Vel (age ~10–20 Myr, Jeffries et al. 2014, 2017) and NGC 2547 (35 ± 3 Myr, Jeffries & Oliveira 2005) are both located in the Vela OB2 association at a relative separation of ~2°. Both clusters host two kinematically distinct populations (Jeffries et al. 2014; Sacco et al. 2015); the two Gamma Vel populations (Gamma Vel A and B) are also separated by ~38 pc along the line of sight (Franciosini et al. 2018). NGC 2451 is a double cluster composed of two open clusters of similar age (30–40 Myr, Randich et al. 2018) located at different distances along the same line of sight (Röser & Bastian 1994; Platais et al. 1996). The GES observations cover the background cluster NGC 2451 B and only a few selected regions of the closer and more dispersed NGC 2451 A. For this reason, we considered only NGC 2451 B here. Finally, NGC 2516 is the oldest cluster in our sample, with an age of ~100–140 Myr (e.g. Lyra et al. 2006; Randich et al. 2018), so that most of its members are already close to or at their main-sequence position. All clusters have solar or slightly subsolar metallicities (Biazzo et al. 2011; Jacobson et al. 2016; Spina et al. 2017).

Three of our sample clusters (NGC 2451 B, NGC 2547, and NGC 2516) were included in the study by Randich et al. (2018), who combined the GES results with the parallaxes and proper motions from the Tycho-Gaia Astrometric Solution (TGAS) to derive new ages and reddening values from isochrone fitting, using different recent sets of standard theoretical models, including those adopted here. In this paper we improve the membership selection using the parallaxes and proper motions from the Gaia Early Data Release 3 (EDR3), and we verify whether the ages from Randich et al. (2018) agree with those derived from the surface lithium abundances. We also verify whether the addition of magnetic effects can improve the results.

The paper is organised as follows: in Sect. 2 we describe the GES observations and Gaia data, and the membership selection is described in Sect. 3. The theoretical models and their comparison with the observations are described in Sect. 4. Discussion and conclusions are given in Sect. 5.
2. Data

The GES observations were carried out with the FLAMES multi-object spectrograph mounted on the VLT/UT2 telescope (Pasquini et al. 2002), using the Giraffe instrument operated in MEDUSA mode and the high-resolution UVES spectrograph ($R = 47000$). In the case of young clusters, the Giraffe HR15N grating (644–680 nm, $R = 17000$) and the UVES U580 (480–680 nm) and U520 (420–620 nm) setups were used. The HR15N and U580 setups include the Li I doublet at 6707.8 Å as well as the Hα line. The selection of targets was based on photometry only, and was performed in an homogeneous way for all clusters, keeping all objects that fall inside a sufficiently wide band around the cluster locus in the available optical and near-infrared CMDs to ensure that all possible cluster members are included without introducing any biases (see Bragaglia et al. 2022, for more details). For young clusters, UVES fibres were allocated to the brightest stars, choosing preferentially previously known cluster members if the information was available. Some of the targets were observed with both UVES and Giraffe for cross-calibration purposes.

We used the recommended radial velocities (RVs), atmospheric parameters, and lithium abundances contained in the Sixth Internal Data Release (iDR6). A detailed description of the data reduction pipelines and the derivation of radial and rotational velocities is provided by Gilmore et al. (2022) and Sacco et al. (2014) for Giraffe and UVES, respectively. A summary of the Giraffe data reduction is also presented in Jeffries et al. (2014). Atmospheric parameters were derived by several analysis teams within different working groups, depending on stellar-type and/or age and/or instrumental setup. The results were then homogenised following the calibration strategy described by Pancino et al. (2017) and combined to produce the final recommended values and the corresponding statistical uncertainties (see Smiljanic et al. 2014; Lanzafame et al. 2015; Blomme et al. 2022; Worley et al., in prep.; Hourihane et al., in prep. for details). Lithium abundances $A$(Li) for FGK stars in iDR6 were derived by measuring the equivalent width (EW) of the lithium doublet at 6707.8 Å using a Gaussian fit of the component. Abundances were then computed using a new set of curves of growth that was specifically derived for GES (Franciosini et al., in prep.). The curves of growth were measured on a grid of synthetic spectra that covers the whole parameter space of the survey and that was computed as in de Laverny et al. (2012) and Guiglion et al. (2016) using the MARCS model atmospheres. In the case of Giraffe, where the lithium line is blended with the nearby Fe I line at 6707.4 Å and only the total Li+Fe EW can be measured, a correction for the Fe contribution (measured on the same spectral grid of the curves of growth) was applied to derive the Li-only EW before the abundance was computed. For M-type stars, in which the true continuum is masked by the molecular bands and Li is heavily blended with other components, the procedure described above cannot be applied, and only a pseudo-EW can be measured: for these stars, we derived the curves of growth and the pseudo-EWs in a consistent way by integrating over a predefined interval that increased linearly with rotation rate above 20 km s$^{-1}$. A more detailed description of the method is provided in Franciosini et al. (in prep.). Uncertainties on the Li abundances were derived taking the uncertainties on the EW measures and on the stellar parameters into account. The dominant contribution to the abundance uncertainties comes from the EWs themselves and from $T$eff.

We complemented the GES data with astrometry and photometry from Gaia EDR3 (Gaia Collaboration 2016, 2021). To search for possible additional members, in particular at the bright ends of the cluster sequences that are poorly sampled by GES, we extracted the Gaia data over slightly larger regions than the GES fields, using a radius of 1 deg (or 1.6 deg for NGC 2451) around the cluster centres, consistent with the cluster radii.

The Gaia and GES catalogues for each cluster were cross-matched in TOPCAT using a 2″ search radius to account for possible significant motions between the epoch of the 2MASS catalogue used for the GES observations and Gaia EDR3. We found Gaia counterparts for all GES targets, except for seven objects in Gamma Vel. The remaining Gaia objects not present in GES were then added to the catalogue to produce a combined GES+Gaia dataset for each cluster. In the following, we use the terms ‘GES sample’ and ‘Gaia sample’ to distinguish the stars observed by GES from those that are present only in Gaia.

We removed from each combined catalogue all stars classified as secure double-lined spectroscopic binaries in the GES catalogue. We also removed those for which both the GES RV and Gaia astrometry are lacking because no accurate membership can be derived for them.

We defined an astrometric quality flag to identify stars with less reliable astrometry. Following Lindegren et al. (2021a) and Fabricius et al. (2021), we used the renormalised unit weight factor (ruwe) to identify possible spurious solutions due to potential doubles and flagged the sources with ruwe > 1.4. We additionally flagged also stars with a relative error on the parallax larger than 20% (parallax_over_error < 5). We verified that this value is the best compromise for removing the bulk of background contaminants without excluding any potential faint cluster member. All objects with flagged astrometry and no GES RV were then removed from the samples. For the stars in the GES sample with flagged astrometry, only the RV was used for the membership selection.

Following the prescriptions in Riello et al. (2021), we corrected the Gaia magnitudes of bright stars for saturation effects as well as for the systematic effects in the G-band magnitudes of stars fainter than $G = 13$ with a six-parameter astrometric solution. Gaia photometry may be affected by a flux excess in the $G_{BP}$ and $G_{RP}$ bands for faint sources or in crowded regions. We therefore also added a photometric flag to identify stars with reliable Gaia photometry by applying the criterion defined by Riello et al. (2021), that is, $\pi^2 < 3\pi^2(G) - (G)$, where $\pi$ is the flux excess factor corrected for the colour dependence, $\sigma^2(G)$ is its scatter as a function of $G$, and $N$ is the chosen $\sigma$ threshold. Based on the distribution of $\pi$ for the sources selected in Sect. 3.2, we adopted $N = 3$. Moreover, we selected as good only stars with an error smaller than 5% in the $G_{BP}$ and $G_{RP}$ magnitudes. Stars that failed to fulfill these criteria were not included in the cluster CMDs.

3. Membership analysis

The selection of cluster members was performed using a consistent approach for all clusters to ensure sample homogeneity. To avoid introducing any possible biases when comparing

---

1 In the usual notation $A$(Li) = $\log$ $N$(Li)/$N$(H) + 12.

2 http://www.starlink.ac.uk/topcat/

3 These are sources without prior reliable colour information, for which an additional pseudo-colour parameter was required for the astrometric solution (see Gaia Collaboration 2021).
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This allowed us to remove them from the sample. Background giants can be easily identified on the basis of gravity. However, Sect. 2) implies a high level of contamination of the observed sample by background giants and older field stars. However, the unbiased target selection strategy adopted in the GES (see 3.1. Gravity

The unbiased target selection strategy adopted in the GES (see Sect. 2) implies a high level of contamination of the observed sample by background giants and older field stars. However, background giants can be easily identified on the basis of gravity. This allowed us to remove them from the sample.

Measurements of log \( g \) are available for all UVES spectra, but only for a fraction of stars observed with Giraffe. However, as a proxy for gravity, we used the spectroscopic index \( \gamma \), defined by Damiani et al. (2014) for HR15N spectra. When \( \gamma \) is plotted as a function of temperature or colour, giant stars occupy a well-defined cloud at \( \gamma \geq 1 \) that is clearly separated from the cluster locus, as shown in Fig. 1 (see also Bravi et al. 2018). For consistency, we adopted a common selection that was valid for all clusters, although this is less efficient for the older ones: in particular, we excluded all stars falling within the region delimited by the magenta lines in Fig. 1, taking errors into account (i.e. if the entire error bar is included in the region). Some of the clusters include a few ambiguous cases that are located very close to the boundary of the region. Their RV and/or astrometry is inconsistent with membership, however, and if they were not discarded by the above selection, they were rejected by the analysis described in the next section.

For stars observed only with UVES, we excluded all objects with \( \log g < 3.5 \) dex and \( 4000 \text{ K} < T_{\text{eff}} < 5500 \text{ K} \). This selection was also applied to stars observed with Giraffe with an available \( \log g \) value to reject a few residual giants that could not be identified using the \( \gamma \) index.

3.2. Radial velocity and astrometry

Figure 2 shows the RV versus parallax and the proper motion diagrams of the GES samples of the five clusters after the observational CMDs and the lithium patterns of the different clusters with theoretical models, our membership procedure was based only on gravity, RVs, and Gaia astrometry as primary selection criteria. Photometry and lithium were inspected only at the end to exclude a few possible residual outliers.

The unbiased target selection strategy adopted in the GES (see Sect. 2) implies a high level of contamination of the observed sample by background giants and older field stars. However, background giants can be easily identified on the basis of gravity. This allowed us to remove them from the sample.

Measurements of log \( g \) are available for all UVES spectra, but only for a fraction of stars observed with Giraffe. However, as a proxy for gravity, we used the spectroscopic index \( \gamma \), defined by Damiani et al. (2014) for HR15N spectra. When \( \gamma \) is plotted as a function of temperature or colour, giant stars occupy a well-defined cloud at \( \gamma \geq 1 \) that is clearly separated from the cluster locus, as shown in Fig. 1 (see also Bravi et al. 2018). For consistency, we adopted a common selection that was valid for all clusters, although this is less efficient for the older ones: in particular, we excluded all stars falling within the region delimited by the magenta lines in Fig. 1, taking errors into account (i.e. if the entire error bar is included in the region). Some of the clusters include a few ambiguous cases that are located very close to the boundary of the region. Their RV and/or astrometry is inconsistent with membership, however, and if they were not discarded by the above selection, they were rejected by the analysis described in the next section.

For stars observed only with UVES, we excluded all objects with \( \log g < 3.5 \) dex and \( 4000 \text{ K} < T_{\text{eff}} < 5500 \text{ K} \). This selection was also applied to stars observed with Giraffe with an available \( \log g \) value to reject a few residual giants that could not be identified using the \( \gamma \) index.
Table 1. Maximum likelihood best-fit parameters of the RV and astrometry distributions of the sample clusters.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>RV (km s(^{-1}))</th>
<th>(\sigma_{RV}) (km s(^{-1}))</th>
<th>(\sigma) (mas)</th>
<th>(\sigma_{\sigma}) (mas)</th>
<th>(\mu_{\alpha}) (mas yr(^{-1}))</th>
<th>(\sigma_{\mu_{\alpha}}) (mas yr(^{-1}))</th>
<th>(\mu_{\delta}) (mas yr(^{-1}))</th>
<th>(\sigma_{\mu_{\delta}}) (mas yr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 Ori</td>
<td>20.49 ± 0.08</td>
<td>0.83 ± 0.07</td>
<td>2.881 ± 0.004</td>
<td>0.051 ± 0.004</td>
<td>1.347 ± 0.015</td>
<td>0.282 ± 0.013</td>
<td>−0.178 ± 0.017</td>
<td>0.348 ± 0.014</td>
</tr>
<tr>
<td>Gamma Vel A</td>
<td>17.13 ± 0.08</td>
<td>0.70 ± 0.07</td>
<td>2.915 ± 0.005</td>
<td>0.058 ± 0.004</td>
<td>−6.502 ± 0.016</td>
<td>0.278 ± 0.012</td>
<td>9.706 ± 0.018</td>
<td>0.302 ± 0.014</td>
</tr>
<tr>
<td>Gamma Vel B</td>
<td>20.19 ± 0.17</td>
<td>1.10 ± 0.14</td>
<td>2.645 ± 0.008</td>
<td>0.077 ± 0.007</td>
<td>−5.983 ± 0.021</td>
<td>0.265 ± 0.016</td>
<td>8.609 ± 0.035</td>
<td>0.434 ± 0.024</td>
</tr>
<tr>
<td>NGC 2547</td>
<td>12.76 ± 0.07</td>
<td>0.74 ± 0.06</td>
<td>2.588 ± 0.002</td>
<td>0.019 ± 0.006</td>
<td>−8.567 ± 0.014</td>
<td>0.239 ± 0.011</td>
<td>4.334 ± 0.014</td>
<td>0.231 ± 0.011</td>
</tr>
<tr>
<td>NGC 2451 B</td>
<td>15.02 ± 0.10</td>
<td>0.47 ± 0.10</td>
<td>2.766 ± 0.004</td>
<td>0.037 ± 0.014</td>
<td>−9.686 ± 0.019</td>
<td>0.258 ± 0.021</td>
<td>4.854 ± 0.014</td>
<td>0.183 ± 0.012</td>
</tr>
<tr>
<td>NGC 2516</td>
<td>23.82 ± 0.06</td>
<td>0.96 ± 0.05</td>
<td>2.429 ± 0.001</td>
<td>0.025 ± 0.003</td>
<td>−4.622 ± 0.012</td>
<td>0.438 ± 0.010</td>
<td>11.239 ± 0.010</td>
<td>0.365 ± 0.009</td>
</tr>
</tbody>
</table>

For each cluster, we performed a simultaneous fit of the distributions of RVs, parallaxes, and proper motions for the reduced datasets using a maximum likelihood approach and assuming that the total probability distribution is described by the sum of one or two cluster populations plus the field. To do this, we extended the method described by Lindegren et al. (2000) that was used by Franciosini et al. (2018) and Roccatagliata et al. (2018) and included the RV as a fourth parameter. A detailed description is given in Appendix A. The resulting best-fit values for the cluster components are given in Table 1. Individual membership probabilities \(P_i\) for each population were derived using the standard method, that is, dividing the probability of belonging to the given population by the total probability for the following analysis, we selected only the highest-probability members of each cluster population with \(P_i > 0.96\).

3.3. Parallax zero-point correction

Lindegren et al. (2021b) investigated the systematic bias affecting Gaia EDR3 parallaxes, which shows a complex dependence on magnitude, colour, and ecliptic latitude, and provided a tentative correction for the parallax zero-point. Fabricius et al. (2021) showed that applying this correction to distant clusters improves their parallax distribution reducing the internal dispersion. Hence, we tested the effect of the bias correction on our results.

The zero-point for each star was computed using the Python code provided on the Gaia web pages\(^4\), and the whole analysis of Sect. 3.2 was repeated using the corrected parallaxes. For all clusters, we found no significant difference in the best-fit parameters, except for the central parallax, or in the list of selected members. The mean parallax is increased by 0.026–0.039 mas, depending on the cluster. In the following, we therefore adopt the results of Sect. 3.2, although we discuss the effect of this parallax bias on the model comparison.

3.4. Photometry and lithium

As a final step, we examined the photometry and the lithium abundances to identify possible residual contaminants in our samples. The sequences of the selected high-probability members with reliable photometry are very clean in the \(G\) versus \(G_{\text{BP}}\) CMD. However, we found one star in Gamma Vel B and one in NGC 2451 B that lay more than 1 mag below the cluster sequence. These objects were discarded from the samples. Similarly, we discarded one star in 25 Ori and one in NGC 2547, both with \(T_{\text{eff}}\) < 5300 K and lithium ~2 dex below the lower envelope of the cluster sequences in the \(A(\text{Li})\) vs \(T_{\text{eff}}\) diagrams, since these are likely to be non-members.

\(^4\) https://www.cosmos.esa.int/web/gaia/edr3-code
3.5. Final members

The selection procedure described above allowed us to obtain very clean lists of secure members, which are fundamental for a precise comparison with theoretical models. The final membership lists contain 442 members of 25 Ori (137 GES), 325 members of Gamma Vel A (118 GES), 128 of Gamma Vel B (44 GES), 255 of NGC 2451 (146 GES), 125 members of NGC 2451 B (42 GES), and 536 of NGC 2516 (363 GES). Their properties are listed in Tables B.1–B.6.

The CMDs and lithium patterns of the final members are plotted in Fig. 3. All clusters show very clean sequences, although some scatter is still present, especially at the lowest masses. For some of them, the binary sequences are also well distinguished. The bright end of the NGC 2516 sequence shows a significant spread. This might be indicative of an extended main-sequence turn-off, which has recently been observed in Galactic open clusters of different ages (e.g. Bastian et al. 2018; Marino et al. 2018; Li et al. 2019, and references therein), and is generally attributed to a spread in rotation rates. Unfortunately, we do not have information on rotation for these stars that could confirm this hypothesis.

The right panels of Fig. 3 show the evolution of the lithium abundances with age. The lithium depletion pattern of 25 Ori is very similar to the pattern observed in Gamma Vel A and B abundances with age. The lithium depletion pattern of 25 Ori generally attributed to a spread in rotation rates. Unfortunately, Marino et al. 2018; Li et al. 2019, and references therein), and is main-sequence turn-off masses. For some of them, the binary sequences are also well although some scatter is still present, especially at the lowest

NGC 2451 B (42 GES), and 536 of NGC 2516 (363 GES). Their (44 GES), 255 of NGC 2547 (146 GES), 125 members of Gamma Vel A (118 GES), 128 of Gamma Vel B members of 25 Ori (137 GES), 325 (4800 K, whose lithium abundance is significantly higher than the abundances would be reduced by (e.g. Martín et al. 1994; Romano et al. 2021). This is a signature of non-local thermo- A initial cosmic abundance 0.3 dex, but their γ index and spectra indicate that they are dwarfs. A more reasonable value of log g = 4.0 dex would lower their abundances to ~3.3.

4. Comparison with evolutionary models

4.1. Models

The models were calculated with the Pisa evolutionary code (Tognelli et al. 2011; Dell’Omodarme et al. 2012). The main input physics and parameters are described in detail in Tognelli et al. (2015a,b, 2018). Here we only point out some relevant characteristics and some improvements with respect to the quoted works.

The adopted radiative opacity tables are OPAL 2005 (Iglesias & Rogers 1996) for the stellar interiors and Ferguson et al. (2005) for the most external regions, both computed for the Asplund et al. (2009) solar mixture. The equation of state is the OPAL 2006 (Rogers & Nayfonov 2002), consistent with the adopted opacities, extended to the low-mass star regime (M ≤ 0.2 M⊙) by the Saumon et al. (1995) equation of state.

Convective transport in super-adiabatic regions was treated following the mixing length formalism by Böhm-Vitense (1958), where the convection efficiency is expressed in terms of the mixing length scale ℓ_{ML} = α_{ML} H_p, where α_{ML} is the mixing length parameter and H_p is the pressure scale height. As reference value we adopted our solar-calibrated parameter α_{ML} = 2.0. This value was shown to reproduce the CMD of the Hyades cluster well (Tognelli et al. 2021b). In addition, to test the effect of a reduced convection efficiency on the models, we also considered the two cases α_{ML} = 1.0 and 1.5.

The most relevant nuclear reactions for our analysis are the hydrogen-burning reactions, that is, the pp-chain and the CNO-cycle. Their reaction rates are from Adelberger et al. (2011), except for p(p,e^−γ)H, which is from Marcucci et al. (2013) and Tognelli et al. (2015b), p(p,γ)He, which is from Descouvemont et al. (2004), 7Li(p,γ)He, which is from Lamia et al. (2012), and p(^3He,γ)^4O, which is from Imbriani et al. (2005).

We obtained the outer boundary conditions from the detailed non-grey BT-Settl atmospheric structures by Allard et al. (2011) for T_{eff} ≤ 10 000 K and from the Castelli & Kurucz (2003) structures for higher T_{eff}. We also included the possibility in the models of having a partial coverage of the stellar surface by starspots, which block part of the outgoing radiation. To model the spots, we used a formalism similar to that described in Somers & Pinsonneault (2015). We treated the spots as a pure surface effect, assuming that they do not extend below the stellar surface, that is, that the spot scale height is much smaller than the pressure scale height. The total luminosity at the stellar surface is given by the following expression:

\[ L_\star = \sigma \epsilon_B \left( \frac{A_{\text{unspotted}} T_{\text{eff}}^4 + A_{\text{spotted}} T_{\text{spot}}^4}{A_\epsilon} \right) \]

\[ = \sigma \epsilon_B \left( \frac{A_{\text{unspotted}} T_{\text{eff}}^4 + \frac{A_{\text{spotted}} T_{\text{spot}}^4}{A_\epsilon}}{T_{\text{eff}}^4} \right) \]

\[ = \sigma \epsilon_B \left( 1 - \beta_{\text{spot}} \right), \]

where \( \beta_{\text{spot}} \) is an effective spot coverage fraction, which takes the ratio of the spot and stellar surface effective temperature and the real fraction of area covered with spots into account. This is defined as

\[ \beta_{\text{spot}} = \frac{A_{\text{spotted}}}{A_\epsilon} \left( 1 - \frac{T_{\text{spot}}^4}{T_{\text{eff}}^4} \right). \]

5 http://opalopacity.llnl.gov/new.html
7 Our standard solar model was computed using an iterative procedure in which the initial helium abundance, metallicity, and mixing length parameter were adjusted to reproduce the observed radius, luminosity, and photospheric (Z/X) in a 1 M⊙ model at the solar age within a given numerical tolerance (<10^{-4}).
8 https://phoenix.ens-lyon.fr/Grids/BT-Settl/AGSS2009/
Fig. 3. CMDs (left panels) and lithium distribution as a function of \( T_{\text{eff}} \) (right panels) of the final samples of selected members for each cluster. The GES and \textit{Gaia} members are indicated by black and blue dots, respectively. \textit{Left panels:} only stars with good photometry are plotted. The errors on photometry are smaller than the symbol size. Downward triangles in the lithium diagrams indicate upper limits.
Fig. 4. Effect of adopting different values of $\alpha_{\text{ML}}$ and of different spot coverage fractions on the models at 15 Myr (left panels), 30 Myr (middle panels), and 100 Myr (right panels). The top row shows the effect on the CMD, and the bottom row presents the effect on the surface lithium abundance as a function of $T_{\text{eff}}$. The standard reference model with $\alpha_{\text{ML}} = 2$ and no spots is plotted as the solid black line. The dashed red and dot-dashed blue lines show the models without spots and $\alpha_{\text{ML}} = 1.5$ and 1.0, respectively. The models with $\alpha_{\text{ML}} = 2$ and $\beta_{\text{spot}} = 0.2$ and 0.4 are indicated with the dotted green and three-dot-dashed orange lines, respectively.

The parameter $\beta_{\text{spot}}$ is useful when information about the real spot coverage $A_{\text{spotted}}/A_*$ or on $T_{\text{spot}}/T_{\text{eff}}$ is not well constrained. In these cases, it is sufficient to specify only the effective spot coverage instead of requiring two free parameters (namely $T_{\text{spot}}/T_{\text{eff}}$ and $A_{\text{spotted}}/A_*$). For the typical values of $T_{\text{spot}}/T_{\text{eff}} \sim 0.7-0.9$ observed in active stars (e.g. Berdyugina 2005, and references therein), $\beta_{\text{spot}} \sim 0.76-0.34 A_{\text{spotted}}/A_*$. We analysed the effect of two different values of effective spot coverage on the models, namely $\beta_{\text{spot}} = 0.20$ and 0.40, which are consistent with those suggested by recent observations of late-type stars (e.g. Fang et al. 2016; Gully-Santiago et al. 2017; Morris et al. 2019).

For a star with a given luminosity and effective temperature, the radius of a spotted model is $R_{\text{spotted}} = R_{\text{unspotted}}/\sqrt{1-\beta_{\text{spot}}}$, which is larger than the radius of the corresponding unspotted model. The effective surface that can freely radiate the energy is reduced by a factor $(1 - \beta_{\text{spot}})$, and consequently, the total surface of the star has to increase by the same factor to keep the luminosity constant.

As mentioned in Sect. 1, all the clusters present in our sample are fully compatible with a solar chemical composition, that is, $[\text{Fe}/\text{H}] = 0$. Using the Asplund et al. (2009) relative metal abundances, a helium-to-metal enrichment ratio $\Delta Y/\Delta Z = 2$ (Tognelli et al. 2021b), and a primordial helium abundance $Y_p = 0.2485$ (Cyburt 2004; Aver et al. 2012, 2013), we obtained an initial helium and global metallicity $Y = 0.2740$ and $Z = 0.0130$, respectively. Concerning light elements, we set the mass fractional abundance of deuterium to $X_D = 2 \times 10^{-5}$, which is representative of the present Galactic D abundance (Linsky et al. 2006; Sembach 2010), and the initial $^7\text{Li}$ abundance to reproduce that measured in stars with $T_{\text{eff}} > 6000$ K, where lithium is still undepleted. For all cases, we adopted a value of $A(\text{Li}) = 3.3$, which is consistent with the average initial abundance of young open clusters derived by Romano et al. (2021) using GES iDR6 data.

Evolutionary tracks were computed in the mass interval [0.06, 10] $M_\odot$ with a variable mass spacing. From these tracks, we calculated the isochrones in the age interval [0.5, 200] Myr. Theoretical isochrones were converted into Gaia EDR3 magnitudes using the filter response curves given in Riello et al. (2021) and computing the bolometric corrections using the MARCS 2008 atmospheres (Gustafsson et al. 2008) for $T_{\text{eff}} \leq 8000$ K and the Castelli & Kurucz (2003) ones for higher $T_{\text{eff}}$.

Figure 4 shows the comparison between the isochrones at 15, 30, and 100 Myr (representative of our cluster sample) obtained for the standard set of models ($\alpha_{\text{ML}} = 2.0$) for the sets with a smaller mixing length parameter ($\alpha_{\text{ML}} = 1.0$ and 1.5) and without spots, and the sets with $\alpha_{\text{ML}} = 2.0$ and $\beta_{\text{spot}} = 0.2$ and 0.4. The effects on the CMD are shown in the top panels of Fig. 4. As is well known, a variation in $\alpha_{\text{ML}}$ mainly affects the colours
of stars with thick and superadiabatic envelopes, therefore its effect depends on stellar mass. Very low-mass stars are fully convective but almost adiabatic, and thus they are not sensitive to the adopted $\alpha_{\text{ML}}$. As the mass increases, the outermost layers of the star become superadiabatic, but the convective envelope becomes increasingly thinner as the mass increases. As a result, the effect of varying $\alpha_{\text{ML}}$ is maximum in an intermediate mass interval. Conversely, the effect of spots increases as the stellar mass decreases, producing significantly redder isochrones for M-type stars: this happens because spots modify the outer boundary conditions, which become increasingly more important as the mass decreases (see e.g. Tognelli et al. 2011, 2018).

The bottom panels of Fig. 4 show the surface lithium abundance as a function of the effective temperature for the selected ages. The LDB is clearly visible in all panels. As is well known, the age increase is about 20$^\circ$ at 100 Myr in the case of the case (see Fig. 3), as in all clusters a scatter larger than the observable errors is present. This could mean that some additional mechanisms, different from star to star, might play a non-negligible role. Hence, we only aim to reproduce the average characteristics of the stellar population in our comparison.

The procedure was applied to different sets of models: (i) the reference case with solar-calibrated mixing length ($\alpha_{\text{ML}} = 2.0$) without spots, (ii) the sets with $\alpha_{\text{ML}} = 1.0$ and $\alpha_{\text{ML}} = 1.5$ without spots, and (iii) the sets with $\alpha_{\text{ML}} = 1.0$, 1.5, and 2.0 and $\beta_{\text{spot}} = 0.2$ and 0.4.

The recovery of the age and reddening was performed as follows: we first derived the age and reddening of each cluster for the reference case. The reddening was mainly determined by the comparison between theory and observation of the zero-age main-sequence (ZAMS) portion of the cluster sequence because its position in the CMD is independent of age. This region is populated by stars without a convective envelope that are not affected by variations in the mixing length or by surface spots. Therefore the reddening can be derived independently of the considered model set. For this reason, we fixed the reddening to that derived using the reference set to save computational time. On the other hand, the estimated age changes using different sets of models because it is derived from the PMS low-mass stars, which have convective envelopes, thus their position in the CMD changes if $\alpha_{\text{ML}}$ varies and if surface spots are included or excluded. These clusters do not have enough stars in the turn-off region to allow an age determination from the hydrogen exhaustion luminosity.

After the age and reddening for each cluster and each set of models were derived from the Bayesian fitting of the CMD, we extracted the corresponding lithium isochrones and compared them with the observed lithium depletion pattern. This allowed us to identify the model that better reproduces the data and to consequently determine the best cluster age. The observed star comparison of the observed Gaia EDR3 magnitudes with our theoretical isochrones. The age and $E(B-V)$ were derived by constructing a two-dimensional likelihood: the likelihood peak was used to obtain the best value while the uncertainty was evaluated by marginalising the distribution and finding the regions in its wings that account for 16% of the total area. To perform the analysis, we used a combination of all three Gaia magnitudes, considering in particular the plane $(G-G_{\text{RP}}, G_{\text{BP}})$. We selected only stars with an absolute $G_{\text{BP}}$ magnitude lower than 7.5 (corresponding to about 0.7−0.8 $M_\odot$ for ages older than 20−30 Myr). In this region, models and observation attain a satisfactory agreement. At higher magnitudes (in particular for $G-G_{\text{RP}} \gtrsim 0.9$), some problems persist (not well understood) that prevent a good agreement between models and data, such as difficulties in the modelling of synthetic spectra at solar and supersolar metallicities, or in predicting the radius/$T_{\text{eff}}$ relation in fully convective PMS low-mass stars (see e.g. Kučinskas et al. 2005; Gagné et al. 2018; Tognelli et al. 2021b). We therefore decided to exclude this part of the data from the recovery to avoid introducing an uncontrollable bias. We also excluded stars that lie on the binary sequence or that are clearly outliers from the fit.

To evaluate the uncertainties on the results, we took the errors coming from the photometry (mean $\Delta(G-G_{\text{BP}})$ and $\Delta G_{\text{BP}} \sim 2−5$ mmag) and the systematic parallax bias of $\sim0.03$ mag derived in Sect. 3.3 into account. The impact of the zero-point correction is small: it accounts for an uncertainty of about $3−5$ mmag in $E(B-V)$ and an age increase of 1−2 Myr.

If the stars have the same physical parameters and the photometric errors are reliable, we would expect them to lie on the same isochrone. However, the CMDs show that this is not the case (see Fig. 3), as in all clusters a scatter larger than the observable errors is present. This could mean that some additional mechanisms, different from star to star, might play a non-negligible role. Hence, we only aim to reproduce the average characteristics of the stellar population in our comparison.

4.2. Determination of cluster reddening and age

The age and reddening $E(B-V)$ for each cluster were derived using the Bayesian maximum likelihood method described in Randich et al. (2018) and Tognelli et al. (2021b) (see also Hatzidimitriou et al. 2019). The analysis is based on a star-by-star comparison of the observed Gaia EDR3 magnitudes with our theoretical isochrones. The age and $E(B-V)$ were derived by constructing a two-dimensional likelihood: the likelihood peak was used to obtain the best value while the uncertainty was evaluated by marginalising the distribution and finding the regions in its wings that account for 16% of the total area. To perform the analysis, we used a combination of all three Gaia magnitudes, considering in particular the plane $(G-G_{\text{RP}}, G_{\text{BP}})$. We selected only stars with an absolute $G_{\text{BP}}$ magnitude lower than 7.5 (corresponding to about 0.7−0.8 $M_\odot$ for ages older than 20−30 Myr). In this region, models and observation attain a satisfactory agreement. At higher magnitudes (in particular for $G-G_{\text{RP}} \gtrsim 0.9$), some problems persist (not well understood) that prevent a good agreement between models and data, such as difficulties in the modelling of synthetic spectra at solar and supersolar metallicities, or in predicting the radius/$T_{\text{eff}}$ relation in fully convective PMS low-mass stars (see e.g. Kučinskas et al. 2005; Gagné et al. 2018; Tognelli et al. 2021b). We therefore decided to exclude this part of the data from the recovery to avoid introducing an uncontrollable bias. We also excluded stars that lie on the binary sequence or that are clearly outliers from the fit.

To evaluate the uncertainties on the results, we took the errors coming from the photometry (mean $\Delta(G-G_{\text{BP}})$ and $\Delta G_{\text{BP}} \sim 2−5$ mmag) and the systematic parallax bias of $\sim0.03$ mag derived in Sect. 3.3 into account. The impact of the zero-point correction is small: it accounts for an uncertainty of about $3−5$ mmag in $E(B-V)$ and an age increase of 1−2 Myr.

If the stars have the same physical parameters and the photometric errors are reliable, we would expect them to lie on the same isochrone. However, the CMDs show that this is not the case (see Fig. 3), as in all clusters a scatter larger than the observable errors is present. This could mean that some additional mechanisms, different from star to star, might play a non-negligible role. Hence, we only aim to reproduce the average characteristics of the stellar population in our comparison.

The procedure was applied to different sets of models: (i) the reference case with solar-calibrated mixing length ($\alpha_{\text{ML}} = 2.0$) without spots, (ii) the sets with $\alpha_{\text{ML}} = 1.0$ and $\alpha_{\text{ML}} = 1.5$ without spots, and (iii) the sets with $\alpha_{\text{ML}} = 1.0$, 1.5, and 2.0 and $\beta_{\text{spot}} = 0.2$ and 0.4.

The recovery of the age and reddening was performed as follows: we first derived the age and reddening of each cluster for the reference case. The reddening was mainly determined by the comparison between theory and observation of the zero-age main-sequence (ZAMS) portion of the cluster sequence because its position in the CMD is independent of age. This region is populated by stars without a convective envelope that are not affected by variations in the mixing length or by surface spots. Therefore the reddening can be derived independently of the considered model set. For this reason, we fixed the reddening to that derived using the reference set to save computational time. On the other hand, the estimated age changes using different sets of models because it is derived from the PMS low-mass stars, which have convective envelopes, thus their position in the CMD changes if $\alpha_{\text{ML}}$ varies and if surface spots are included or excluded. These clusters do not have enough stars in the turn-off region to allow an age determination from the hydrogen exhaustion luminosity.

After the age and reddening for each cluster and each set of models were derived from the Bayesian fitting of the CMD, we extracted the corresponding lithium isochrones and compared them with the observed lithium depletion pattern. This allowed us to identify the model that better reproduces the data and to consequently determine the best cluster age. The observed...
lithium abundances show too much scatter to allow the use of the Bayesian maximum likelihood method to derive the characteristics of the best-fit model. We also note that if magnetic phenomena are present, they are expected to show a distribution of their efficiencies among the cluster stars, and this could strongly contribute to the observed dispersion. In this case, lithium observations cannot be fitted by a single isochrone, but the set that best reproduces the average lithium profile can still be identified. The model parameters given in Table 2 (and the corresponding isochrones plotted in Figs. 5–8) reproduce the CMD and the position of the lithium chasm best. The observed spread in the observed lithium abundances inside the chasm is too large in most cases to be reproduced by a single isochrone with a defined set of parameters.

4.3. Gamma Vel A and B

The best-fit models for Gamma Vel A and Gamma Vel B are shown in Fig. 5. In both cases, the best agreement with the observations is obtained when the effect of the magnetic field both on the stellar interior, with a reduced convection efficiency $\alpha_{\text{ML}} = 1.0$, and on the surface, with a 20% effective spot coverage, is considered. In particular, $\beta_{\text{spot}} = 0.2$ is required to reproduce the correct position in $T_{\text{eff}}$ of the lithium depletion region. Lower or higher values of $\beta_{\text{spot}}$ in fact shift the position of the chasm towards higher or lower temperatures, respectively, as shown in Fig. 4. Higher values of $\alpha_{\text{ML}}$, result in significantly younger best-fit ages and lower lithium depletion than observed. We note, however, that as mentioned before, the abundance spread in this region is large and cannot be reproduced using a single isochrone with a defined parameter set.

In the case of Gamma Vel A, we derive a reddening $E(B−V) = 0.062^{+0.006}_{−0.002}$ mag and an age of $18.0^{+1.5}_{−4.0}$ Myr. The best-fit model can satisfactorily reproduce the average data distribution in the CMD and the lithium–$T_{\text{eff}}$ plane. However, the lithium diagram shows a significant discrepancy at $T_{\text{eff}} \sim 3700−4300$ K, where the data show much more lithium depletion than predicted. This might suggest that magnetic effects in these stars are less efficient. To verify this hypothesis, we also plot in Fig. 5 the isochrone with $\alpha_{\text{ML}} = 1.0$ and the same age and reddening as the best-fit one but without spots. A range of spot coverage between 0 and 0.2 could explain the observed higher depletion level at least below 4000 K, including the depth of the depletion pattern. In particular, the hottest of the strongly depleted stars appear to coincide with the boundary for $\beta_{\text{spot}} = 0$. This model also seems to provide a better fit to part of the stars in the CMD for $G−G_{\text{RP}} = 0.5−0.9$. However, even the model without spots is not able to completely solve the disagreement above 4000 K. The reason for this is not clear and deserves further investigation in future works. In addition to this, also stars around $\sim 3200$ K appear to be slightly more depleted than the prediction of the best-fit model. These stars could be reproduced assuming a higher spot coverage, up to $\beta_{\text{spot}} = 0.4$ (not shown in Fig. 5, but see Fig. 4, bottom left panel).

We find similar results for Gamma Vel B. For this cluster we derive a reddening $E(B−V) = 0.088^{+0.006}_{−0.026}$ mag and an age of $21.0^{+1.5}_{−3.0}$ Myr. The central age for Gamma Vel B is slightly older than the age derived for Gamma Vel A, but it is consistent within the uncertainties, therefore the two populations could be coeval. The lower number of stars available for this cluster is responsible for the higher uncertainty on the best-fit age. Similarly to the previous case, we find that the model and the mean data distribution for the CMD and the lithium pattern agree well. In particular, the model can reproduce the position in $T_{\text{eff}}$ of the lithium depletion region very well. As for Gamma Vel A, a mix of stars with different starspot coverage (from no spots to $\beta_{\text{spot}} = 0.2$) is able to reproduce the observed spread in lithium between $\sim 3500$ and $\sim 4000$ K.

We note that, while for both clusters the agreement in the CMD is very good for $G−G_{\text{RP}} \lesssim 0.9−1$, the best-fit model for cooler stars does not provide a perfect match to the cluster sequences, being consistent with their lower envelope. This discrepancy could in part be due to the presence of stars with higher spot coverages, as suggested by the lithium pattern, which would make them redder. As mentioned in Sect. 4.2, however, there might be other potential effects that are not well understood so far, that might also play a role and might partly contribute to the discrepancy.

Our results agree very well with what was found by Jeffries et al. (2017), who showed that models with inflated radii from magnetic inhibition of convection or starspots are required to simultaneously reproduce the CMD and lithium pattern of Gamma Vel A and B at an age of 18−21 Myr. However, Jeffries et al. (2017) did not distinguish between the two populations. To our knowledge, ours is the first precise determination of the ages and reddening of Gamma Vel A and B separately.

4.4. 25 Ori

Figure 6 shows the best-fit isochrone for the 25 Ori cluster. As in the case of Gamma Vel A and B, the best agreement in the CMD and the lithium–$T_{\text{eff}}$ plane is obtained using the models with $\alpha_{\text{ML}} = 1.0$ and $\beta_{\text{spot}} = 0.2$. We derive an age of $19.0^{+1.5}_{−0.5}$ Myr and a reddening $E(B−V) = 0.065^{+0.023}_{−0.043}$. This places this cluster in the same age range as Gamma Vel A and B, as expected from the very similar lithium pattern. As already found for Gamma Vel, the age derived using magnetic models is much higher than the values derived previously from simple isochrone fitting with standard models, which range from 6.1 ± 0.8 Myr (Downes et al. 2014) to 13.0 ± 1.3 Myr (Kos et al. 2019). The best fit with our standard model would give an age of 12 Myr, consistent with previous determinations, but this model would not be able to reproduce the observed lithium pattern.

As already observed in the previous section, the best-fit model alone is not able to completely reproduce the lower-mass part of the CMD and the observed abundance spread in this case either. In particular, several stars around 3600−4000 K are more depleted than predicted by the best-fit isochrone. These stars could be reproduced assuming a range of spot coverages between 0 and 0.2, while higher spot coverage fractions could better explain the abundances of the coolest stars, as in Gamma Vel A.

---

**Table 2.** Best-fit model parameters for each cluster.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Age (Myr)</th>
<th>$E(B−V)$ (mag)</th>
<th>$\alpha_{\text{ML}}$</th>
<th>$\beta_{\text{spot}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma Vel A</td>
<td>18.0$^{+1.5}_{−4.0}$</td>
<td>0.062$^{+0.006}_{−0.002}$</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Gamma Vel B</td>
<td>21.0$^{+1.5}_{−3.0}$</td>
<td>0.088$^{+0.006}_{−0.026}$</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>25 Ori</td>
<td>19.0$^{+1.5}_{−7.0}$</td>
<td>0.065$^{+0.003}_{−0.043}$</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>NGC 2451 B</td>
<td>30.0$^{+3.0}_{−5.0}$</td>
<td>0.130$^{+0.012}_{−0.031}$</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>NGC 2547</td>
<td>35.0$^{+4.0}_{−4.0}$</td>
<td>0.106$^{+0.028}_{−0.031}$</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>NGC 2516</td>
<td>138$^{+48}_{−42}$</td>
<td>0.154$^{+0.026}_{−0.038}$</td>
<td>2.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
4.5. NGC 2451 B and NGC 2547

Figure 7 shows the best-fit results for the two nearly coeval clusters NGC 2451 B and NGC 2547. In both cases, the model that provides the best agreement with the data in the CMD and the lithium–$T_{\text{eff}}$ plane is the model with solar-calibrated mixing length, that is, $\alpha_{\text{ML}} = 2.0$, without spots. Models with reduced convection efficiency are not able to reproduce the lithium pattern at $T_{\text{eff}} \gtrsim 4000$ K because they provide too little lithium depletion.

In the case of NGC 2451 B, we derive a reddening $E(B-V) = 0.130^{+0.032}_{-0.031}$ mag and an age of $30.0^{+3.0}_{-2.0}$ Myr, in agreement with the recent results by Randich et al. (2018). This cluster has a limited number of members as well, which prevents a precise age determination. Nevertheless, the agreement with the observations is very good throughout the entire CMD sequence, except...
for the very low-mass tail. For NGC 2547 we derive a reddening $E(B-V) = 0.106^{+0.028}_{-0.031}$ mag and an age of $35.0^{+5.0}_{-5.0}$ Myr, consistent with the LDB age derived by Jeffries & Oliveira (2005) and with other previous studies (e.g. Naylor & Jeffries 2006; Randich et al. 2018). Similarly to NGC 2451 B, standard isochrones provide the best fit to the CMD, except at very low masses. The standard model also reproduces the lower envelope of the lithium depletion pattern in both clusters well, as well as the position of the LDB in NGC 2547. As mentioned in Sect. 3.5, however, both clusters show significant scatter, and several stars are less depleted than expected. This scatter, as well as the low-mass tail in the CMD, could be accounted for if these stars were still affected by a non-negligible magnetic effect, which in such low-mass stars is reflected only in a certain percentage of spot coverage. Figure 7 indeed shows that the isochrone with the same age, reddening, and $\alpha_{\text{ML}}$ as the best-fit isochrone, but with $\beta_{\text{spot}} = 0.2$, provides a better match to the lower cluster sequences and can successfully reproduce the upper envelope of the lithium pattern for both clusters. The spotted model can also account for the small spread observed among the stars at the LDB in NGC 2547.

In NGC 2547 some stars at lower temperatures inside the chasm still retain some lithium, in contrast to what is expected from the models. It is possible that these stars are more magnetically active and have a larger spot coverage, which would lead to a lower depletion efficiency. We note, however, that lithium measurements of strongly depleted stars at these low temperatures are difficult because of the significant blending with molecular bands. Therefore we cannot exclude that the observed scatter might at least in part be due to uncertainties in the measures.

4.6. NGC 2516

NGC 2516 is the oldest cluster in our sample. We derive an age of $138^{+48}_{-42}$ Myr and a reddening $E(B-V) = 0.154^{+0.026}_{-0.038}$ mag using the solar-calibrated isochrones (Fig. 8). The age and reddening we found are consistent with the values given in the literature (see e.g. Jeffries et al. 1998; Sung et al. 2002; Lyra et al. 2006; Randich et al. 2018, and references therein). With the exception of the low-mass tail, the CMD is reproduced very well. The age in this cluster is derived mainly from turn-off stars, as low-mass stars are on the ZAMS and consequently, their position is independent of age. Unfortunately, as noted in Sect. 3.5, bright stars show a significant photometric scatter, so that the derived age uncertainty is quite large. The standard model isochrone also agrees well with the bulk of the lithium distribution for $T_{\text{eff}} \gtrsim 4500$ K, although significant scatter is present below $\sim 5000$ K. This scatter can be accounted for by assuming a distribution of the spot coverage among the cluster stars between 0 and 20%. In particular, the model with $\beta_{\text{spot}} = 0.2$ provides a good match to the upper envelope of the lithium pattern above $\sim 4000$ K. This model also appears to better reproduce the low-mass tail of the CMD, similarly to NGC 2451 B and NGC 2547. In this case as well, a number of cooler stars has much higher lithium abundances than predicted by the models. This might be reproduced by assuming a higher spot coverage fraction.
5. Discussion and conclusions

Observations of field and cluster stars suggest that effects due to magnetic activity, which can reduce the external convection efficiency and produce a significant coverage of the stellar surface with spots, might be present. In this paper, we modelled these effects in a consistent way including them in the Pisa stellar evolutionary code. The code was used to calculate cluster isochrones and to predict the time behaviour of the surface lithium abundance. Theoretical predictions were compared with the observed CMDs and lithium abundance patterns of five young open clusters of different ages, taking advantage of the homogeneous stellar parameters and lithium abundances provided by GES, and of the precise astrometry and photometry from the Gaia EDR3 release. The quality of the combined GES and Gaia data allowed us to gain important insights into PMS evolution.

Lithium data place strong constraints on the best set of models (see also Jeffries et al. 2021). As shown in the previous section, lithium depletion strongly depends on a change in $\alpha_{\text{ML}}$ and $\beta_{\text{spot}}$ and, more importantly, the effects of these parameters are different. Intermediate-mass stars are affected by a variation in the convection efficiency, but are insensitive to spots. On the other hand, in low-mass stars, which are almost adiabatic, lithium abundances are not affected by a variation in $\alpha_{\text{ML}}$, but strongly depend on the adopted effective spot coverage. This differential sensitivity allows us to distinguish among models that were computed with different assumptions on these parameters.

From the analysis of the lithium abundance patterns and the CMDs of our sample of young open clusters, the following picture seems to emerge:

- For clusters younger than $\sim$20 Myr, we confirm that standard models cannot simultaneously reproduce the observed CMD and the lithium pattern, as already noted by Jeffries et al. (2017) for Gamma Vel. These clusters can be reproduced using models that include both a non-negligible spot coverage and a reduced super-adiabatic convection efficiency in the stellar envelope. In particular, a mix of different spot coverages in different stars that increase with decreasing mass appears to be necessary to explain the observed lithium depletion pattern.

- In older clusters (i.e. ages older than $\sim$30–40 Myr), standard isochrones provide a good agreement with the data. However, low-mass stars in these clusters show a significant discrepancy with the models in both the CMD and the lithium pattern. This discrepancy can be reduced when models with spots are considered. Spotted models can only explain the observed lithium dispersion in NGC 2451 B, NGC 2547, and NGC 2516, in particular the large spread at $T_{\text{eff}} \sim 3200$–3800 K, but they also provide a better fit to the low-mass tail in the CMD. The value of $\beta_{\text{spot}} = 0.2$ that best reproduces the low-mass cluster sequences and the upper envelope of the lithium patterns is consistent with the 34% real spot coverage found by Jeffries et al. (2021) to reproduce the lithium upper envelope in M 35, assuming $T_{\text{spot}}/T_{\text{eff}} = 0.8$.

Magnetically active stars are well known to exhibit spots covering a significant fraction of their surface. Recently, Fang et al. (2016) investigated the spot distribution of low-mass stars in the Pleiades, finding a large spread, from no spots to high coverage fractions: the upper envelope of this distribution increases from G- to M-type stars, up to maximum values of effective coverage $\sim 0.3$ for stars in the saturated regime. However, the spread in spot coverage is present even in the saturated regime for stars with $T_{\text{eff}} \lesssim 3800$ K. These results strongly support our hypothesis that the lithium dispersion might be due to the presence of stars with different spot coverage fractions that increase at lower masses.

As a further verification, we investigated whether the lithium abundances are correlated with magnetic activity. It is well known that magnetic activity increases with increasing rotation rate (or equivalently, decreasing Rossby number $R_o$) up to a saturation level corresponding to $R_o \lesssim 0.1$ (e.g. Pizzolato et al. 2003). A correlation between lithium and rotation has long been known to exist in the Pleiades (Soderblom et al. 1993; Somers & Stassun 2017) and has also been observed in other clusters even at very young ages (e.g. Bouvier et al. 2016; Jeffries et al. 2021). In Fig. 9 we show the lithium abundances as a function of the chromospheric H$\alpha$ emission log $L$(H$\alpha$)/$L_{\text{bol}}$, which was computed from the measured chromospheric H$\alpha$ flux available in the GES catalogue. In the case of NGC 2516, we also show lithium as a function of the Rossby number provided by Fritzewski et al. (2020). For the three younger clusters we simply plot the measured $A$(Li) for stars between 3000 and 3700 K. For the older clusters, we instead computed the difference $\Delta A$(Li) between the observed abundance and that predicted by the best-fit standard model for stars between 3000 and 6000 K (excluding those close to the LDB), assuming the value $A$(Li) = $-1$ for complete depletion, which is consistent with the minimum value measured in GES. Stars that should be fully depleted according to the model are marked with red symbols in Fig. 9. The lithium excesses for fully depleted stars
should be regarded as lower limits because their true abundance could be lower than our assumed minimum value. We find a clear correlation with chromospheric activity and Rossby number for NGC 2516: the lithium excess increases with decreasing $R_o$ and increasing log $L$(Hα)/$L_{bol}$, and stars with the highest excess, including the undepleted M-type stars, all have $R_o \leq 0.1$, that is, they are saturated. In the younger clusters, all the M-type stars have saturated levels of Hα emission, implying that they have strong magnetic activity.

In conclusion, models including the effects of magnetic activity, such as starspots, seem able to provide a consistent explanation of the low-mass cluster sequences and of the lithium abundance patterns observed in young clusters. The observed dispersion in the lithium abundances could be the result of different star-to-star spot coverage fractions. However, some inconsistencies are still present, both at the lower-end of the CMD and between the predicted and observed lithium pattern. A possible improvement could be attained by introducing a mass-dependent spot coverage, or a variation in the spot coverage in time due to the evolution of rotation in low-mass stars. We cannot exclude either that some other mechanism may play a role in producing part of the observed lithium dispersion. This requires further investigation and a comparison with a larger sample of young open clusters.
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Fig. 9. Lithium as a function of the chromospheric activity indicator $\log L$(Hα)/$L_{bol}$ for detections only (top three panels). First panel: A(Li) for stars with $3000 < T_{eff} < 37000$K in Gamma Vel A (open black circles), Gamma Vel B (open blue squares) and 25 Ori (red stars). Second and third panels: lithium excess $\Delta$A(Li) (see text) for stars with $3000 < T_{eff} < 6000$K in NGC 2451 B and NGC 2547 (second panel, open circles and squares, respectively), and NGC 2516 (third panel, open circles). The red symbols mark stars for which the models predict full lithium depletion. Bottom panel: $\Delta$A(Li) for NGC 2516 members as a function of the Rossby number $R_o$ from Fritzevski et al. (2020). The symbols are the same as in the third panel.
Appendix A: Maximum likelihood fit of the distribution of RVs, parallaxes, and proper motions

As mentioned in Sect. 3.2, we performed a maximum likelihood fit\(^\text{10}\) of the distributions of RVs, parallaxes, and proper motions for the full datasets. We assumed that the total probability distribution is described by the sum of one or two cluster populations plus a field population. In particular, we extended the approach described by Lindegren et al. (2000) that was applied to Gaia DR2 data by Franciosini et al. (2018) and Roccatagliata et al. (2018), which takes the full covariance matrix and the intrinsic dispersions of each component into account. Each population \(j\) is described by a four-dimensional multivariate Gaussian that for each star \(i\) is given by

\[
\mathcal{L}_{ji} = \frac{1}{(2\pi)^{2|\Sigma_{ji}|/2}} \exp \left\{ -\frac{1}{2} (x_i - x_{sj})^T \Sigma_{ji}^{-1} (x_i - x_{sj}) \right\},
\]

where

\[
x_i - x_{sj} = \begin{pmatrix} v_{r_i} - v_{r_{sj}} \\ \sigma_{\alpha_i} - \sigma_{\alpha_{sj}} \\ \mu_{\alpha_{si}} - \mu_{\alpha_{sj}} \\ \mu_{\delta_i} - \mu_{\delta_{sj}} \end{pmatrix}
\]

and \(\Sigma_{ji} = C_i + \Sigma_{sj}\) is the sum of the individual covariance matrix,

\[
C_i = \begin{pmatrix} \sigma_{v_r i}^2 & 0 & 0 & 0 \\ 0 & \sigma_{\alpha_i}^2 & \rho_{\alpha_{pi} \alpha_{pi}} \sigma_{\alpha_i} \sigma_{\mu_{pi}} & \rho_{\alpha_{pi} \mu_{pi}} \sigma_{\alpha_i} \sigma_{\mu_{pi}} \\ 0 & \rho_{\alpha_{pi} \alpha_{pi}} \sigma_{\alpha_i} \sigma_{\mu_{pi}} & \sigma_{\mu_{pi}}^2 & \rho_{\mu_{pi} \mu_{pi}} \sigma_{\mu_{pi}} \sigma_{\mu_{pi}} \\ 0 & \rho_{\alpha_{pi} \mu_{pi}} \sigma_{\alpha_i} \sigma_{\mu_{pi}} & \rho_{\mu_{pi} \mu_{pi}} \sigma_{\mu_{pi}} \sigma_{\mu_{pi}} & \sigma_{\mu_{pi}}^2 \end{pmatrix},
\]

\[
\Sigma_{sj} = \begin{pmatrix} \sigma_{v_r sj}^2 & 0 & 0 & 0 \\ 0 & \sigma_{\alpha sj}^2 & 0 & 0 \\ 0 & 0 & \sigma_{\mu_{sj} \mu_{sj}}^2 & 0 \\ 0 & 0 & 0 & \sigma_{\mu_{sj} \mu_{sj}}^2 \end{pmatrix},
\]

where \(\rho_{\alpha_{pi} \alpha_{pi}}, \rho_{\alpha_{pi} \mu_{pi}}, \rho_{\mu_{pi} \mu_{pi}}\) are the correlation coefficients available in the Gaia archive, and of the matrix of intrinsic dispersions.

This distribution reduces to three dimensions (astrometry part only) or one dimension (RV part only) when the RV or the astrometry are missing or flagged, respectively. The total likelihood for each star is then

\[
\mathcal{L}_i = \sum_{j=1}^{N} f_j \mathcal{L}_{ji},
\]

where \(N\) is the number of populations, and \(f_j\) is the fraction of stars belonging to population \(j\), with \(\sum_{j=1}^{N} f_j = 1\). An example of the best-fit distribution, projected onto the four parameters planes, is shown in Fig. A.1 for the case of Gamma Vel.

For the fit, we adopted the SLSQP minimisation method as implemented in scipy.

---

\(^{10}\) For the fit, we adopted the SLSQP minimisation method as implemented in scipy.
Appendix B: Properties of selected members

Tables B.1–B.6 (available at the CDS) include the properties of the high-probability members selected for our analysis. Here we show a portion of Table B.1 for 25 Ori as an example.

### Table B.1

First and last five lines of the list of high-probability members of 25 Ori.

<table>
<thead>
<tr>
<th>GES CNAME</th>
<th>Gaia EDR3 ID</th>
<th>RA (deg)</th>
<th>DEC (deg)</th>
<th>RV (km s(^{-1}))</th>
<th>(T_{\text{eff}}) (K)</th>
<th>A(Li) (dex)</th>
</tr>
</thead>
<tbody>
<tr>
<td>05225186+0145132</td>
<td>3234193283936882432</td>
<td>80.716105</td>
<td>1.753682</td>
<td>21.09 ± 0.56</td>
<td>3203 ± 50</td>
<td>3.39 ± 0.18</td>
</tr>
<tr>
<td>05225609+0136252</td>
<td>3222180741446540544</td>
<td>80.733684</td>
<td>1.607000</td>
<td>19.94 ± 0.35</td>
<td>3333 ± 49</td>
<td>&lt; −1.00</td>
</tr>
<tr>
<td>05225889+0145427</td>
<td>323419403985131008</td>
<td>80.745381</td>
<td>1.762147</td>
<td>20.82 ± 0.27</td>
<td>3320 ± 48</td>
<td>2.73 ± 0.08</td>
</tr>
<tr>
<td>05230387+0134335</td>
<td>322218042144875648</td>
<td>80.766089</td>
<td>1.576025</td>
<td>21.24 ± 0.24</td>
<td>4158 ± 66</td>
<td>3.04 ± 0.05</td>
</tr>
<tr>
<td>0523096+0138511</td>
<td>3222182051412540800</td>
<td>80.774851</td>
<td>1.572438</td>
<td>21.24 ± 0.24</td>
<td>3454 ± 50</td>
<td>2.40 ± 0.05</td>
</tr>
</tbody>
</table>

... 3222249533938897792 82.045942 1.947625 ... 3222495339897792 82.045953 1.948293 ...

<table>
<thead>
<tr>
<th>(\sigma) (mas)</th>
<th>(\mu_x) (mas yr(^{-1}))</th>
<th>(\mu_y) (mas yr(^{-1}))</th>
<th>rawe</th>
<th>astr. flag(^{(a)})</th>
<th>(G) (mag)</th>
<th>(G_{\text{BP}}) (mag)</th>
<th>(G_{\text{RP}}) (mag)</th>
<th>phot. flag(^{(a)})</th>
<th>Prob.(^{(b)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.712 ± 0.123</td>
<td>1.444 ± 0.124</td>
<td>−0.807 ± 0.095</td>
<td>1.01</td>
<td>1</td>
<td>17.670</td>
<td>19.556</td>
<td>16.383</td>
<td>1</td>
<td>0.997</td>
</tr>
<tr>
<td>2.856 ± 0.060</td>
<td>1.480 ± 0.062</td>
<td>−0.087 ± 0.046</td>
<td>1.03</td>
<td>1</td>
<td>16.577</td>
<td>18.101</td>
<td>15.374</td>
<td>1</td>
<td>1.000</td>
</tr>
<tr>
<td>2.853 ± 0.061</td>
<td>1.299 ± 0.065</td>
<td>−0.241 ± 0.048</td>
<td>1.02</td>
<td>1</td>
<td>16.663</td>
<td>18.325</td>
<td>15.468</td>
<td>1</td>
<td>1.000</td>
</tr>
<tr>
<td>2.854 ± 0.019</td>
<td>1.228 ± 0.019</td>
<td>0.085 ± 0.014</td>
<td>1.04</td>
<td>1</td>
<td>14.105</td>
<td>14.873</td>
<td>13.230</td>
<td>1</td>
<td>1.000</td>
</tr>
<tr>
<td>2.880 ± 0.045</td>
<td>1.410 ± 0.048</td>
<td>0.138 ± 0.035</td>
<td>1.02</td>
<td>1</td>
<td>16.012</td>
<td>17.465</td>
<td>14.822</td>
<td>1</td>
<td>1.000</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2.808 ± 0.053</td>
<td>1.207 ± 0.049</td>
<td>−0.098 ± 0.039</td>
<td>1.01</td>
<td>1</td>
<td>16.383</td>
<td>18.047</td>
<td>15.095</td>
<td>1</td>
<td>0.995</td>
</tr>
<tr>
<td>3.141 ± 0.142</td>
<td>1.147 ± 0.130</td>
<td>0.027 ± 0.105</td>
<td>1.03</td>
<td>1</td>
<td>17.946</td>
<td>...</td>
<td>...</td>
<td>1</td>
<td>0.985</td>
</tr>
<tr>
<td>2.928 ± 0.092</td>
<td>1.037 ± 0.122</td>
<td>−0.280 ± 0.096</td>
<td>0.95</td>
<td>1</td>
<td>17.154</td>
<td>18.978</td>
<td>15.888</td>
<td>1</td>
<td>0.995</td>
</tr>
<tr>
<td>2.745 ± 0.281</td>
<td>1.629 ± 0.295</td>
<td>−0.268 ± 0.239</td>
<td>0.98</td>
<td>1</td>
<td>19.317</td>
<td>21.196</td>
<td>17.951</td>
<td>0</td>
<td>0.982</td>
</tr>
<tr>
<td>2.941 ± 0.094</td>
<td>1.805 ± 0.081</td>
<td>−0.726 ± 0.070</td>
<td>1.01</td>
<td>1</td>
<td>17.223</td>
<td>18.953</td>
<td>15.953</td>
<td>1</td>
<td>0.982</td>
</tr>
</tbody>
</table>

**Notes.** The full table is available at the CDS. \(^{(a)}\)The astrometric and photometric flags are equal to 1, 0, or −1 if the data are good, less reliable, or missing, respectively. \(^{(b)}\)Membership probability from the RV and astrometric analysis.