Two fast and accurate routines for solving the elliptic Kepler equation for all values of the eccentricity and mean anomaly
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ABSTRACT

Context. The repetitive solution of Kepler’s equation (KE) is the slowest step for several highly demanding computational tasks in astrophysics. Moreover, a recent work demonstrated that the current solvers face an accuracy limit that becomes particularly stringent for high eccentricity orbits.

Aims. Here we describe two routines, ENRKE and ENP5KE, for solving KE with both high speed and optimal accuracy, circumventing the abovementioned limit by avoiding the use of derivatives for the critical values of the eccentricity $e$ and mean anomaly $M$, namely $e > 0.99$ and $M$ close to the periapsis within 0.0045 rad.

Methods. The ENRKE routine enhances the Newton-Raphson algorithm with a conditional switch to the bisection algorithm in the critical region, an efficient stopping condition, a rational first guess, and one fourth-order iteration. The ENP5KE routine uses a class of infinite series solutions of KE to build an optimized piecewise quintic polynomial, also enhanced with a conditional switch for close bracketing and bisection in the critical region. High-performance Cython routines are provided that implement these methods, with the option of utilizing parallel execution.

Results. These routines outperform other solvers for KE both in accuracy and speed. They solve KE for every $e \in [0, 1 - \epsilon]$, where $\epsilon$ is the machine epsilon, and for every $M$, at the best accuracy that can be obtained in a given $M$ interval. In particular, since the ENP5KE routine does not involve any transcendental function evaluation in its generation phase, besides a minimum amount in the critical region, it outperforms any other KE solver, including the ENRKE, when the solution $E(M)$ is required for a large number $N$ of values of $M$.

Conclusions. The ENRKE routine can be recommended as a general purpose solver for KE, and the ENP5KE can be the best choice in the large $N$ regime.
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1. Introduction

Many problems in astrophysics require the repetitive solution of the elliptic Kepler’s equation (KE),

$$M = E - e \sin E,$$  \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} (1)

for obtaining the evolution $E = E(M)$, where $E$ is the eccentric anomaly describing the instantaneous position, and $M = \frac{2\pi}{T}t$ is the mean anomaly, a measure of the time $t$ elapsed since a given passage from periapsis, with $T$ being the period of the orbit (e.g., Roy 2005, Chap. 4).

A common approach for solving Eq. (1) is using the Newton-Raphson root-finding scheme, which is an efficient choice for a single computation of $E$. However, in many applications, such as the search for exoplanets or modeling of their formation (e.g., Kane et al. 2012; Brady et al. 2018; Mills et al. 2019; Sartoretti & Schneider 1999), Markov chain Monte Carlo sampling methods of multiplanetary systems (Gregory 2010; Ford 2006; Borsato et al. 2014; Zotos et al. 2021), large sky surveys (Leleu et al. 2021; Worden et al. 2017), or studies of high eccentricity orbits (Ciceri et al. 2015; Sotiriadis et al. 2017), KE must be solved an exceedingly large number of times (Eastman et al. 2019; Makarov & Veras 2019). In such highly demanding computational tasks, the repetitive solution of KE may become the slowest step and therefore the bottleneck. With such motivation for scientific problems of interest, there is an ongoing effort to design new algorithms to accelerate the KE solution step.

Many strategies described in the literature for improving computational performance are based on the Newton-Raphson method. Often, this has been accomplished by refining the algorithm with the goal of reducing the number of iterations. For example, some strategies attempt to introduce an evermore precise first guess that converges with fewer iterations (Danby & Burkardt 1983; Conway 1986; Gerlach 1994; Palacios 2002; Mortari & Eliepe 2014; Raposo-Pulido & Pelaez 2017; López et al. 2017). Other strategies avoid or reduce the number of transcendental function computations, possibly also using discretization and precomputed tables (Fukushima 1997; Feinstein & McLaughlin 2006), polynomial approximations (Boyd 2015), or CORDIC-like methods (Zechmeister 2018, 2021).

Inverse series (e.g. Stumpf 1968; Colwell 1993; Tommasini 2021) can also be used to solve KE within their convergence region by adding more and more terms, depending upon the required accuracy. However, from a numerical perspective, such direct use of these solutions is nonoptimal, since the number
of terms is unlimited, and convergence is not guaranteed for all values of $M$.

The use of a cubic spline algorithm for inverting monotonic functions, called FSSSI, which can also be applied to the Eq. (1) with fixed $e$, has been proposed recently (Tommasini & Olivieri 2020a,b). It was shown that due to the algorithm’s faster computational performance when compared to point-to-point methods like Newton-Raphson, it is an ideal choice for situations demanding a large number of KE solutions. A disadvantage with the method is the larger setup time, that was shown to be a few milliseconds on modest computer hardware (Tommasini & Olivieri 2020a,b).

Moreover, a shortcoming of all the methods mentioned above, including those based on Newton-Raphson method and its generalizations, or those based on inverse series or splines, is a limit on the accuracy that they can attain within a given machine precision, which is especially stringent for high eccentricity orbits, as demonstrated in a recent work (Tommasini & Olivieri 2021).

Here, we describe two methods for solving KE with both very high speed and the best allowed accuracy within the given machine precision, circumventing the limit on the error demonstrated in Tommasini & Olivieri (2021) by avoiding the use of derivatives in the critical region, that is for high eccentricity and in the proximity of the periapsis.

The first method, called ENRKE, is based on enhancing Newton-Raphson algorithm with (i) a conditional switch to the bisection algorithm in the critical region, (ii) a more efficient iteration stopping condition, (iii) a novel rational first guess, and (iv) one run of a fourth order iterator. With these prescriptions, this scheme significantly outperforms other implementations of the Newton-Raphson method both in speed and in accuracy. Moreover, the ENRKE routine can also be seen as a template that can be easily modified to use any other first guess, such as those that have been described or could possibly be described in the literature.

The second method, called ENP5KE, uses a class of infinite series solutions of KE (Stumpfi 1968; Colwell 1993; Tommasini 2021) to build a specific piecewise quintic polynomial algorithm for the numerical computation of $E$, expressed in terms of power expansions of $(M - M_j)$, where the breakpoints $M_j$ are chosen according to a detailed optimization procedure. This method is also enhanced with a conditional switch to perform close bracketing and bisection in the critical region. Since it is specific to KE and it is of a higher order, this new algorithm provides significant improvements with respect to the universal cubic spline of Tommasini & Olivieri (2020a,b). In particular, it reduces the setup time and memory requirements by an order of magnitude. Even more importantly, because of the conditional switch to the bisection method, it can also attain the best allowed accuracy within the given machine precision. Since the generation phase of this method does not involve any transcendental function evaluation, besides a minimum amount required in the critical region, the ENP5KE routine outperforms any other solver of KE, including the ENRKE, when the solution $E(M)$ is required for a large number of values of $M$.

The procedures of these algorithms are implemented in Cython, which is a Python extension framework that provides directives, explicit data typing, memory management, and flow-control conversion to efficiently convert Python code into pure C routines that can be compiled into low-level optimized executable code. Moreover, parallelization for multiple CPU cores has been implemented in the routines that dramatically improves the speed of the overall methods. The Cython codes for the ENRKE and ENP5KE solvers are given in Appendix A. Brief compilation instructions and basic usage are also provided.

2. The ENRKE and ENP5KE methods

In this section, two efficient routines for solving KE are described.

1. The ENRKE routine, based on the Newton-Raphson method enhanced with (i) a conditional switch to the bisection algorithm in the critical region, (ii) an efficient iteration stopping condition, (iii) a rational first guess, and (iv) one run of Odell and Gooding’s $\delta_{132}$ iterator.

2. The ENP5KE routine, providing a piecewise quintic polynomial interpolation of the solution of KE, also enhanced with a conditional switch to perform close bracketing and bisection in the critical region.

If the solution of KE is requested for a large set of values of $M$, the ENP5KE routine is, by far, the fastest option, since its generation time is smaller by almost an order of magnitude than that of the ENRKE routine. The latter, however, has a smaller setup time and may be preferred when the solution of KE is requested for a reduced number of values of $M$. Although the rational first guess used by the ENRKE routine is very efficient, it may be easily replaced in the code with any of the excellent seeds for the Newton-Raphson method that have been proposed in the literature.

In double precision, the ENRKE and the ENP5KE routines attain the optimal accuracy $E_{\text{best}} = 3 \times 10^{-15}$ rad for every value of $e \in [0, 1 - \epsilon]$ and $M \in [0, 2\pi]$. As discussed in Sect. 2.1.3, this is (within a factor $\sim 1$) the best accuracy that can be obtained in double precision in the interval $M \in [0, 2\pi]$ taking into account the round-off errors described in Tommasini & Olivieri (2021). This result is made possible by the use of a conditional switch to the bisection root search algorithm in the “critical region” of the $(e, M)$ plane, to be defined in Sect. 2.1.3. Such a conditional switch facilitates circumventing the second, more stringent accuracy limit demonstrated in Tommasini & Olivieri (2021).

The Cython implementations of these algorithms, together with the option of utilizing parallel execution for multicore CPUs, are given in Appendix A. Brief compilation instructions and basic usage are also provided. In this workflow, Cython is translated into optimized C code and then compiled into shared objects. As such these routines provide high performance when imported into Python scripts, used interactively within the Python interpreter, or executed from within a Jupiter notebook. In this way, despite being run from Python, the computational performance when executing these routines is equivalent to pure executable C code. However, because of the simplicity of Cython syntax, it is straightforward to translate the routines into other programming languages (potentially retaining some of the performance, depending upon the language and environment).

These routines are explicitly written so that they work also for values of $M$ larger than $2\pi$, corresponding to the case of more than one turn. Although the underlying algorithms are designed in the reduced interval $M \in [0, \pi]$, the code extends their validity for every $M$ by using the periodicity and symmetry properties of KE,

$$E(e, M + 2\pi) = 2\pi + E(e, M), \quad E(e, -M) = -E(e, M). \quad (2)$$

2.1. The ENRKE routine

Several iterative procedures have been designed to solve the elliptic KE, written as $f(E) = 0$ with $f(E) \equiv E - e \sin E - M$. For
given values of \( e \) and \( M \), these algorithms evaluate successive approximations of the solution \( E \) as,

\[
E_{n+1} = E_n + \Delta_n.
\]

(3)

In the Classical Newton-Raphson (CNR) method, the increment (also called iterator) is given by

\[
\Delta_n = \Delta_{\text{CNR}} = -\frac{f(E_n)}{f'(E_n)},
\]

(4)

which produces quadratic convergence (Higham 2002; Süli & Mayers 2003). Several variants, involving also the higher order derivatives of \( f \), have been studied in the literature (e.g., Danby & Burkardt 1983; Odell & Gooding 1986; Palacios 2002; Feinstein & McLaughlin 2006; Raposo-Pulido & Pelaez 2017; Tommasini & Olivieri 2021). Some of them involve additional transcendental function evaluations, such as a square root, besides the two (\( \sin E_n \) and \( \cos E_n \)) that enter \( \Delta_{\text{CNR}} \) for \( \text{KE} \). Two useful iterators that do not require the computation of any additional transcendental functions, besides those of the CNR, are Halley’s iterator,

\[
\Delta_n = \Delta_{\text{H}} = -\frac{f(E_n)}{f'(E_n)} - \frac{f''(E_n)}{2f'(E_n)},
\]

(5)

showing cubic convergence (Odell & Gooding 1986), or Odell and Gooding’s \( \delta_{131} \) (OG131; Odell & Gooding 1986), defined as

\[
\Delta_n = \Delta_{\text{OG131}} = -\frac{f(f^3 - \frac{1}{2}ff'f'' + \frac{1}{2}ff'f''')}{f'(f^3 - ff'f'' + \frac{1}{2}ff'f''')},
\]

(6)

(where the \( E_n \) dependence is understood in \( f, f', f'' \), and \( f''' \)), which converges quartically. The Enhanced Newton-Raphson routine for \( \text{KE} \) (hereafter ENRKE) uses a first step of \( \Delta_{\text{OG131}} \), followed by a series of CNR iterations. This combination was found to be convenient for enhancing the performance.

To use any of these iterative methods, a first guess (also called a starter or a seed) \( E_0 = E_0(e, M) \) has to be given. The ENRKE routine uses a default seed, designed in Sect. 2.1.2, given by a ratio of two simple polynomials. When applied together with the switch to bisection in the critical region, this starter outperforms other options, such as those used in Danby & Burkardt (1983); Odell & Gooding (1986). In any case, it can also be replaced with any of the excellent first guesses for \( E_n = E_0(e, M) \) that have been described in the literature. In fact, the ENRKE routine can also be used as a template for enhancing the accuracy of more general, modified versions of the NR method.

Besides specifying the increment and the starter, any iterative method requires the definition of the iteration stopping condition. For this, Sect. 2.1.1 describes a procedure that produces a significant speed enhancement, when compared to the classical stopping condition.

To summarize, the ENRKE routine enhances the CNR algorithm for solving \( \text{KE} \) by combining it with one OG131 iteration, and by introducing the following special procedures for improving the accuracy and the speed performance:

1. A switch to the bisection method in the critical region, described in Sect. 2.1.3, allows for dramatically enhancing the accuracy beyond the limit demonstrated in Tommasini & Olivieri (2021), which affects any method using derivatives, such as the Newton-Raphson and Halley algorithms. This improvement also implies a side benefit for the design of the seed and of the iteration stopping condition, which should only be made efficient outside the critical region.

2. A special seed, designed in Sect. 2.1.2, enhances the average speed performance, as compared to many other options. Nevertheless, it can also be replaced with another seed to be chosen among the excellent proposals that have been given in the literature.

3. An efficient iteration stopping condition, described in Sect. 2.1.1, reduces the average number of transcendental function evaluations by \( \sim 2 \), and the number of control checks by \( \sim 1 \). The result is a significant speed improvement.

4. A high performance implementation in Cython, described in Appendix A.1, automatically takes advantage of present-day multicores CPU thread-level parallelism.

2.1.1. The iteration stopping condition

When the CNR or one of the higher order iterative methods described above converges, the quantities \( \Delta_n \) tend to decrease rapidly for increasing \( k \). In this case, as we shall demonstrate in Sect. 4.2, \( |\Delta_n| \) also measures the absolute error \( \epsilon_n \) affecting the approximation \( E_n \), provided that \( |\Delta_n| \leq 10^{-2} \) rad and that \( (e, M) \) does not belong to the critical region. Assuming this equality, \( |\Delta_n| = \epsilon_n \) for \( k \geq n \), the classical strategy would be to stop the iterations when the value of \( |\Delta_{n+1}| \) becomes smaller than the required accuracy \( \epsilon \),

\[
|\Delta_{n+1}| < \epsilon.
\]

(7)

In this case, \( E_{n+1} \) is the solution of \( \text{KE} \) within the requested accuracy. The value \( \Delta_{n+1} \) is not used to compute \( E_{n+1} \), but it enters the condition for stopping the iterations. Therefore, if an upper limit on \( \Delta_{n+1} \) could be obtained without the need for actually computing it, and without any additional transcendental functions evaluations, the same result for the solution \( E_{n+1} \) could be obtained with a significant speed enhancement. Fortunately, this can be done for the CNR method (which is the default iterator of the ENRKE routine for \( n \geq 1 \)) using the expression for the quadratic convergence of the error \( E_n \) shown in (Süli & Mayers 2003, pp. 23–24, Theorem 1.8) and (Higham 2002, p. 468), which implies,

\[
E_{n+1} = \frac{|f''(\tilde{E}_n)|}{2|f'(\tilde{E}_n)|} \frac{\epsilon||E_{\tilde{E}}||}{2(1 - e \cos E_{\tilde{E}})} \frac{\epsilon + e}{\epsilon} \epsilon_n \leq \frac{e + \epsilon}{e} \epsilon_n,
\]

(8)

where \( \tilde{E}_n \) is an intermediate value between \( E_n \) and the unknown exact solution, and the machine epsilon \( \epsilon \) has been introduced for convenience. Therefore the condition (7) can be translated to a condition on the previous \( \Delta_n \),

\[
\Delta_n^2 < \frac{2(1 - e \cos E_n)}{e + \epsilon} \epsilon_n.
\]

(9)

Here, the cosine of \( E_n \) has already been computed to calculate \( \Delta_n \), therefore this condition does not involve additional transcendental function evaluations. As we shall demonstrate in Sect. 4.2, Eq. (9) holds whenever the accuracy is set to a level \( \epsilon \leq 10^{-4} \) rad.

As shown in Sect. 3.1, the use of the iteration stopping condition (9) implies a significant speed enhancement, as compared to the use of \( |\Delta_{n+1}| < \epsilon \), since in most cases it allows avoiding one iteration, and thus 2 transcendental function evaluations and one control check. The reduction in the number of iterations is on
average slightly smaller than 1 due to the conservative replacement of $E_0$ with 1 in Eq. (8), which implies that in some cases one avoidable iteration is still performed.

We note also that the condition (9) is singular for $e \rightarrow 1$ and $E_0 \rightarrow 0$, which is precisely the critical region in which no OG131 or CNR iterations are performed by the ENRKE routine. Therefore, another side benefit of the switch to bisection in the critical region is the fact that it facilitates a singularity-free implementation of the efficient iteration stopping condition of Eq. (9) for the values of $e$ and $M$ for which the OG131 and CNR iterations are used.

2.1.2. The “rational seed”

Several strategies may be followed for choosing a starter $E_0$, such as minimizing the maximum global error of $|E - E_0|$, where $E$ is the exact solution, or reducing the maximum or the average number of iterations, or the maximum or the average execution time (Danby & Burkardt 1983; Conway 1986; Odell & Gooding 1986; Gerlach 1994; Palacios 2002; Feinstein & McLaughlin 2006; Calvo et al. 2013; Mortari & Elipe 2014; Elipe et al. 2017; Raposo-Pulido & Pelaez 2017; López et al. 2017). Since the exact solution of KE, $E$, automatically satisfies the inequalities $0 \leq E - M \equiv e \sin E \leq e$, it is convenient to also chose $E_0 - M$ lying in the interval $[0, e]$ (e.g., Prussing & Conway 2012),

$$0 \leq E_0(e, M) - M \leq e. \quad (10)$$

A very simple but quite efficient choice is the intermediate value, which will be called Prussing and Conway (PC) seed (Prussing & Conway 2012),

$$E_{0c}(e, M) = M + \frac{e}{2}. \quad (11)$$

This is one of the most common seeds for KE, and will be used as a standard for comparisons. Another popular choice, attributed to Danby (Danby & Burkardt 1983; Palacios 2002; Feinstein & McLaughlin 2006), is

$$E_{0D}(e, M) = \begin{cases} M + \sqrt{6}M - M \end{cases}, \quad \text{for } M < 0.1, \quad (12)$$

This usually provides a more precise first guess, although it also involves one control statement, to compare $M$ with 0.1, and one transcendental function evaluation, the cubic root. In fact, we have checked that, when used for the CNR method of Eq. (4) and the classical stopping condition, Danby’s seed only implies a small reduction in the average number of iterations on a homogeneous set of values of $M$, for example from 3.60 for the PC seed to 3.49 for Danby’s seed for $e = 0.5$, or from 4.08 for the PC seed to 3.90 for Danby’s seed for $e = 0.9$. The rational seed, described below, provides a much larger reduction in the average number of iterations than Danby’s seed, and this greater improvement is obtained without introducing any transcendental function evaluations or control sentences in the seed. Consequently, our rational first guess, described below, will imply a significant speed improvement, compared to both the PC and Danby’s seed.

Odell & Gooding (1986) provide a list of 12 different choices of the first guess (called starter therein), many of them implying the computation of transcendental functions. In particular, they find that the most convenient choice out of such list is that called $S_{12}$, defined as follows,

$$E_{OG} = \begin{cases} (1 - e)M + e\sqrt{6}M, \quad \text{for } 0 \leq M < \frac{1}{2}, \\ (1 - e)M + e\left[\pi - \frac{\pi(e - M)}{e + M}\right], \quad \text{for } \frac{1}{2} \leq M < \pi, \end{cases} \quad (13)$$

where

$$a = \frac{(\pi - 1)^2}{\pi + \frac{2}{3}} = 1.2043347651023169, \quad c = \frac{2(\pi - 1)^2}{\pi + \frac{2}{3}} - \pi = 1.506297042679389. \quad (14)$$

As shown in Sect. 3.1, this seed still implies a significantly larger average number of iterations (outside the critical region) than the rational seed that will be designed below, besides requiring a control statement and one cubic root evaluation.

More recently, efficient starters for the elliptic KE have been proposed in Calvo et al. (2013); Elipe et al. (2017), resulting in particular in the “optimal” seed

$$E_{OCAL} = \begin{cases} p_1M, \quad \text{for } 0 \leq M < 1 - e, \\ p_2M + q_2, \quad \text{for } 1 - e \leq M < \pi - 1 - e, \\ p_3M + q_3, \quad \text{for } \pi - 1 - e \leq M \leq \pi, \end{cases} \quad (15)$$

where

$$\eta_1 = 1 - 0.633589e, \quad \eta_2 = \frac{\pi - 2 - 0.860154e}{1 - 0.777978e}, \quad (16)$$

$$p_1 = \frac{\eta_1}{1 - e}, \quad p_2 = \frac{\eta_2}{\pi - 2}, \quad p_3 = \frac{\pi - \eta_1 - \eta_2}{1 + e}, \quad (17)$$

and

$$q_2 = \eta_1 + (e - 1)\frac{\eta_2}{\pi - 2}, \quad q_3 = \frac{\eta_1 + \eta_2 + e + 1 - \pi}{1 + e}. \quad (18)$$

As shown in Sect. 3.1, this starter performs significantly better than the OG seed, thus it can be considered a good reference for comparisons. Moreover, it can also be used in the ENRKE routine as an alternative to our rational seed, since they have similar performances.

The default first guess in the ENRKE routine is based on obtaining a small average number of iterations and on simplicity requirements, according to the following criteria:

1. Due to the conditional switch to the bisection algorithm, the routine does not use the CNR or OG131 iterations in the critical region, where the term $1/f'$ entering Eqs. (4) and (6) is very large. Therefore, no particular care is needed for such problematic values.

2. The seed satisfies Eq. (10) for every value of $M \in [0, \pi]$, and the solution will be extended also outside such interval using Eq. (2).

3. The difference $E_0 - M$ is a simple ratio of two polynomials, in such a way that it does not imply any preprocessing or evaluations of transcendental functions.

4. The difference $E_0 - M$ reaches the maximum value, $be$, in the right point, which is $M = \frac{2}{3} - e$. Although the exact maximum value would be $e$, with $b = 1$, our numerical computations have shown that better results are obtained by taking $b$ slightly smaller than 1, namely $b = 0.9999999$. 
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5. The difference \( E_0 - M \) has the correct value \( E_0 - M = 0 \) for \( M = 0 \) and \( M = \pi \).

A simple rational seed satisfying these criteria is,

\[
E_0 = M + b = \frac{4eM}{8M + 4e(e - \pi) + \pi^2}, \quad (19)
\]

for \( M \in [0, \pi] \). As shown in Sect. 3.1, this seed implies a significant reduction of the average number of iterations and of the execution time, as compared to the PC, Danby, and OG seeds, even if for some values of \( e \) and \( M \) it requires a larger number of iterations. Moreover, its average performance is equivalent to that of CAL optimal starter. In any case, the ENRKE routine given in Appendix A.1 can be considered as a template that can use any starter, including those designed in Calvo et al. (2013); Elipe et al. (2017); Raposo-Pulido & Pelaez (2017).

Finally, these ideas may also be applied to other modified versions of the NR method, such as those described in Raposo-Pulido & Pelaez (2017); Tommasini & Olivieri (2021), in which the expression for \( \Delta \), Eq. (4) includes higher-order derivatives of \( f \) and an additional square root.

### 2.1.3. The conditional switch to the bisection method

As shown in Tommasini & Olivieri (2021), any version of the NR method, in which derivatives of \( f \) are used for the iterations, is unavoidably affected by a limiting accuracy

\[
E_{lim}^\text{NR} = \max \left\{ \frac{\epsilon}{\sqrt{2(1 - e)^2\pi\epsilon}}, \epsilon \right\}, \quad (20)
\]

when \( M \in [0, 2\pi] \). Moreover, the \( E \) dependence of the limiting error is (Tommasini & Olivieri 2021)

\[
E_{lim,E}^\text{NR} = \max \left\{ \frac{\epsilon E}{1 - e \cos E}, \epsilon E \right\}. \quad (21)
\]

The second term to be compared in the max procedure is the unavoidable uncertainty on the variable \( E \) due to the machine precision, \( \epsilon = 2\times10^{-15} \) in the interval \( M \in [0, 2\pi] \) (Tommasini & Olivieri 2021). In double precision, this implies that no method can guarantee a better precision than \( \sim1.4\times10^{-15} \) rad in such intervals. Although for most values of \( e \) and \( M \), this limit and Eqs. (20) and (21) are excellent approximations as they are written, our numerical scans show that there are values of \( e \) and \( M \) for which they hold within a factor bigger than 1, though still smaller than 2. This larger limiting accuracy may be attributed to the uncertainty of the error itself. Therefore the best global accuracy in double precision for \( M \in [0, 2\pi] \) will be defined more conservatively to be \( E_{\text{best}} \equiv 3 \times 10^{-15} \) rad. However, due to the first terms in Eqs. (20) and (21), there is a region corresponding to \( e > \epsilon_{\text{switch}} \), for which this accuracy cannot be attained using derivatives (Tommasini & Olivieri 2021).

In the case of the CNR method, Eq. (21), the values of \( \epsilon_{\text{switch}} \) and \( E_{\text{switch}} \) corresponding to a given input tolerance \( E \) can be obtained by numerically solving the equations

\[
\frac{2e}{\sqrt{2(1 - e^2)}} = E, \quad \frac{2eE_{\text{switch}}}{1 - e \cos E_{\text{switch}}} = E, \quad (22)
\]

in which, to be conservative, the additional factor 2 mentioned above has been introduced. For \( E = E_{\text{best}} = 3 \times 10^{-15} \) rad, the numerical solution in double precision of the first equation is \( \epsilon_{\text{switch}} = 1 - \frac{1}{2} \left( \frac{2e}{E_{\text{best}}} \right)^2 \approx 0.99 \). Moreover, for \( e \to 1 \) the second equation gives \( E_{\text{switch}} \approx 0.30 \) rad, corresponding to \( M_{\text{switch}} = E_{\text{switch}} - \sin E_{\text{switch}} \approx 0.0043 \) rad (more conservatively the ENRKE routine takes \( M_{\text{switch}} = 0.0045 \) rad in this case). For general values of the input tolerance \( E \geq E_{\text{best}} \), introducing the Taylor expansion of the cosine in Eq. (22), it can be seen that \( E_{\text{switch}} \) and \( M_{\text{switch}} \) should scale proportionally to \( (1 - \epsilon_{\text{switch}})^{1/2} \) and \( (1 - \epsilon_{\text{switch}})^{3/2} \), respectively. However, in order to also minimize the induced errors on the true anomaly (to be discussed in Sect. 4.1), we make a more conservative choice and always use the switch values defined for the best accuracy (in double precision).

\[
\epsilon_{\text{switch}} = 0.99, \quad (23)
\]

\[
M_{\text{switch}} \equiv 0.0045 \text{ rad}. \quad (24)
\]

With these definitions, our scans show that the CNR method, combined or not with the OG131 iterator, provides convergence to the solution of KE within tolerance \( E \) for all values of \( E \in [0, 2\pi] \) when \( e \leq \epsilon_{\text{switch}} \), and for values of \( M \in [M_{\text{switch}}, 2\pi - M_{\text{switch}}] \), for \( e > \epsilon_{\text{switch}} \).

The remaining region of the \((e, M)\) plane defines the ‘critical region’ in which Newton-Raphson method and its generalizations do not guarantee convergence within accuracy \( E \), however precise a seed they use (Tommasini & Olivieri 2021). To circumvent this limitation, we designed a procedure for computing the solution of KE for any \((e, M)\) in the critical region using the bisection method. The advantage of switching to the bisection method is that its accuracy is only limited by the machine precision \( eE \) (Tommasini & Olivieri 2021), or more conservatively \( 2eE \), so that it can attain any level \( E \geq E_{\text{best}} = 3 \times 10^{-15} \) rad for all values of \( e \leq 1 - e \) and \( M \in [0, 2\pi] \). Once again, in our routines we make a more conservative choice and set the tolerance to \( (10^{-7} + \frac{E}{2}) \) for the bisection method in the critical region (for \( e > 0.99 \) and \( E < 0.3 \)), since this choice also minimizes the errors on the true anomaly, as discussed in Sect. 4.1.

Even though it requires a relatively large number of iterations (on average 47, the maximum value being 70 when \( M \to 0 \)), each of them involving one sine evaluation, the bisection method is only used in a small \( M \) region, that is in a fraction 0.0045/\( \pi \) of values of \( M \) in a homogeneous set for \( E = E_{\text{best}} \). As shown in Sect. 3.1, due to the reduced \( M \) size of such critical region, the speed of the ENRKE routine is on average almost the same for \( e \) greater or smaller than \( \epsilon_{\text{switch}} \).

More importantly, the implementation of the bisection method in the critical region facilitates covering the complete \((e, M)\) domain at the best accuracy, thus avoiding the divergence of the error for \( e \to 1 \) that affects the NR method and its generalizations (Tommasini & Olivieri 2021).

### 2.2. The ENP5KE routine

For any fixed value of \( e \), the piecewise quintic polynomial interpolation \( S(M) \) of the solution of KE is obtained by evaluating a polynomial,

\[
S_j(M) = \sum_{q=0}^{5} c_j^{(q)} [M_j(M - M_j)]^q, \quad (25)
\]

where \( j \) identifies the interval for which \( M_j \leq M |_{[0,\pi]} < M_{j+1} \), with \( M |_{[0,\pi]} \) being the value lying in the interval \([0,\pi]\) corresponding to \( M \) by taking into account Eqs. (2). The resulting piecewise polynomial interpolation \( S \) can be considered to be
continuous for $M = M_j$ within the errors, the discontinuity being guaranteed to be smaller than the accuracy.

The breakpoints $M_j$ are computed from an optimized grid $E_j$ in a preprocessing phase as shown in Sect. 2.2.1, along with their associated k-vector and the coefficients $D_j$ and $c_j^{(q)}$, whose numerical values depend on the value of $e$. This task is executed only once. This preprocessing phase, described in Sect. 2.2.1, accepts as inputs the value of the eccentricity $e$ and the maximum error,

$$\mathcal{E} \equiv \max_{M \in [0,2\pi]} |S(M) - E(M)|,$$

(26)
tolerated for the solution when $M \in [0,2\pi]$. Notice that ENP5KE routine works for any values of $M$, even though the breakpoints $M_j = E_j - e \sin E_j$, and the optimized grid points $E_j$, belong to the interval $[0,\pi]$. For convenience of use, however, the values of the absolute error $\mathcal{E}$ are given for one full turn, namely $M \in [0,2\pi]$. 

From a numerical point of view, $\mathcal{E}$ can be computed by comparing the results for $S(M)$ over $M \in [0,2\pi]$ with those obtained with a grid using a reduced spacing. The output of this preprocessing phase are the arrays of the breakpoints $M_j$, the coefficients $c_j^{(q)}$ and the components $k_j$ of the k-vector. In the implementation of the routine, these parameters can be saved to a binary file, or retained in RAM once calculated for use in the subsequent call to the evaluate function. The generation phase, in which the solution of KE is obtained for any input value $M$ by using Eq. (25), is described in Sect. 2.2.2. It requires: (i) the identification of the interval $j$ between consecutive breakpoints $M_j$, such that $j \leq M \leq M_{j+1}$, with $M_{0,\pi}$ being the value lying in the interval $[0,\pi]$ corresponding to $M$ by taking into account Eqs. (2); and (ii) the evaluation of the sum of products entering Eq. (25), involving the value of $M$ and the precomputed parameters. The values $S(M)$, interpolating $E(M)$, are the final output of the procedure. In the critical region, defined as for the ENRKE routine, the evaluation step (ii) is modified by combining the use of the breakpoints for close bracketing of the solution, followed by continuous root search with the bisection method.

As shown in Sect. 2.2.3, the accuracy of this scheme can attain the best allowed level for a given machine precision. In particular, in double precision and for $M \in [0,2\pi]$ and $e \leq 1 - \epsilon$, the scheme converges with an error that can be controlled at the level $\mathcal{E}_{\text{best}} = 3 \times 10^{-15}$ rad everywhere.

The speed performance of the ENP5KE will be discussed in Sect. 3.2. Since no transcendental functions are computed in the generation phase except in the critical region, this method outperforms the alternative algorithms, including the ENRKE routine, when the solution of KE is requested for a large number of values of $M$. Moreover, it is still very fast even for critical values of $e$ and maximum accuracy.

### 2.2.1. Preprocessing and setup

The coefficients, breakpoints and associated k-vector are computed in the routine ENP5KE_coef. They are calculated on an optimized grid that is generated previously with a multistep routine, called ENP5KE_mstep, which provides a set of values $E_j \in [0,\pi]$, for $j = 0,\ldots,n$, corresponding to the values $M_j = E_j - e \sin E_j$ for the breakpoints. The expressions for the coefficients of Eq. (25) are given by

$$c_j^{(q+1)} = \frac{1}{q!} \frac{\partial^q E}{\partial M^q}(e, M_j),$$

(27)

for $j = 0,\ldots,n-1$, where for computational convenience the first derivative

$$D_j = \frac{\partial E}{\partial M}(e, M_j) = \frac{1}{1 - e \cos E_j},$$

(28)

has been introduced to the power of $q$ in the denominator, compensating its presence in the numerator of Eq. (25).

The higher order derivatives of Eq. (28) are computed as in Stumpff (1968); Colwell (1993); Tommasini (2021). The resulting expressions for the coefficients are given in the listing of routine ENP5KE_coef in Appendix A.2, in terms of the quantities $s_j \equiv \sin E_j$, $c_j \equiv \cos E_j$, $d_j \equiv D_j$, and $e_{M_j} \equiv D_j \sin E_j$. Their computation only implies the division of Eq. (28), so that zero divisions are avoided if $1 - e \cos E_j \geq \epsilon$, where $\epsilon$ is the machine epsilon, $\epsilon \approx 2.22 \times 10^{-16}$ in double precision arithmetic. This condition is satisfied for all $E_j$ if

$$e \leq 1 - \epsilon.$$  

(29)

The steps $h_j = E_{j+1} - E_j$ in routine ENP5KE_mstep are chosen in such a way that higher order terms in Eq. (25) are smaller than lower order ones. Using the notation of routine ENP5KE_coef, the absolute values of the quantities $s_j$ and $c_j$ are always bounded below 1. Moreover, $d_j$ and $e_{M_j}$ are also of the order of 1 for most values of $e$, $E_j$, however they can be very large when $1 - e \cos E_j \ll 1$, a regime corresponding to $1 - e - 1 \leq E_j \leq \sqrt{1 - e}$. In this regime, $s_j \approx \approx \sqrt{1 - e}$, so that $d_j \approx \frac{1}{\sqrt{1 - e}}$ and $e_{M_j} \approx \frac{1}{\sqrt{1 - e}}$, and it can be seen that $c_j^{(q)} \approx (1 - e)^{-(q-1)/2}$ for $q \geq 2$. Because $|D_j(M - M_j)| \approx |E - E_j| \approx h_j$, the contributions of orders $q$ and $q + 1$ can be compared as follows,

$$\frac{c_j^{(q+1)}}{c_j^{(q)}} \left| \frac{D_j(M - M_j)}{D_j(M_j - M_j)} \right|^{q+1} \lesssim \left\{ \begin{array}{ll} \frac{h_j}{\sqrt{1 - e}}, & \text{for } 1 - e \cos E_j \ll 1, \\ \frac{h_j}{h_j}, & \text{for } 1 - e \cos E_j \approx 1. \end{array} \right.$$  

Therefore a choice of $h_j$ that would ensure that the coefficients get smaller for higher $p$ for all values of $e$ and $E_j$ would be

$$h_j = h^{(0)} \sqrt{1 - e \cos E_j},$$

(30)

with a constant $h^{(0)} \ll 1$.

Since terms up to fifth-order are included in Eq. (25), the error $\mathcal{E}$ should scale as the sixth power of $h_j$. Again, our numerical simulations show that this scaling law is an excellent approximation, thus the value of $h^{(0)}$ corresponding to an error level $\mathcal{E}$ can be chosen to be $h^{(0)} = \gamma(e) \mathcal{E}^{1/6}$. For any value of $e$, the coefficient $\gamma(e)$ must ensure that the absolute error is smaller than the accuracy $\mathcal{E}$ for every $M \in [0,2\pi]$. We performed scans for many different values of $e$ and found that the data for the largest $\gamma(e)$ that is compatible with the error could be fitted from below with a quadratic dependence of $e$, namely $\gamma(e) > 0.86 + 1.1(1 - e) + 1.5(1 - e^2)^2$. This result can be used to define a conservative choice for $h^{(0)}$, always producing errors below the level $\mathcal{E}$.

$$h^{(0)} = \left[ 0.86 + 1.1(1 - e) + 1.5(1 - e^2)^2 \right] \mathcal{E}^{1/6},$$

(31)

with both $h^{(0)}$ and $\mathcal{E}$ being given in rad. For $\mathcal{E} \geq \mathcal{E}_{\text{best}}$, this scaling law only breaks down in the critical region, that is when both $e > \epsilon_{\text{switch}}$ and $M < M_{\text{switch}}$ (or $2\pi - M_{\text{switch}} < M \leq 2\pi$), with $\epsilon_{\text{switch}}$ and $M_{\text{switch}}$ defined in Eqs. (23) and (24) as for the
ENRKE routine. In this region, a lower limit on the accuracy of the piecewise quintic polynomial is found at a level similar to that obtained for the Newton-Raphson method and its generalizations in Sect. 2.1.3.

As we shall discuss in Sects. 2.2.2 and 2.2.3, in such critical region the generation phase of the ENP5KE includes a switch to the use of the breakpoints of the piecewise polynomial for close bracketing, followed by bisection root searching. Due to this strategy, the accuracy of the ENP5KE routine in double precision can be set to the level $\epsilon_{\text{best}} = 3 \times 10^{-15}$ rad for every $M \in [0, 2\pi]$ and $\epsilon \leq 1 - \epsilon$.

Equation (30) can be used to obtain an estimate of the number $n$ of grid intervals for a given value of $e$. Since $h = \frac{dE}{d\eta}$, Eq. (30) implies,

$$n \approx \int_0^\pi \frac{dE}{h_\eta \sqrt{1 - e \cos E}} \leq \frac{1}{h_\eta} \left( \pi - \frac{\log(1 - \epsilon)}{\sqrt{2}} \right) \equiv n_{\text{app}}. \tag{32}$$

The value of $n_{\text{app}}$ is a good upper estimate of $n$, and is used in the wrapper class ENP5KE, listed in Appendix A.2, for allocating the memory of the array $E_j$ before the call to the multistep routine ENP5KE_mstep. This function returns the array $E_j$ and the correct value of $n$, which is then used for the memory allocations of the arrays $M_j$, $k_j$, and $c_j$. In addition to computing the breakpoints and the coefficients, the routine ENP5KE_coef also returns the $k$-vector that describes the nonlinearity of the set of the breakpoints, which will be used in the generation phase for the identification of the interval $j$. In fact, the $k$-vector provides the most efficient tool for close bracketing in large data sets (Mortari & Neta 2000; Mortari & Rogers 2013). The computation of $k_j$ in the routine ENP5KE_coef follows closely that given in Tommasini & Olivieri (2020b), with two simplifications. First, it avoids the introduction of two auxiliary parameters, called $qkv$ and $mkv$ in Tommasini & Olivieri (2020b), which may be useful for more general applications of $k$-vector search (Mortari & Neta 2000; Mortari & Rogers 2013), but which turn out to be irrelevant for the ENP5KE method. Second, it also avoids the use of the auxiliary array $\Delta t_{\text{kv}}$ of Tommasini & Olivieri (2020b).

In Appendix A.2, an option is included that directs the code, specifically the code block within loop over $j$, to be run in parallel threads of execution on different CPU cores. This may reduce the CPU preprocessing time on most modern hardware without incurring perceivable overhead.

Finally, in the code implementation listed in Appendix A.2, the __init__ constructor function in the wrapper class ENP5KE also provides the option of saving the arrays of the breakpoints, the coefficients, and the $k$-vector to a binary file. In this case, because of the I/O bus bottleneck, the total execution time for the preprocessing phase is larger than retaining the parameters in RAM, possibly by an order of magnitude, depending on the hardware.

2.2.2. Generation of the solution

The generation phase of the algorithm returns the values $S(M_r)$ that interpolate the solution of KE, $E(M_r)$, for each input value $M_r$ of the mean anomaly, for $a = 0, \ldots, N - 1$ ($M_r$ and $S(M_r)$ can be considered as arrays with $N$ elements). This phase of the algorithm is implemented in the function call interface (given by the override object, __call__) in the wrapper class ENP5KE. For each value of $M_r$, this process requires two steps:

1. The identification of the $j$th interval. This task is performed in the find_interval function by using the $k$-vector for close bracketing of $j$, followed by (discrete) bisection. This routine is similar to that used in the cubic spline algorithm for function inversion of Tommasini & Olivieri (2020b), with a few important differences. First, it does not include the _us (use sorted) variant of Tommasini & Olivieri (2020b), which allowed for a significant speed improvement when the input array was sorted, but required using the result of the previous search. By making all individual searches independent, the new find_interval routine can be run in parallel from ENP5KE_evaluate, with a speed gain that can be larger than the loss due to renouncing the _us variant, and with increasing advantage the larger is the number of cores of the CPU. Second, the routine has been simplified, and the use of the mkv and qkv parameters of Tommasini & Olivieri (2020b) has been avoided. Third, the addition of the control sequence if $x[\text{left} + 1] > x[\text{val}]$ return left, followed by the line left $= \text{left} + 1$, just before the bisection run, keeps the average number of bisection iterations below 0.5 for all values of $e$, for large $N$ and uniform random arrays $M_r$ (see Sect. 3.2). Even if these discrete bisection iterations are very fast, since they only involve one control sequence with an elementary operation using values from a precomputed array (no transcendental function is evaluated), reducing their average number well below one still results in a nonnegligible speed improvement.

2. The evaluation of the sum of products of Eq. (25), involving the value of $M$ and the breakpoints and coefficients given in the precomputed arrays, is performed by the Cython routine ENP5KE_evaluate. In the critical region $e > e_{\text{switch}}$, and $M < M_{\text{switch}}$ (or $2\pi - M_{\text{switch}} < M < 2\pi$), this evaluation step is modified by combining the use of the breakpoints for close bracketing of the solution, followed by continuous root search with bisection. The latter, involving a sine computation for each iteration, is the only procedure implying the computation of transcendental functions in the generation phase of the ENP5KE, and it is only required in a very small region of the parameter space. In all cases, the option of running the for loop over $a = 1, \ldots, N$ in parallel can provide speed improvements which become more relevant for larger values of $N$ and increased number of CPU cores.

2.2.3. The conditional switch to the bisection method

We verified empirically that Eqs. (30) and (31) ensure convergence of the piecewise quintic polynomial up to a limiting accuracy of the order $M \approx \left| \frac{\Delta t_{\text{us}}}{4\pi} \right|$, when $M \in [0, 2\pi]$. This is the same limiting accuracy that applies to all implementations of Newton-Raphson (NR) algorithm and its generalizations in such $M$ interval, as discussed in Sect. 2.1.3. The reason for reaching a similar limiting precision lies in the use of the derivative terms $1/(1 - e \cos E)$, which enter into the higher order coefficients in the case of the ENP5KE.

As in Sect. 2.1.3, the best testable accuracy in double precision for $M \in [0, 2\pi]$ will be defined to be $\epsilon_{\text{best}} \equiv 3 \times 10^{-15}$ rad, as for the ENRKE routine. Again, there is a critical region corresponding to $e > e_{\text{switch}}$ and $0 \leq |M - M_r| < M_{\text{switch}}$ (with $M_r = 0$ or $2\pi$) such that this accuracy cannot be attained using derivatives, with the values of $e_{\text{switch}}$ and $M_{\text{switch}}$ given in Eqs. (23) and (24). Although these estimates for the switch values have been obtained using the expression of the errors for NR method as given in Sect. 2.1.3, our numerical computations show that they apply also to our piecewise polynomial expansion. Of course, this is due to the fact that both methods use the inverse derivative $\frac{1}{1 - e \cos E}$. As discussed in Tommasini & Olivieri (2021), a
similar limiting accuracy also affects algorithms using divisions involving small differences, like Inverse Quadratic Interpolation or the secant method (Brent 1973).

To circumvent such a constraint, for any \( e, M \) in the critical region the ENP5KE computes the solution \( E \) of KE using the precomputed grid interval \( E_j < E < E_{j+1} \) for close bracketing and the bisection root search method for the final computation. (This continuous bisection search should not be confused with the discrete bisection that is used to identify the interval \( j \) after the k-vector bracketing, and that only implies a very small number of steps, which only involve precomputed values without any transcendental function evaluations.) As a result, the accuracy of the ENP5KE can attain the optimal level \( \mathcal{E}_{\text{best}} = 3 \times 10^{-15} \) rad for all values of \( e \leq 1 - \epsilon \) and \( M \in [0, 2\pi] \), including in the critical region, where it is set to the more conservative best choice \( (10^{-5} + \frac{e}{10}) \mathcal{E}_{\text{best}} \) as in Sect. 2.1.3 in order to also minimize the errors on the true anomaly.

This \( \mathcal{E}_{\text{best}} \) is set as the default value for the tolerance in the ENP5KE. The price to pay is iterations with function evaluations, namely one sine for each step when the continuous bisection method is used. This makes the speed of the ENP5KE slower in the critical region than for any other values of \( e, M \), although thanks to the reduced size of such region, the close bracketing, and the optimal Cython implementation, the average speed records remain impressive everywhere, as shown in Sect. 3.2.

The reason for such an excellent performance can be understood by computing the number of bisection iterations \( n_{j_{\text{bis}}} \) needed to obtain the solution \( E \) with tolerance \( \mathcal{E} \) in a given interval \( j \) of the singular region. When \( M \) belongs to the \( j \)th grid interval of step \( \delta_h \), the condition \( E \approx h_j/2^{n_{j_{\text{bis}}}} \) implies

\[
n_{j_{\text{bis}}} \approx \frac{1}{\log_2^{E_j}} \log_{10} \left( \frac{h_j}{(10^{-7} + \frac{e}{10}) E_j} \right) \approx 3.32 \log_{10} \left[ 0.86 \left( 10^{-7} + \frac{E_j}{0.3} \right) E_j^{-5/6} \sqrt{1 - e \cos E_j} \right],
\]

(33)

where Eqs. (30) and (31) have been used (for \( e \) close to 1). Taking also \( E = \mathcal{E}_{\text{best}} = 3 \times 10^{-15} \) we can estimate the maximum number of bisection iterations for \( e > 0.99 \), and obtain \( n_{j_{\text{bis}}} \leq 60 \). This maximum is only reached very close to \( M = 0 \), the most common values, obtained for \( 10^{-7} \) rad \( \ll E \ll 0.3 \) rad, being \( n_{j_{\text{bis}}} \approx 38 \). Each bisection iteration implies one computation of \( f(E) \), that is one sine evaluation. Such iterations are only required for \( e > e_{\text{switch}} = 0.99 \), and for such values of \( e \) they have to be performed only for \( 0 < M < 0.0045 \) or \( M < 2\pi - 0.0045 \). Usually, KE has to be solved on an uniform time array. In this case, the bisection root search method only has to be used in a fraction \( 0.0045/\pi = 1.4 \times 10^{-3} \) of the time (that is \( M \) points). Since KE is solved noniteratively using only the precomputed coefficients and without any transcendental function evaluation for the rest of values of \( M \), the average number of transcendental functions evaluations per solution is \( 38 \times 1.4 \times 10^{-3} \approx 0.054 \). Therefore, even for \( e > e_{\text{switch}} = 0.99 \), when it is complemented with bisection root search for \( 0 \leq M < 0.0045 \) or \( 2\pi - 0.0045 < M \leq 2\pi \), the ENP5KE routine remains very fast, requiring only \( \approx 0.054 \) transcendental function evaluations per solution on average.

Even more importantly, as for the ENRKE, the implementation of bisection in the critical region facilitates covering the complete \((e, M)\) domain at the best accuracy.

Figures 1 and 2 display the \( M \) distribution of the errors for four different values of \( e \) and three choices of the input accuracy, \( \mathcal{E} = 3 \times 10^{-9} \) rad, \( \mathcal{E} = 3 \times 10^{-12} \) rad, and \( \mathcal{E} = \mathcal{E}_{\text{best}} = 3 \times 10^{-15} \) rad. It can be seen that the error is controlled below the chosen level even when \( e \) differs from 1 only by the machine epsilon. This conclusion has also been confirmed with scans using a logarithmic scale for \( M \) to better sample the critical region. We have checked that similar results can be obtained for every value of \( e \leq 1 - \epsilon \).

### 3. Results

#### 3.1. Performance of the ENRKE routine

In order to have a reference for comparisons, Table 1 shows the performance of the CNR method with the classical stopping condition for different values of the eccentricity \( e \), when the tolerance is set to the value \( \mathcal{E}_{\text{best}} = 3 \times 10^{-15} \) rad for \( M \in [0, 2\pi] \). Since the implementations described in this table do not use the conditional switch to the bisection method in the critical region, only the values of \( e \leq 0.99 \) can be given for this accuracy level. The presented results correspond to four different choices of the starter. In all cases, the average CPU time per solution \( t_{\text{CPU}}/N \) (in nanoseconds), calculated by dividing by \( N \) the time for computing \( N = 10^8 \) solutions of KE (corresponding to \( N \) equally spaced values of \( M \)), was obtained with similarly optimized Cython routines executed in parallel on a laptop computer with modest hardware (a 64 bit Intel i7-8565U CPU 1.8 GHz × 4 cores, with 16 GB RAM, and with Linux Mint operating system with 5.4.0–65 kernel). Such average CPU times have been obtained
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by averaging $n_{\text{gen}}/N$ over 10 runs of each case (each with a loop over $N = 10^6$ values of $M$), and an error of $\sim 1$ has to be understood affecting the last digit, in this case corresponding to an error $\sim 1$ ns/sol. In contrast, the values of the average and maximum number of CNR iterations, $n_{\Delta}^{\text{ave}}$ and $n_{\Delta}^{\text{max}}$, do not depend on the hardware and are determined with greater precision.

As can be seen, the rational seed of Eq. (19) allows for a significant reduction of the average number of CNR iterations, $n_{\Delta}^{\text{ave}}$, and of the execution time, as compared to the PC and OG seeds, even though for some values of $e$ the maximum number of iterations $n_{\Delta}^{\text{max}}$ may be higher than with the OG starter. Its performance in terms of the average number of iterations is slightly worse or better than that of the CAL optimal starter for $e < 0.5$, respectively, the resulting difference in CPU execution time being not significant within the error affecting $\varepsilon^{\text{gen}}/N$.

Table 2 presents the performance of the complete ENRKE routine using our rational seed, also including the switch to bisection in the critical region, one run of the OG131 iterator, and the efficient iteration stopping condition of Eq. (9). As can be seen, the switch to the bisection method in the critical $M$ region for $e > 0.99$ implies a small CPU time increment of $\sim 1$ nanosecond/solution, on average, as compared with the performance for $e \leq 0.99$. However, such a switch ensures a dramatic enhancement of the precision, as discussed in Sect. 2.1.3, facilitating the computation of the solution of KE also for values of $e > 0.99$ at the best attainable accuracy. Remarkably, even with such modest hardware, the highly optimized, parallel ENRKE routine, solves KE with the best allowed accuracy

<table>
<thead>
<tr>
<th>$e$</th>
<th>$n_{\Delta}^{\text{ave}}$</th>
<th>$n_{\Delta}^{\text{max}}$</th>
<th>$\varepsilon^{\text{gen}}/N$ (ns/sol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.93</td>
<td>4</td>
<td>34</td>
</tr>
<tr>
<td>0.3</td>
<td>4.38</td>
<td>5</td>
<td>39</td>
</tr>
<tr>
<td>0.5</td>
<td>4.59</td>
<td>5</td>
<td>41</td>
</tr>
<tr>
<td>0.7</td>
<td>4.85</td>
<td>6</td>
<td>42</td>
</tr>
<tr>
<td>0.9</td>
<td>5.06</td>
<td>6</td>
<td>45</td>
</tr>
<tr>
<td>0.99</td>
<td>5.26</td>
<td>8</td>
<td>47</td>
</tr>
</tbody>
</table>

With the OG seed $E_0$ of Eq. (13)

<table>
<thead>
<tr>
<th>$e$</th>
<th>$n_{\Delta}^{\text{ave}}$</th>
<th>$n_{\Delta}^{\text{max}}$</th>
<th>$\varepsilon^{\text{gen}}/N$ (ns/sol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.85</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>0.3</td>
<td>4.08</td>
<td>5</td>
<td>35</td>
</tr>
<tr>
<td>0.5</td>
<td>4.28</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>0.7</td>
<td>4.58</td>
<td>5</td>
<td>37</td>
</tr>
<tr>
<td>0.9</td>
<td>4.75</td>
<td>6</td>
<td>43</td>
</tr>
<tr>
<td>0.99</td>
<td>4.65</td>
<td>6</td>
<td>43</td>
</tr>
</tbody>
</table>

With the CAL seed $E_0$ of Eq. (15)

<table>
<thead>
<tr>
<th>$e$</th>
<th>$n_{\Delta}^{\text{ave}}$</th>
<th>$n_{\Delta}^{\text{max}}$</th>
<th>$\varepsilon^{\text{gen}}/N$ (ns/sol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.42</td>
<td>4</td>
<td>28</td>
</tr>
<tr>
<td>0.3</td>
<td>3.77</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>0.5</td>
<td>3.92</td>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>0.7</td>
<td>4.14</td>
<td>5</td>
<td>33</td>
</tr>
<tr>
<td>0.9</td>
<td>4.24</td>
<td>6</td>
<td>34</td>
</tr>
<tr>
<td>0.99</td>
<td>4.29</td>
<td>8</td>
<td>35</td>
</tr>
</tbody>
</table>

With the rational seed $E_0$ of Eq. (19)

<table>
<thead>
<tr>
<th>$e$</th>
<th>$n_{\Delta}^{\text{ave}}$</th>
<th>$n_{\Delta}^{\text{max}}$</th>
<th>$\varepsilon^{\text{gen}}/N$ (ns/sol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.42</td>
<td>4</td>
<td>28</td>
</tr>
<tr>
<td>0.3</td>
<td>3.80</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>0.5</td>
<td>3.83</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>0.7</td>
<td>3.43</td>
<td>4</td>
<td>29</td>
</tr>
<tr>
<td>0.9</td>
<td>3.98</td>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>0.99</td>
<td>4.09</td>
<td>8</td>
<td>34</td>
</tr>
</tbody>
</table>

Notes. Performance of the CNR solution of KE with the classical stopping condition of Eq. (7) using four different seeds, when the accuracy is set to the value $\varepsilon_{\text{best}} = 3 \times 10^{-15}$ rad for $M \in [0, 2\pi]$. These results correspond to different values of the eccentricity $e$ and to a homogeneous set of $N = 10^6$ values of $M \in [0, 2\pi]$. The average and maximum numbers of CNR iterations (i.e., computations of $\Delta_s$, $n_{\Delta}^{\text{ave}}$ and $n_{\Delta}^{\text{max}}$, each corresponding to two transcendental function evaluations, are shown in the second and third column, respectively. The last column presents the average CPU execution time per solution, $\varepsilon^{\text{gen}}/N$ (in nanoseconds), obtained with an optimized Cython implementation of the CNR method employing multiphreaded loops and executed on the hardware previously specified. For higher values of $e$, the CNR algorithm cannot attain the accuracy $\varepsilon_{\text{best}}$, and another routine, such as the ENRKE or the ENPSKE, which switch to the bisection method in the critical region, has to be used.

$E_{\text{best}} = 3 \times 10^{-15}$ rad in just $\sim 20$ nanoseconds per solution on average (in the high $N$ regime), even for $e$ equal to 1 within machine epsilon. By comparing Tables 1 and 2, it can also be seen that the use of one OG131 iteration and of the efficient stopping condition of Eq. (9) imply a reduction of more than
\[ E \sim 1.5 \text{ average iterations per solution, and a speed increase of a factor } \sim 2, \text{ with respect to the performance of the CNR method with the classical stopping condition using the same seed or CAL starter. The improvement is even higher when the comparison is made with the CNR method with the PC or OG seeds. Remarkably, the ENRKE routine requires } 2.19 \times 2 + 0.068 = 4.45 \text{ transcendental function evaluations on average, even for } e \rightarrow 1, \text{ to attain the best accuracy } 3 \times 10^{-15} \text{ rad.} \]

Finally, we checked that the use of parallel computing (with prange in the ENRKE\_evaluate routine) implies a factor \sim 3 speed improvement, as compared with the same loop being executed sequentially (with range). This speed improvement, which is understood in both Tables 1 and 2, is expected to be even larger for hardware with more cores.

### 3.2. Performance of the ENP5KE routine

Table 3 shows the performance of the ENP5KE routine for different values of the eccentricity \( e \), when the accuracy is set to the best value \( \varepsilon_{\text{best}} = 3 \times 10^{-15} \) rad that can be obtained for \( M \in [0, 2\pi] \) using double precision. The number \( n \) of grid intervals \( j \) needed for computing the coefficients, breakpoints, and k-vector at this accuracy level, and the average CPU time \( t_{\text{cpu}} \) (in milliseconds) required for this task, are given in the second and sixth columns, respectively. The third column shows the average number of iterations (only involving precomputed values) required for finding the relevant intervals for the piecewise polynomial when generating the solution of KE for a large and homogeneous set of values \( M \).

The average CPU time per solution (in ns in the last column), \( t_{\text{cpu}} / N \), has been obtained by dividing the time for computing \( N = 10^8 \) solutions of KE by \( N \), running the ENP5KE\_evaluate routine in parallel. The values in the parentheses correspond to the routine with the control sentence for the switch, which is not necessary for \( e \leq 0.99 \).

The first five columns are characteristic of the algorithm, the speed performances shown in the last two columns correspond to the hardware specified in the text.

<table>
<thead>
<tr>
<th>( e )</th>
<th>( n_{\text{ave}} )</th>
<th>( n_{\text{max}} )</th>
<th>( n_{\text{bis}} )</th>
<th>( n_{\text{max}} )</th>
<th>( t_{\text{cpu}} ) (ms)</th>
<th>( \varepsilon_{\text{gen}} / N ) (ns/sol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.9961</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.71</td>
<td>2.6 (3.2)</td>
</tr>
<tr>
<td>0.3</td>
<td>1.9989</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.51</td>
<td>2.6 (3.2)</td>
</tr>
<tr>
<td>0.5</td>
<td>1.99936</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.11</td>
<td>2.8 (3.3)</td>
</tr>
<tr>
<td>0.7</td>
<td>1.99966</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.13</td>
<td>2.8 (3.3)</td>
</tr>
<tr>
<td>0.9</td>
<td>2.10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.16</td>
<td>2.8 (3.3)</td>
</tr>
<tr>
<td>0.99</td>
<td>2.18</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0.23</td>
<td>2.8 (3.3)</td>
</tr>
<tr>
<td>0.999</td>
<td>2.18</td>
<td>9</td>
<td>0.068</td>
<td>70</td>
<td>0.28</td>
<td>4.0</td>
</tr>
<tr>
<td>0.9999</td>
<td>2.19</td>
<td>10</td>
<td>0.068</td>
<td>70</td>
<td>0.32</td>
<td>4.0</td>
</tr>
<tr>
<td>1 - ( e )</td>
<td>2.19</td>
<td>11</td>
<td>0.068</td>
<td>70</td>
<td>0.35</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Notes. Performance of the ENP5KE routine for different values of the eccentricity \( e \), when the accuracy is set to the best value \( \varepsilon_{\text{best}} = 3 \times 10^{-15} \) rad, is larger when the comparison is made with the results given in Table 2, it can be seen that in the large \( N \) regime the ENP5KE is faster than the similarly optimized ENRKE routine by a factor \( 5 - 6 \), in speed. The difference is larger when the comparison is made with the results given in Table 1 for the CNR method, even when it uses the optimal CAL starter.

Table 2. Performance of the ENRKE routine.

<table>
<thead>
<tr>
<th>( e )</th>
<th>( n_{\text{ave}} )</th>
<th>( n_{\text{max}} )</th>
<th>( n_{\text{bis}} )</th>
<th>( n_{\text{max}} )</th>
<th>( t_{\text{cpu}} ) (ns/sol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.9961</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>0.3</td>
<td>1.9989</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>0.5</td>
<td>1.99936</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>0.7</td>
<td>1.99966</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>0.9</td>
<td>2.10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>0.99</td>
<td>2.18</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>0.999</td>
<td>2.18</td>
<td>9</td>
<td>0.068</td>
<td>70</td>
<td>19</td>
</tr>
<tr>
<td>0.9999</td>
<td>2.19</td>
<td>10</td>
<td>0.068</td>
<td>70</td>
<td>19</td>
</tr>
</tbody>
</table>
As for the ENRKE routine, we also checked that the use of parallel computing (with range in ENP5KE_evaluate) implies a factor ∼3 speed improvement for the ENP5KE, as compared with the same loop being executed sequentially (with range). This speed improvement, which is understood in Table 3, is expected to be even larger for hardware with more cores.

4. Discussion

The efficiency of any KE solver is measured by its accuracy and by its speed.

The accuracy is constrained by the two limits due to the roundoff errors demonstrated in Tommasini & Olivieri (2021), which should be multiplied by an additional factor ∼2 to be strictly valid for every e and M, as discussed in Sect. 2.1.3:

– The universal limit on the relative error affecting the eccentric anomaly E is the machine epsilon, ϵ. For n_{\text{turn}} turns, in which M and E vary by 2n_{\text{turn}}, this implies a limiting absolute error ∼2π/\epsilon n_{\text{turn}}. In practice, as discussed in Sect. 2.1.3, we found that an additional factor ∼2 in one turn was recommended, and defined the best testable error in double precision to be E_{\text{best}} = 3 \times 10^{-15} rad for the interval M, E ∈ [0, 2π]. We also verified that, once the tolerance of the ENRKE or ENP5KE routines is set to a value E ≥ E_{\text{best}} over the interval M, E ∈ [0, 2π], the maximum absolute error affecting the solution E for M, E > 2π grows linearly as ∼E + ϵ(E − 2π), as to be expected from the universal limit on the relative error mentioned above.

– The second limit, also demonstrated in Tommasini & Olivieri (2021), constrains the accuracy of all the KE solvers that use the derivative term 1/\epsilon E \partial \theta / \partial E or divisions by differences between close values of E. After multiplying by the additional factor ∼2 discussed in Sect. 2.1.3, such a limit would imply that the minimum allowed error would be at least 2\epsilon/√(1+\epsilon), which is larger than E_{\text{best}} for ϵ > 0.99 (in double precision). Fortunately, this limit can be circumvented with the conditional switch to the bisection method that we introduced in our ENRKE and ENP5KE routine, and which can also be implemented in other KE solvers to enhance their accuracy for high eccentricity orbits, as we shall show in Sect. 4.3. Besides being necessary for improving the accuracy, this conditional switch can also have beneficial side effects on the speed performance, since it removes the need to deal with diverging derivative terms. As seen for the ENRKE routine in Sect. 2, this switch also allowed for implementing our efficient iteration stopping condition. Moreover, as we shall discuss in Sect. 4.1 below, the use of the bisection method with tolerance set to \(10^{-7} + \frac{E}{100} \) E in the critical region facilitates the control of the precision for the resulting true anomaly for all values of e and M. Another example in which this conditional switch is also of great help for the speed performance will be given in Sect. 4.3 below.

Alternatively, Farnocchia et al. (2013) proposed a method for obtaining the time evolution of elliptic orbits for critical values of e and M by avoiding the direct solution of KE, and thus the diverging derivative term 1/\epsilon E \partial \theta / \partial E. Users familiar with their method might use our routines for all other values of e and M, and switch to their algorithm, as an alternative equivalent to using bisection, in the critical region (e > 0.99 and M within 0.0045 rad from periapsis). In any case, this change is not expected to significantly affect the average execution time over an equally spaced array of values of M ∈ [0, 2π], as compared to that using the switch to the bisection method. In fact, the speed of the ENRKE and ENP5KE was already quite similar for e = 0.999 (value that did not include the critical region) or for e = 0.999 (for which the critical M region was included), the difference in execution time being just ∼1 ns/solution, on average, on the modest hardware used for the simulations of Tables 2 and 3.

The speed of a KE solver can be optimized with the following strategies:

– Reducing the number of operations, and especially the number of transcendental function evaluations. A simple numerical example can be used to illustrate the rationale behind this point. We compared the CPU time for computing (i) sin(x), (ii) \sqrt{x} (the cubic root), (iii) the product xx. The computation has been performed in double precision using the same hardware as in Sect. 3 on 10^3 homogeneous random points with sequential computing using a Cython routine compiled in C, so that the execution times are similar to those that can be obtained in pure C. The results for the CPU execution time in the three cases mentioned above are (i) (the sine) t_{\text{CPU}} = 0.95 s, (ii) (the cubic root) t_{\text{CPU}} = 1.8 s, (iii) (the product) t_{\text{CPU}} = 0.13 s (of course, the time for generating the random array is not included in these execution times). Thus the computation of the cubic root using the standard C math function from the Cephes (Moshier 2000) mathematical library, namely cbrt.c, is more time consuming (by a factor ∼2) than that of one transcendental function call because it requires two floating-point manipulations (with frexp1 and ldexp1) equivalent to one logarithm and one exponential calls. This also implies the known recommendation of avoiding the use of powers when possible, and for example, compute the product xx rather than the power x^2. In summary, an efficient routine tries to reduce the number of operations, prioritizing the reduction of the calls to transcendental functions.

The ENRKE iterative routine pursues this strategy by enhancing Newton-Raphson method with an efficient stater, a run of Odell-Gooding fourth-order iterator, and an improved stopping conditions that allows for avoiding almost ∼1 (on average) Δ computations and save one sine and one cosine evaluations. Such stopping condition can also be applied to enhance other methods. The reliability of the ENRKE routine and of its stopping condition will be further discussed in Sect. 4.2 below.

The ENP5KE routine pursues a different variant of this strategy by concentrating all the transcendental function evaluations in a setup or preprocessing phase (besides a minimum amount that is required in the critical region). As such, this routine is convenient when the solution of KE is requested over a large number of values of M, so that the time for the preprocessing can be neglected.

– Implement the algorithm as a specifically tailored routine aimed at achieving high-performance by compiling with optimization switches directed toward the specific CPU platform to be used and by multithreaded parallel programming that targets the specific memory and multicore hardware. Both the ENRKE and ENP5KE routines use this strategy, and they can be used as templates for the high-performance implementation of other algorithms, as shown in Sect. 4.3.

4.1. Errors on the true anomaly

In this section, we derive the errors Δθ on the true anomaly,

\[
θ = 2 \arctan \left[ \frac{1 + e}{1 - e} \tan \frac{E}{2} \right],
\]  

(induced by the uncertainty ΔE on the eccentric anomaly. When ΔE is small enough, Δθ can be computed with the usual rule for
error propagation,
\[
\Delta \theta \simeq \left| \frac{d\theta}{dE} \right| \Delta E = \frac{\sqrt{(1-e)(1+e)}}{1-e \cos E} \Delta E.
\] (35)

For small values of \( e \), the resulting error on the true anomaly is of the same order of the accuracy level \( \epsilon \) that has been set for \( E \).

In general, for any \( e \) and \( M \) outside the critical region, the largest value of \( \Delta \theta \) is attained for \( e = 0.99 \) and \( M = E = 0 \), so that
\[
\Delta \theta \leq \frac{1.99}{0.01} \pi \approx 14 \E.
\] (36)

If \( E = 3 \times 10^{-15} \text{rad} \), this gives \( \Delta \theta < 4.3 \times 10^{-14} \text{rad} \).

In the critical region, the choice made in Sects. 2.1.1 and 2.1.3, \( \Delta E = \frac{2\pi}{1-e} \E \), facilitates controlling the error below the same level, \( \Delta \theta < 3 \times 10^{-14} \left( \frac{E}{3 \times 10^{-15}} \right) \), for all values of \( e \leq 1 - e \) and \( M \in [0, 2\pi] \).

In summary, when the input tolerance \( \epsilon \) for set for \( E \) is $3 \times 10^{-14}$ rad in our ENRKE, ENP5KE, or ENMAKE routines, the true anomaly given by Eq. (34) will be obtained with an accuracy of $4.3 \times 10^{-14}$ rad for all values of $e \leq 1 - e$ and $M \in [0, 2\pi]$, the actual error being as low as $3 \times 10^{-15}$ rad for small $e$.

4.2. Reliability of the error analysis and of the enhanced iteration stopping condition for the ENRKE method

Here we discuss the validity of the approximation $E_n = \Delta_n$ that was used in Sects. 2.1.1 and 2.1.3.

From Eq. (3), we obtain,
\[
E_n = |E - E_n| = \left| \sum_{j=0}^{\infty} \Delta_j \right| = |\Delta_n + \Delta_{n+1} + \sum_{j = n+2}^{\infty} \Delta_j | = |\Delta_n + \Delta_{n+1} + \delta|.
\] (37)

where we defined $\delta = \sum_{j=n+2}^{\infty} \Delta_j$. In particular, this also implies that $E_{n+1} = |\Delta_{n+1} + \sum_{j=n+2}^{\infty} \Delta_j | = |\Delta_{n+1} + \delta|$. These equations can be used to obtain the inequalities,
\[
|\Delta_n| - |\Delta_{n+1} + \delta| \leq E_n \leq |\Delta_n| + |\Delta_{n+1} + \delta|
\] (38)

and therefore
\[
|\Delta_n| - E_{n+1} \leq E_n \leq |\Delta_n| + E_{n+1}.
\] (39)

Since our iteration stopping condition (9) is applied to the CNR method, the \( n \) dependence of the errors is given by Eq. (8). Because $E_n$ and $E_n$ should converge to the exact solution $E$, we can approximate the coefficient of $E_n^2$ in such an equation with its asymptotic value $\beta = \frac{\sin E}{2(1-e \cos E)}$ in Eq. (8). From a perturbative point of view, the effect of this approximation is expected to be of higher order in the errors. As a result, we can assume that $E_{n+1} = \beta E_n^2$. Substituting in the inequality (39), we obtain,
\[
|\Delta_n| - \beta E_n^2 \leq E_n \leq |\Delta_n| + \beta E_n^2.
\] (40)

Isolating $|\Delta_n|$ we finally obtain,
\[
E_n(1 - \beta E_n) \leq |\Delta_n| \leq E_n(1 + \beta E_n).
\] (41)

Therefore $\Delta_n = E_n[1 + O(\beta E_n)]$. As a consequence, since the uncertainty on the error is a higher order effect, the approximation $\Delta_n = E_n$ is expected to be valid when $\beta E_n \ll 1$. Because the maximum value of $\beta$ outside the critical region is $\approx 3.5$, this condition is generally attained for $E_n \leq 10^{-2}$ rad. Even less stringent limits apply for small eccentricity, $e \ll 1$, since in this case $\beta \ll 1$ and the condition $\beta E_n \ll 1$ rad is satisfied even when $E_n$ is of order 1. We note that the conditional switch to the bisection method in the critical region is the key for the approximation $\Delta_n = E_n$ to be valid, since it facilitates avoiding larger (and eventually diverging) values of $\beta$.

Moreover, our enhanced stopping condition, Eq. (9), can be rewritten as,
\[
(\beta \Delta_n)^2 < \frac{e^2 \sin^2 E}{2(1-e \cos E)(e+\epsilon)} E_n
\] (42)

where, once again, we approximated $E_n$ with its asymptotic value $E$. When $\epsilon \to 1$, the identity $\sin^2 E/(1-e \cos E)$ can be used to show that $E \leq 10^{-4}$ rad ensures that $\beta \Delta_n \ll 1$. It can be seen that this condition on $E$ is also sufficient to have $\beta \Delta_n \ll 1$ for all values of $e$ and $E$ outside the critical region.

In summary, as a consequence of the conditional switch to the bisection method in the critical region, all the approximations underlying our enhanced stopping condition, Eq. (9), are expected to be valid provided that the accuracy is set to a level $E \leq 10^{-4}$ rad.

4.3. Enhancing Markley’s KE solver

In this subsection, we discuss another example showing how an existing iterative KE solver can be enhanced using the conditional switch to the bisection method for improving the accuracy, together with parallel computing for optimizing the speed performance. The example chosen to illustrate this procedure is Markley’s KE solver (Markley 1995). The starting point is the following approximate analytical solution of KE,
\[
E_1 = \frac{1}{d} \left( \frac{2rw}{w^2 + wq + q^2} + M \right)
\] (43)

where
\[
d = 3(1-e) + ae, \quad q = 2ad(1-e) - M^2, \quad r = 3ad(1+e)M + M^3
\] (44)

and
\[
w = \left( |r| + \sqrt{q^2 + r^2} \right)^{2/3}, \quad \alpha = \frac{3\pi^2 + 1.6\alpha\pi(\pi - M)(1+e)}{\pi^2 - 6}
\] (45)

Up to this point, Markley’s solver implies one cubic root and one square root (which is equivalent to more than 2 transcendent function evaluations) for the generation of $E_1$.

This approximate solution $E_1$ is then used as the starter for a single run of a fifth-order iterator,
\[
\Delta_n^{(5)} = \frac{f}{f' + \frac{1}{2} \Delta_n^{(4)} f'' + \frac{1}{6} (\Delta_n^{(4)})^2 f''' - \frac{1}{24}(\Delta_n^{(4)})^3 f'''}
\] (46)

where
\[
\Delta_n^{(4)} = \frac{f}{f' + \frac{1}{2} \Delta_n^{(3)} f'' + \frac{1}{6} (\Delta_n^{(3)})^2 f''' - \frac{1}{24}(\Delta_n^{(3)})^3 f'''}
\] (47)
with $\Delta_{m}$ given in Eq. (5). The computation of $\Lambda_{mn}^{(5)}$ involves two additional transcendental function evaluations. In the original solver (Markley 1995), further steps are performed to deal with the effect of the machine epsilon. However, since Markley’s method uses the derivative terms, it cannot overcome the accuracy limit discussed in Tommasini & Olivieri (2021) and in Sect. 2.1.3 without switching to a nonderivative method such as bisection in the critical region.

A high-performance Cython routine, called ENMAKE, enhancing Markley’s method with such a conditional switch to the bisection method in the critical region is provided in Appendix A.3. Our scans have shown that due to this switch this routine does not need any additional steps, besides the $\Delta_{m}^{(5)}$ iterator, to attain the best accuracy $E_{\text{best}}$ (in double precision) over the entire interval $M \in [0, 2\pi]$. This simplification is a side benefit of the conditional switch to the bisection method, since it allows for avoiding the additional steps introduced in Markley (1995).

As a consequence, the ENMAKE routine only requires the equivalent of 4–5 transcendental function evaluations so that its performance can be expected to be similar to that of the ENRKE routine. In fact, we found that the average CPU time required by the ENMAKE routine for computing $10^8$ solutions of KE over an equally spaced array of values of $M$ with accuracy $E_{\text{best}}$, under the same conditions and with the same hardware as in Table 2, is $\frac{e_{\text{CPU}}}{t} = 19$ nanoseconds per solution. This average execution time, obtained with parallel computing, does not depend on $e$ within the errors. By comparing with Table 2, it can be seen that the ENMAKE and the ENRKE routine are equivalent in terms of the average performance, besides attaining the best accuracy in both cases. These results are made possible by the conditional switch to the bisection method.

5. Conclusions

The numerical solution to the Kepler equation (KE) continues to be an active area of inquiry due to its essential role in many application areas of Astronomy and Astrophysics. Of particular interest for such solutions are both speed and accuracy. The contributions of this work are enumerated as follows.

1. We described two methods, called ENRKE and ENP5KE, for solving the KE with both very high speed and the best attainable accuracy compatible with the given machine precision, circumventing the limit on the error demonstrated in Tommasini & Olivieri (2021) by avoiding the use of derivatives in the critical region, that is, $e > 0.99$ and $M$ close to the periapsis within 0.0045 rad (in double precision).

2. We provided high-performance Cython routines implementing these methods, with the option of utilizing parallel execution for multicore CPUs. Brief compilation instructions and basic usage have also been given in Appendix B.

3. These routines solve KE for every value of the eccentricity $e \in [0, 1 - \epsilon]$, where $\epsilon$ is the machine epsilon ($\epsilon = 2.2 \times 10^{-16}$ in double precision), and for every value of the mean anomaly $M$. In particular, for $M \in [0, 2\pi]$, they can guarantee an accuracy at the level $3 \times 10^{-15}$ rad (in double precision) even for $e \to 1$ within the machine epsilon. This is the best testable global accuracy (within a factor $\sim1$) that can be obtained with any method for solving KE in this $M$ interval.

4. When the input tolerance $E$ for the eccentric anomaly is set to the value $3 \times 10^{-15}$ rad in our ENRKE, ENP5KE, or ENMAKE routines, the true anomaly $\theta$ will be obtained with an accuracy of $4.3 \times 10^{-14}$ rad for all values of $e \leq 1 - \epsilon$ and $M \in [0, 2\pi]$, the actual error being as low as $3 \times 10^{-15}$ rad for small $e$.

5. As mentioned in point (1), the existing claims that this accuracy level could also be reached with any method based on computing derivatives were recently disproved in Tommasini & Olivieri (2021). Therefore, the ENRKE and ENP5KE routines attain a record accuracy, which matches that of nonderivative algorithms such as the bisection root search method or that of strategies that avoid the direct resolution of KE (Farnocchia et al. 2013).

6. The ENRKE routine enhances Newton-Raphson algorithm with (i) a conditional switch to the bisection algorithm in the critical region, (ii) a more efficient iteration stopping condition, (iii) a novel rational first guess, (iv) one run of Odell and Gooding’s fourth order iterator, and (v) the use of parallel execution.

7. With these prescriptions, the ENRKE significantly outperforms other implementations of the Newton-Raphson method both in speed and in accuracy.

8. Moreover, the ENRKE routine can also be seen as a template that can be easily modified to use any other starters and iterators. As such, it has been used to enhance Markley’s KE solver, resulting in a routine called ENMAKE, also given in the appendix. Due to the conditional switch to the bisection method in the critical region, this routine also attains the best accuracy in double precision, and it can be simplified in such a way that its average time performance is equivalent to that of the ENRKE routine.

9. With the hardware used in our simulations (modest Intel i7/16 GB RAM), both the ENRKE and the ENMAKE have provided large numbers of solutions of KE, spending $\sim 20$ nanoseconds per solution on average, even at the limiting accuracy. These results have been obtained using parallel execution.

10. The ENP5KE routine uses a class of infinite series solutions of KE to build a specific piecewise quintic polynomial for the numerical computation of the eccentric anomaly $E$, expressed in terms of power expansions of $(M - M_{j})$, where the breakpoints $M_{j}$ are chosen according to a detailed optimization procedure. This method is also enhanced with a conditional switch to close bracketing and bisection in the critical region.

11. Since it is specific to KE and it is of a higher order, the ENP5KE routine provides significant improvements with respect to the universal cubic spline for function inversion of Tommasini & Olivieri (2020a,b). In particular, it reduces the setup and memory requirements by an order of magnitude. Even more importantly, because of the conditional switch to the bisection method, it can also attain the best allowed accuracy within the given machine precision.

12. Since the generation phase of the ENP5KE routine does not involve any transcendental function evaluation, besides a minimum amount required in the critical region, it outperforms any other solver of KE, including the ENRKE, when the solution $E(M)$ is required for a large number $N$ of values of $M$.

13. With the hardware used in our simulations (modest Intel i7/16 GB RAM), the CPU time for completing the setup phase of the ENP5KE routine has been of the order of $\sim 10^{-4}$ s, and in general below the millisecond, even at the best attainable accuracy in double precision (that is $3 \times 10^{-15}$ rad for $M \in [0, 2\pi]$).

D. Tommasini and D. N. Olivieri: Efficient solvers for Kepler’s equation
14. In the generation phase, the ENP5KE has provided large numbers of solutions of KE, spending at most 4 nanoseconds per solution on average (3 nanoseconds per solution for $\epsilon \leq 0.99$) using parallel execution, even at the limiting accuracy.

15. Since similar accuracy limits affect the solution of both the elliptic and the hyperbolic KE (Tommasini & Olivieri 2021), the ideas presented here may also be used to enhance methods that solve the latter, such as those described in Refs. (Gooding & Odell 1988; Raposo-Pulido & Pelaez 2018).

In summary, the ENRKE routine can be recommended as a general purpose solver for KE, and the ENP5KE can be the best choice when the solution is requested for a large number of values of $M$.
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Appendix A: Code listings

This appendix provides listings of the routines described in the text. They are given as Cython functions, which can also serve as pseudocodes due to the simplicity of the syntax. These routines can be included in a file, for example called Kepler_solver.pyx, which can be compiled to C and imported from Python as discussed in Appendix B. The necessary libraries have to imported as shown in Sec. B.2, and three lines with the decorators of Sec. B.3 have to be added right before each function. The wrapper classes ENRKE and ENP5KE listed in Secs. A.1 and A.2 can then be imported in a Python file with the instruction

```python
from Kepler_solver import ENRKE, ENP5KE
```

Two options are commented with a # in some routines:

- The for loops in the coef and evaluate routines are executed in parallel when they are defined using prange. If the number of iteration is small, the option of using sequential computing, replacing prange with range, may be faster, depending on the number of cores and specific CPU architecture and latency. With the hardware used in our simulations (modest Intel i7/16GB RAM), range usually provided a better performance than prange in the routine ENP5KE_coef, in which the for loop runs at most over a few thousands of steps for every e and accuracy level.

- In the evaluate routines, when the solution is requested also for values of $M > 2\pi$ (as when more than one turn is considered), the line

  ```python
  Mjr = Mj % 6.2831853071795864779 # more turns
  ```

  should be used to replace the line $Mjr = Mj$.

Secs. A.1, A.2, and A.3 present the listings of the routines entering the ENRKE, ENP5KE, and ENMAKE algorithms, respectively.

Appendix A.1: Routines for the ENRKE method

A first call to the ENRKE class from a Python code performs the initialization. The instruction for this step is:

```python
S = ENRKE(ec, tol)
```

where the input parameters correspond to the eccentricity ec and the accuracy tol = $E$ (if the latter is not specified, the default value $3 \times 10^{-15}$ rad is assumed). Once S has been initialized as shown above, it can be called repeatedly with the instruction

```python
S(M)
```

where M is a set (array) of N values of the mean anomaly for which the solution $E$ of KE is requested. The values of the array $S(M)$ will then be the ENRKE interpolations of the solution in the points M.

Appendix A.1.1: Function ENRKE_evaluate

```python
cdef void ENRKE_evaluate(const int Nout, const double tol, const double ec, const double[:] M, double[:] Eout) nogil:

cdef double delta, Eapp, Mjr, Mj, flip, f, fp, fpp, fppp, fp3, ffpfpp, f2fppp
cdef int j
cdef double tol2s = 2.*tol/(ec+2.2e-16)
cdef double al = tol/1.e7
cdef double be = tol/0.3
for j in prange(Nout): # range for sequential
    Mj = M[j]
    if Mj > 3.1415926535897932385:
        Mjr = 6.2831853071795864779 - Mjr
        flip = 1.
    else:
        flip = -1.
    if (ec > 0.99 and Mjr < 0.0045):
        fp = 2.7*Mjr
        fpp = 0.301
        f = 0.154
        while (fpp - fp > (al + be*f)):
            if (f - ec*sin(f) - Mjr) > 0.:
                fpp = f
            else:
                fp = f
            f = 0.5*(fp + fpp)
        Eout[j] = Mj + flip*(Mjr - f)
    else:
        Eapp = Mjr + 0.999999*Mjr*(3.1415926535897932385 - Mjr)/(2.*Mj + ec - 3.1415926535897932385 + 2.4674011002723395/(ec + 2.2e-16))
        fp = 1.-ec*cos(Eapp)
        fpp = ec*sin(Eapp)
        fppp = ec*cos(Eapp)
        fp3 = 1.-fppp
        delta = -f/fp
        delta = delta*(fp3 - 0.5*ffpfp + f2fppp/3.)/(fp3 - fppfp + 0.5*ffpfp)
        while (delta*delta > fp*tol2s):
            Eapp = Eapp + delta
            fp = 1.-ec*cos(Eapp)
            delta = (Mjr - Eapp + ec*sin(Eapp))/fp
            Eapp = Eapp + delta
            Eout[j] = Mj + flip*(Mjr - Eapp)
```

The lower bound $E > 2.7M$ for $e > 0.99$ and $M < 0.0045$ originates from the limit obtained in Serafin (1986).

Appendix A.1.2: Wrapper class ENRKE

```python
cdef class ENRKE:
cdef numpy.float64_t[:] M, Eout
cdef double tol, ec
def __init__(self, const double ec, const double tol = 3.e-15):
    self.ec = ec
    self.tol = tol
def __call__(self, M):
    if tol < 2.7:
        Eapp = Eapp + delta
        fp = 1.-ec*cos(Eapp)
        delta = (Mjr - Eapp + ec*sin(Eapp))/fp
        Eapp = Eapp + delta
        Eout[j] = Mj + flip*(Mjr - Eapp)
```

This wrapper class can also be used to call the ENMAKE routine, described in Appendix A.3, by commenting the line calling ENRKE_evaluate and uncommenting the call to ENMAKE_evaluate.

Appendix A.2: Routines for the ENP5KE method

A first call to the ENP5KE class from a Python code performs the initialization, computing the arrays of the coefficients, breakpoints and k-vector. The instruction for this step is:

\[ S = \text{ENP5KE}(ec, tol, \text{lookup}) \]

where the input parameters correspond to the eccentricity \( ec \) and the accuracy \( \text{tol} = \varepsilon \), with the integer \( \text{lookup} \) being used to choose different options. For \( \text{lookup} = 0 \), the values of the coefficients, breakpoints, and k-vector, are kept in the RAM for their repeated use in the subsequent evaluation phase. This is the default, and usually the most convenient, option. However, the possibility of saving these data in a file, called ENP5KE_data.ppz, is also offered by choosing \( \text{lookup} = 1 \). If this file has already been generated previously, it can be loaded into RAM memory with the option \( \text{lookup} = 2 \), skipping the computations of the setup phase. This option may be convenient for very fast memory devices, such as solid state devices (SSD), or for architectures with faster data buses.

Once \( S \) has been initialized as shown above, it can be called repeatedly with the instruction

\[ S(M) \]

where \( M \) is a set (array) of \( N \) values of the mean anomaly for which the solution \( E \) of KE is requested. The values of the array \( S(M) \) will then be the ENP5KE interpolations of the solution in the points \( M \).

Appendix A.2.1: Function ENP5KE_mstep

cdef int ENP5KE_mstep(const double ec, const double h0, double[:,] Egrid) nogil:
cdef int igrid = 0
cdef double Ei = 0.
while (Ei < 3.1415926535897932385):
    Egrid[igrid] = Ei
    Ei = Ei + h0*sqrt(1.-ec*cos(Ei))
    igrid += 1
Egrid[igrid] = 3.1415926535897932385
return igrid

Appendix A.2.2: Function ENP5KE_coef

cdef void ENP5KE_coef(const double ec, const double[:,] Egrid, const int n, int[:,] kv, double[:, :,] c, const double tol, const double ec, const double[:,] M, double[:,] Eout) nogil:
cdef int jx, i

cdef double delM, delM2, delM3, Mj, Mjr, flip, left, right, mid
cdef double al = tol/1.e7

cdef double be = tol/0.3
for j in prange(Nout): # prange for parallel
    Ej = Egrid[jx]
cj = cos(Ej)
sj = sin(Ej)
cj2 = cj*cj
cj3 = cj2*cj
cj4 = cj2*cj2
dj = 1./(1-ec*cj)
dj2 = dj*dj
dj4 = dj2*dj
dej = sj*dj
dej2 = dej*dej
dej3 = dej2*dej
dej4 = dej2*dej4
Mgrid[jx] = Ej - ec*sj
coef[0,jx] = Ej
coef[1,jx] = dj
coef[2,jx] = -0.5*ec*dej
coef[3,jx] = -ec*cj*dj/6. + 0.5*ec2*dej2
coef[4,jx] = (ec*dej + 10.*ec2*cj*dej*ej - 15.*ec3*dej3)/24.
coef[5,jx] = (ec*cj*dj + 10.*ec2*cj2*dj2 - 15.*ec2*dej2 - 105.*ec3*cj*ej*dej2 + 105.*ec4*dej4)/120.
jy = <int>(Mgrid[jx]*n/3.1415926535897932385) + 1
if jy > 0 and jy < n:
kv[jy] += 1
Mgrid[n] = 3.1415926535897932385
kvj = 0
kv[0] = 0
kv[n] = n + 1
for jx in range(1, n):
    kvj = kvj + kv[jx]
kv[jx] = kvj

Appendix A.2.3: Function ENP5KE_evaluate

cdef void ENP5KE_evaluate(const int Nout, const int n, const int[:,] kv, const double[:,] Mgrid, const double[:, :,] c, const double tol, const double ec, const double[:,] M, double[:,] Eout) nogil:
cdef int j, i

cdef double delM, delM2, delM3, Mj, Mjr, flip, left, right, mid

cdef double al = tol/1.e7

cdef double be = tol/0.3
for j in prange(Nout): # range for sequential
    Mj = M[j]
    if Mj > 3.1415926535897932385:
        Mjr = 6.2831853071795864779 - Mjr
        flip = 1.
    else:
        flip = -1.
    i = find_interval(Mgrid[0], kv[0], n, Mjr, 0, n)
    if (ec > 0.99 and Mjr < 0.0045):
        left = c[0,i]
        right = c[0,i+1]
        mid = 0.5*(left + right)
        while (right - left > (al + be*mid)):
            if (mid - ec*sin(mid) - Mjr) > 0.:
                right = mid
            else:
                left = mid
            mid = 0.5*(left + right)
            i = find_interval(Mgrid[0], kv[0], n, Mjr, 0, n)
else:
    left = mid
    mid = 0.5*(left + right)
Eout[j] = Mj + flip*(Mjr - mid)
else:
    delM = c[1,i]*(Mjr - Mgrid[i])
    delM2 = delM*delM
    delM3 = delM*delM2
    Eout[j] = Mj + flip*(Mjr - (c[0,i] + delM + c[2,i]*delM2 + c[3,i]*delM3 + c[4,i]*delM2*delM2 + c[5,i]*delM3*delM2))

As discussed in Sect. 3.2, the ENP5KE_evaluate routine is so fast, that even one simple control sequence implying precomputed values has an appreciable effect on the execution time. Therefore, in the case \( e \leq 0.99 \), the user may replace the bottom part, starting from the line “if \( ec > 0.99 \) and Mjr < 0.0045” : ” to the end, with just

\[
\text{delM} = c[1,i]*(Mjr - Mgrid[i])
\]
\[
\text{delM2} = \text{delM} \times \text{delM}
\]
\[
\text{delM3} = \text{delM2} \times \text{delM2}
\]
\[
\text{Eout}[j] = Mj + \text{flip} \times (Mjr - (c[0,i] + \text{delM} + c[2,i] \times \text{delM2} + c[3,i] \times \text{delM3} + c[4,i] \times \text{delM2} \times \text{delM2} + c[5,i] \times \text{delM3} \times \text{delM2}))
\]

Appendix A.2.4: Function find_interval

```c

cdef int find_interval(const double *x, const int *kv, const int ny, double xval, int left, int right) nogil:
cdef int i1, q, mid
i1 = left + <int>(xval*ny/3.1415926535897932385)
q = kv[i1] - 1
if q > left:
    left = q
q = kv[i1+1] + 1
if q < right:
    right = q
if x[left + 1] > xval:
    return left
right = q
while left < right - 1:
    if x[mid] > xval:
        q = mid
    else:
        left = mid
return left
```

Appendix A.2.5: Wrapper class ENPSKE

```c

cdef class ENPSKE:
cdef numpy.float64_t[:] M, Eout
cdef int n
cdef int[:] kv
cdef double[:] Mgrid
cdef double[:: : ] coef
cdef double tol, ec
def __init__(_,self, const double ec, const double
tol = 3.e-15, const int lookup = 0):
cdef double[:] Egrid
cdef double h0, oneme

self.ec = ec
self.tol = tol
if lookup == 2:
    npzptr = numpy.load("ENPSKE_data.npz")
    self.kv = npzptr["arr_0"]
    self.Mgrid = npzptr["arr_1"]
    self.coef = npzptr["arr_2"]
    self.n = self.kv.shape[0]
else:
    oneme = 1. - self.ec
    h0 = self.tol**0.16666666666666667
    h0 = (0.86 + 1.1*oneme + 1.5*oneme*oneme)*h0
    self.n = lrint((3.142 - 0.708*log(oneme))/h0) + 2
    Egrid = numpy.zeros((self.n+1), dtype=numpy.int32)
    self.coef = numpy.zeros((6,self.n))
    self.Mgrid = numpy.empty((self.n+1))
    ENPSKE_coef(self.ec, Egrid, self.n, self.coef)
    if lookup == 1:
        numpy.savez("ENPSKE_data.npz",
        self.kv, self.Mgrid, self.coef)
def __call__(self, M):
cdef int Nout = M.shape[0]
Eout = numpy.empty(Nout)
ENP5KE_evaluate(Nout, self.n, self.kv,
self.Mgrid, self.coef, self.tol, self.ec,
M, Eout)
    return Eout
```

Appendix A.3: Routines for the ENMAKE method

The ENRKE routines given in Appendix A.1 can be modified to enhance Markley’s solver as discussed in Section 4. The ENMAKE_evaluate function is listed below.

```c

cdef void ENMAKE_evaluate(const int Nout,
const double tol,
const double ec, const double[:] M,
double[:] Eout) nogil:
cdef double delta, Eapp, Mjr, Mj, flip, f, fp,
  fpp, fppp, f2fppp, alpha, d, q,
r, w, M2, q2, delta2
cdef int j
for j in prange(Nout): # range for sequential
    Mj = M[j]
    Mjr = Mj%6.2831853071795864779
    if Mjr > 3.1415926535897932385:
        Mjr = 6.2831853071795864779 - Mjr
        flip = 1.
    else:
        flip = -1.
        if (ec > 0.99 and Mjr < 0.0045):
            fp = 2.7*Mjr
            fpp = 0.301
            f = 0.154
        while (fpp - fp > (al + be*f)):
            if (f - ec*sin(f) - Mjr) > 0.:
                fpp = f
            else:
                fp = f
```
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\[ f = 0.5^*(fp + fpp) \]
\[ Eout[j] = Mj + \text{flip}^*(Mjr - f) \]
\[ \text{else:} \]
\[ \text{alpha} = (29.608813203628074 + 5.026548245743669^*(3.1415926535897932385 - Mjr)/(1. + ec))/3.869644010859358 \]
\[ d = 3.*(-1.-ec) + \text{alpha}^*ec \]
\[ M2 = Mjr^2*Mjr \]
\[ q = 2.*\text{alpha}^*d^*(1.-ec) - M2 \]
\[ q2 = q^*q \]
\[ r = 3.*\text{alpha}^*d^*(d^-1.-ec)^2*Mjr + M2*Mjr \]
\[ w = (\text{fabs}(r) + \text{sqrt}(q2^*q + r^*r))^0.6666666666666667 \]
\[ Eapp = (Mjr + 2.*r*w/(w^*w + w^*q + q2))/d \]
\[ fpp = ec^*cos(Eapp) \]
\[ fppp = ec^*cos(Eapp) \]
\[ \text{fp} = 1.-fppp \]
\[ f = Eapp - fpp - Mjr \]
\[ \text{delta} = -f/(fp - 0.5^*f^*fpp/fp) \]
\[ \text{delta} = -f/(fp + 0.5^*\text{delta}^*fpp + \delta^*\text{delta}^*\text{fpp}/6.) \]
\[ \text{delta2} = \text{delta}^*\text{delta} \]
\[ \text{delta} = -f/(fp + 0.5^*\text{delta}^*fpp + \delta^*\text{delta}^*\text{fpp}/6. - \delta^*\text{delta}^*\text{fpp}/24.) \]
\[ \text{Eapp} = \text{Eapp} + \text{delta} \]
\[ \text{Eout}[j] = Mpj + \text{flip}^*(Mjr - \text{Eapp}) \]

The wrapper class given for the ENRKE in Appendix A.1.2 can also be used for the ENMAKE method, uncommenting the call to \text{ENMAKE\_evaluate}.

**Appendix B: Description of Cython Code and Routines**

The motivation for using a high-level, interpreted object oriented language such as Python for numerical computation tasks is diverse. Examples include the following principal characteristics: lack of strong typing and type-checking, reduced syntax for rapid prototyping, lack of explicit pointers and explicit dynamic memory management, and easy inclusion and interoperability of a large collection of libraries. The cost, however, of directly using interpreted languages such as Python is performance. In recent years, several viable solutions have matured that allow critical sections or entire Python codes to be run with performance comparable (or better than) programs written in pure C/C++ or Fortran. These solutions come in two classes: JIT, or "Just in Time" execution (candidates such as PyPY or Numba), or code translation for compilation (such as Cython, C-API or others).

Here, we employed Cython for obtaining exceptional performance that is equal or better than the performance that would be obtained in pure C/C++. The performance could be better since hand-crafted C/C++ would require considerable skill to take advantage of low-level vectorization routines.

Below, we present the Cython implementations of the algorithms described in the text and in Appendix A. These routines contain the option of utilizing parallel execution for multicore CPUs. Informally, the Cython routines are essentially Python, but with directives, explicit variable typing, and typing of function calls. With these modifications, a library routine is used for translating the Cython code into a pure C programming code that is subsequently compiled. Once compiled, these routines provide high performance, optimized C codes that can be imported into Python scripts, used interactively, or used within an interactive Python notebook.

It should be mentioned that the C code that has been converted from the Cython code (in a processes often referred to as "cythonize"), consists of C-API directives. That is, every function that appears in the Python language has its C-equivalent. The cythonize operation converts cython codes into C code with calls to these C-API functions.

**Appendix B.1: Compiling Cython: setup**

The step needed to convert the Cython code into C and build an executable by linking to the required libraries is handled in the setup.py file. Namely, both the distutils and the Cython packages are needed for importing the explicit functions:

```python
from distutils.core import setup
from distutils.extension import Extension
from Cython.Distutils import build_ext
from distutils.core import setup
from distutils.extension import Extension

setup(
    name = "Kepler\_solver",
    cmdclass = {"build\_ext": build\_ext},
    extra_link_args = ["-fopenmp"]
)
```

For compiling our code, the standard math library is used (specified by \text{m}, to signify that \text{l1bm} will be used. Next, we specify several optimization arguments for gcc, including the \text{march=native}, \text{-msse2}, \text{-fopenmp}. Finally, we include the OpenMP parallelization option for Cython using the Numerical optimization \verb|"-fopenmp"|. 

**Appendix B.2: Makefile**

The setup.py can be invoked on the command line. We often use a simple Makefile for version control and ease of use. A minimal Makefile is given here (include the following in a file called Makefile):

```bash
all:
    python setup.py build_ext -if debug:
    python3\-dbg setup.py build_ext --inplace clean:
        -rm -rf build *.c *.so
```
Therefore, to compile the Cython code, the user only needs to execute:

```
make
```
on the command line, so that without tag arguments, the all block will be executed. This will create a shared object in the directory that can be imported into a python script.

Some details of the Cython syntax are worth commenting. The following listing shows the imports that we used in our routines.

```python
import numpy
cimport numpy
cimport cython
cimport libc.math
from libc.math cimport sin, cos, sqrt, lrint, fabs, log
from cython.parallel cimport prange
```

### Appendix B.3: Decorators

Because Cython is not typed and memory management is not explicitly handled by the user, some standard checks are incorporated into Python that add extra overhead. With respect to arrays, two checks are made for all array operations: bound checking and wraparound checks. The bound checking determines if an index is out of allocated memory assignment, while the wraparound deals with the fact that python arrays conceptually exist on a circle, and therefore can be accessed with negative indices, effectively wrapping around from the index $i = 0$ to $i = n$. Since such wraparound checks are unnecessary in C, and memory allocation errors are captured by memory management, these Python checks can be disabled. If invoked with a decorator functions before a function call, all the code within the function is subject to the condition specified.

Below are the decorators that we use for our routines.

```python
@cython.wraparound(False)
@cython.boundscheck(False)
@cython.cdivision(True)
cdef type name(type variable,...) nogil:
```

If no other information and directives are included from a normal Python code to a Cython code, the translation to C is still possible. In fact, the resulting executable will be faster than the Python code. However, such conversions are not optimal, since the cythonize operation lacks specific information about variable and function return types. As a result, extra overhead code must be used to fix this at runtime. To mitigate this overhead and produce cleaner C code, explicit type information can and should be defined in Cython code.

In the following code, the `cdef` directive is required prefix followed by the explicit variable or function return type. Function arguments are also typed, but without the need for the `cdef` directive, since it is understood.

```python
cdef int ENP5KE_mstep(const double ec, const double h0,
    double[:] Egrid) nogil:
    cdef int igrid = 0
    cdef double Ei = 0.
```

There are two other features of the above code that greatly affect the performance of the Cython routines: memoryview and the use of `nogil`. Control of these two constructs is fundamental for obtaining the best performance.

Memory view is the internal representation of one and multi dimensional arrays. While other idioms for memory allocation, such as the C style stdlib’s `malloc`, can be used, we found that the memoryview idiom is the most efficient. We also try to avoid conversion between numpy and memoryview whenever possible.

In concurrent multithreading contexts (such as the Linux/Unix kernel and other modern operating systems), thread synchronization mechanisms that protect independent program execution, can produce significant performance overhead and latency. One protection mechanism often employed is mutex locks. A mutex lock will block all threads from executing a critical section except one, thereby rendering multithreaded code single threaded. Because deadlocks can occur between threads accessing the Python interpreter, a global mutex lock is used, called the GIL, or global interpreter lock. In this case, the locking mechanism permits only one thread to execute the Python interpreter bytecode at a time. For the typical use case, the performance overhead of the GIL can be acceptable. However, in cases as presented here, the highest performance is required. Since the Python code will be translated to C/C++ native code and compiled with thread-safe libraries for multicore execution, the GIL can be disabled for this translation. This is done with the Cython directive `nogil`. A196, page 19 of 19