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ABSTRACT

The Low-Frequency Array (LOFAR) Long-Baseline Calibrator Survey (LBCS) was conducted between 2014 and 2019 in order to obtain a set of suitable calibrators for the LOFAR array. In this paper, we present the complete survey, building on the preliminary analysis published in 2016 which covered approximately half the survey area. The final catalogue consists of 30,006 observations of 24,713 sources in the northern sky, selected for a combination of high low-frequency radio flux density and flat spectral index using existing surveys (WENSS, NVSS, VLSS, and MSSS). Approximately one calibrator per square degree, suitable for calibration of ≥200 km baselines is identified by the detection of compact flux density, for declinations north of 30° and away from the Galactic plane, with a considerably lower density south of this point due to relative difficulty in selecting flat-spectrum candidate sources in this area of the sky. The catalogue contains indicators of degree of correlated flux on baselines between the Dutch core and each of the international stations, involving a maximum baseline length of nearly 2000 km, for all of the observations. Use of the VLBA calibrator list, together with statistical arguments by comparison with flux densities from lower-resolution catalogues, allow us to establish a rough flux density scale for the LBCS observations, so that LBCS statistics can be used to estimate compact flux densities on scales between 300 mas and 2″, for sources observed in the survey. The survey is used to estimate the phase coherence time of the ionosphere for the LOFAR international baselines, with median phase coherence times of about 2 min varying by a few tens of percent between the shortest and longest baselines. The LBCS can be used to assess the structures of point sources in lower-resolution surveys (WENSS, NVSS, VLSS, and MSSS). Approximately one calibrator per square degree, suitable for calibration of ≥200 km baselines is identified by the detection of compact flux density, for declinations north of 30° and away from the Galactic plane, with a considerably lower density south of this point due to relative difficulty in selecting flat-spectrum candidate sources in this area of the sky. The catalogue contains indicators of degree of correlated flux on baselines between the Dutch core and each of the international stations, involving a maximum baseline length of nearly 2000 km, for all of the observations. Use of the VLBA calibrator list, together with statistical arguments by comparison with flux densities from lower-resolution catalogues, allow us to establish a rough flux density scale for the LBCS observations, so that LBCS statistics can be used to estimate compact flux densities on scales between 300 mas and 2″, for sources observed in the survey. The survey is used to estimate the phase coherence time of the ionosphere for the LOFAR international baselines, with median phase coherence times of about 2 min varying by a few tens of percent between the shortest and longest baselines. The LBCS can be used to assess the structures of point sources in lower-resolution surveys, with significant reductions in the degree of coherence in these sources on scales between 2″ and 300 mas. The LBCS survey sources show a greater incidence of compact flux density in quasars than in radio galaxies, consistent with unified schemes of radio evolution.

Key words. instrumentation: interferometers – techniques: interferometric – surveys – galaxies: active – radio lines: galaxies

1. Introduction

The Low-Frequency Array (LOFAR) Long Baseline Calibrator Survey (LBCS; Jackson et al. 2016) was carried out to find radio sources in the northern sky that can be used as calibrators for observations made using the longest baselines (up to ~2000 km) of the International LOFAR Telescope (van Haarlem et al. 2013). Calibrators are important to correct for the effects of frequency- and time-dependent phase corrugations on the visibility data of sources, which in the case of LOFAR are introduced mainly by the effects of the Earth’s ionosphere at low radio frequencies. Specifically, the ionosphere induces a time-variable phase and a delay that increases with decreasing frequency, and is generally modelled as a thin layer (Cohen & Röttgering 2009) in which the temporal and spatial variations of phase can be modelled and applied to the data (Intema et al. 2009) provided that the thin-layer approximation holds (Martin et al. 2016). In addition, the independent system clocks in the international stations induce a constant time delay per station. Since a constant time delay corresponds to a differing phase for different frequencies within the band, this results in an artificially induced gradient in the phase of the visibility in each baseline as a function of frequency. Calibrator sources should be bright enough to allow for the delay,
phase, and rate variation with time to be determined. The calibrators need to be close enough in the sky to the target such that the calibrator and the target are susceptible to the same propagation effects. Ideally, they should have known structure, but must have enough structure that is coherent on all baselines to allow a good model to be determined by self-calibration. Paper I of this series (Morabito et al. 2022) discusses in greater detail the use of the data reduction pipeline, which uses sources from the LBCS survey to calibrate LOFAR long-baseline observations.

Interferometric observations are not the only way of detecting compact structure at low frequencies. It is also possible to use observations of interplanetary scintillation (IPS), which are being carried out by the Murchison Widefield Array (MWA) in the southern hemisphere at 162 MHz (Morgan et al. 2018, 2019; Chhetri et al. 2018b,a; Sadler et al. 2019), and by the Pushchino telescope in the north at 111 MHz (Tyul’bashev et al. 2019, 2020). The critical scale for sources to scintillate at these frequencies is ~0.3″, well matched to the resolution of interferometric observations with International LOFAR.

LOFAR consists of 40 Dutch stations, 24 of which are ‘core’ stations located within ~4 km of the centre of the array in Exloo, Netherlands. There are also 13 international LOFAR stations: 6 in Germany (Effelsberg, Unterweilenbach, Tautenburg, Potsdam-Bornim, Norderstedt, and Jülich), 3 in Poland (Borowiec, Baldy, and Lazy) and 1 each in France, UK, Ireland, and Sweden (Nancay, Chilbolton, Birr, and Onsala, respectively). A LOFAR station in Irbene, Latvia, is operational and one in Medicina, Italy, is being planned at the time of writing, although they did not take part in the LBCS observations. Figure 1 shows the distribution of the LOFAR baseline lengths between the international stations. At 140 MHz a baseline of 1300 km corresponds to a resolution of 0.3″, so international LOFAR is capable of routinely delivering resolving power of this order, well matched to instruments such as the VLA and e-MERLIN at gigahertz (GHz) frequencies. As a dedicated instrument with a wide field of view, it can deliver sensitivities comparable to low-frequency VLBI (Lenc et al. 2008), but with much greater survey speed and available observing time.

A number of calibrator surveys have been carried out for GHz frequency radio interferometers, such as the JVAS survey (Patnaik et al. 1992) for the VLA and, for very compact sources, the VLBA calibrator list (Beasley et al. 2002) and Radio Fundamental Catalogue. However, none of these previous surveys can reliably identify suitable calibration sources for long-baseline imaging with LOFAR. Not all sources in densely populated arcsecond-resolution catalogues contain components smaller than a few tenths of an arcsecond, necessary to be detected on baselines to the outlying International LOFAR stations. On the other hand, catalogues of GHz VLBI sources are sparsely distributed (relative to the smaller isoplanatic patch size at LOFAR frequencies) and may contain sources with inverted radio spectra that are too faint at metre wavelengths (Cullingham et al. 2017).

As well as supplying assessments of suitability for array calibration, the LBCS survey also contains scientifically useful radio spectra that are too faint at metre wavelengths (Cullingham et al. 2017). Observations and data processing, present the final catalogue, describe the coherence measures in the catalogue, and give an updated guide to its use. In this section we also use the catalogue to derive some statistics about the ionospheric phase and delay coherence at 140 MHz frequencies. Finally, in Sect. 3, we derive some results about compact sources at 140 MHz, and we make detailed comparisons between LOFAR-interferometric and MWA IPS observations in a common field.

2. The final catalogue

We briefly review the survey selection, the full details of which are given in Jackson et al. (2016), before updating it to present the statistics of the final catalogue and some elementary results that can be derived from it.

![Figure 1. Lengths and u-v coverage of the baselines used in the LOFAR observations. Top: Distribution of LOFAR baseline lengths between international stations. Core and remote LOFAR stations have baselines up to 100 km, so a gap in the u – v coverage still exists between 100 and 200 km. The longest baseline, 1890 km between Birr (Ireland) and Baldy (Poland) will be exceeded soon with the advent of the station in Irbene (Latvia). Bottom: Snapshot u – v plane coverage for a source at 34° declination.](image)
2.1. Selection

An initial pilot project for LBCS (Moldón et al. 2015) covered about 100 square degrees. Subsequently, the vision for the main LBCS survey was to cover the entire northern sky. The candidate sources for the region above 30° N were selected using three surveys, namely the VLA Low-Frequency Sky Survey (VLSS) (Cohen et al. 2007; Lane et al. 2014) at 74 MHz; the Westerbork Sky Survey (WENSS) (Rengelink et al. 1997) at 325 MHz; and an early, pre-publication version of the LOFAR Multifrequency Snapshot Sky Survey (MSSS) (Heald et al. 2015) at 120–160 MHz. The TGSS ADR (Intema et al. 2017) and, at declinations < 30°, the GLEAM survey, carried out at the Murchison Widefield Array (Hurley-Walker et al. 2017) were not available at the time of selection; the selection was also fixed before the publication of the VLSSr catalogue (Lane et al. 2014) which corrected VLSS fluxes by typically 10–20% based on an improved primary beam correction. Building on the observation of Moldón et al. (2015) that the detection probability of a source increases with increasing flux density, and with flattening of the low-frequency spectral index, a goodness statistic $g$ was defined with the form

$$g = 2.0 + \log_{10} S + 2.0\alpha > 0.0955,$$

where $S$ is the WENSS flux density in Jy, and $\alpha$ is the low-frequency spectral index, defined by $S \propto \nu^{\alpha}$. Ideally, all sources with a value of $g$ greater than some threshold should be observed. However, the r.m.s. noise level of VLSS is about 100 mJy, which is too high to be certain that all potentially compact sources detectable with LOFAR would be selected for observation. Therefore, an early draft of the MSSS catalogue at 150 MHz was also used for selection. Subsequently, the final MSSS catalogue became available. However, by that stage the observing had already begun, and the observation schedule, which contains observations of many sources at once in particular patches of sky, was fixed.

In the part of the sky north of 30°N, within the footprint of the WENSS 325 MHz catalogue, sources were selected with $g > 0.0955$. A total of 13 070 sources were selected using the spectral index between 74 MHz and 325 MHz using VLSS and WENSS; 919 additional sources that met the criterion were not selected in this way, leading to a total observing list of 24 794 sources and the stations present for the majority of each observation.

Notes. Stations are numbered from 1=DE601 (Effelsberg) to 13=IE613 (Birr).

<table>
<thead>
<tr>
<th>Observation date</th>
<th>Stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014-12-18</td>
<td>1–3, 5–7</td>
</tr>
<tr>
<td>2015-03-05</td>
<td>1–9</td>
</tr>
<tr>
<td>2015-03-18-19</td>
<td>6999</td>
</tr>
<tr>
<td>2015-07-29-30</td>
<td>5791</td>
</tr>
<tr>
<td>2015-11-09</td>
<td>1224</td>
</tr>
<tr>
<td>2015-12-10</td>
<td>1442</td>
</tr>
<tr>
<td>2016-03-08-09</td>
<td>510</td>
</tr>
<tr>
<td>2016-04-07</td>
<td>1145</td>
</tr>
<tr>
<td>2016-04-25-29</td>
<td>2717</td>
</tr>
<tr>
<td>2016-05-26</td>
<td>523</td>
</tr>
<tr>
<td>2017-03-09</td>
<td>669</td>
</tr>
<tr>
<td>2017-04-19</td>
<td>715</td>
</tr>
<tr>
<td>2017-05-10</td>
<td>60</td>
</tr>
<tr>
<td>2017-10-05</td>
<td>1028</td>
</tr>
<tr>
<td>2017-10-31</td>
<td>89</td>
</tr>
<tr>
<td>2018-01-04</td>
<td>748</td>
</tr>
<tr>
<td>2018-09-21</td>
<td>197</td>
</tr>
<tr>
<td>2018-10-19</td>
<td>914</td>
</tr>
<tr>
<td>2018-11-08</td>
<td>557</td>
</tr>
<tr>
<td>2018-11-14-15</td>
<td>112</td>
</tr>
<tr>
<td>2019-05-17</td>
<td>382</td>
</tr>
<tr>
<td>2019-05-20</td>
<td>604</td>
</tr>
<tr>
<td>2019-05-26-27</td>
<td>451</td>
</tr>
<tr>
<td>2019-06-08</td>
<td>182</td>
</tr>
<tr>
<td>2019-06-14</td>
<td>192</td>
</tr>
<tr>
<td>2019-06-21</td>
<td>29</td>
</tr>
<tr>
<td>2019-07-15</td>
<td>168</td>
</tr>
<tr>
<td>2019-08-15-16</td>
<td>53</td>
</tr>
<tr>
<td>2019-10-05</td>
<td>34</td>
</tr>
<tr>
<td>2019-11-18-19</td>
<td>794</td>
</tr>
</tbody>
</table>

2 The final datasets contain the remote stations RS208, RS210, RS310, RS407, RS409, RS508, and RS509.

2.2. Observations and data processing

The observing procedure, as well as the pipeline for the data processing, is described in more detail in Jackson et al. (2016), so we summarise it briefly here before describing the updates to the process. The multi-beaming capabilities of LOFAR were used to observe 30 sources at once using the High-Band Array (HBA) in the DUAL-INNER mode, giving a primary beam FWHM of 3.96° at 144 MHz. Each observation lasted 3 min with a 3 MHz bandwidth beginning at 140.16 MHz per source beam, divided into 64 channels. The core stations were phased up within the dataset after the observations, using calibrator observations, into a superstation (ST001), and into a second superstation (ST002) using only the central six stations. Observations were conducted beginning in 2014 December and ending in 2019. The observation log is summarised in Table 1.

Considerable effort was made to observe at uniformly high elevation above the horizon, due to LOFAR’s reduced sensitivity at lower elevations. 82% of the observations were made at elevations of ≥60°, 3% of observations were made at elevations ≤40° (mainly the most southerly sources) and no observations were made below 34°.

As in the preliminary observations, data were converted to FITS format (Wells et al. 1981), and all baselines to core stations (within about 4 km from the centre of the array) and the nearer remote stations were removed from the dataset. The final averaged data product consisted of $64 \times 48.9$ kHz channels in

$$\nu S.$$
the frequency direction, and $90 \times 2 \text{ s}$ time steps, for each baseline. Global fringe fitting was performed in AIPS (Greisen 2003)$^3$ and implemented using the PARSELTONGUE Python interface (Kettenis et al. 2006). The pipeline used standard settings of a 500 ns delay window and 5 mHz rate window (Jackson et al. 2016) and a 6 s solution interval for the phases in the fringe fit. The scatter in the delay and phase solutions were then used to assess the strength of compact structure in the source; a strong compact source that gives a correlated signal on a particular baseline will give little scatter, whereas a weak signal gives essentially random noise in the signal. The scatter on each station’s solutions was used to give designations of ‘P’ (clear detection of correlated flux indicative of compact structure), ‘S’ (some relatively low signal-to-noise detection of correlated flux), and ‘X’ (little or no correlated flux) for correlated signal strength, as described in Fig. 2 of Jackson et al. (2016).

For the full dataset, the previously described procedure was modified slightly. It was found that the quality of the solution could be noticeably affected by the data weights applied to the data prior to fringe fitting. Statistically, the weight should be proportional to $\sigma^{-2}$, where $\sigma$ is the r.m.s. error. However, this rarely gives the best solution since it effectively downweights lower signal-to-noise baselines at the cost of decreasing the number of stations making effective contributions to the solution. Two other weighting schemes were used instead, a $\sigma^{-1}$ weighting and a weighting independent of $\sigma$; both weightings were applied in the fringe fit and the result that was used corresponded to that which gave the lowest scatter in the fit.

Fringe rate-and-delay maps were also produced for the full dataset, by performing a Fourier transform on a dynamic spectrum plot (as a function of frequency and time) of the complex visibility amplitude for each baseline to ST001, and then correcting the resulting geometric distortion using the correction matrix discussed in Jackson et al. (2016). A bright source with strong correlated signal gives a bright point at the centre of the resulting image, and other sources in the field appear in this image; the field of view of the image is larger for shorter baselines. This procedure allows us to define a signal strength parameter rather more directly than the scatter in the phase and delay solutions, and the use of the central region of the fringe rate-and-delay map guarantees that the signal comes from the source under investigation. This statistic, $S$, is defined as the sum of the six brightest pixels in the central $10 \times 10$ area of the Fourier transform of the dynamic visibility plot, divided by the overall r.m.s. and multiplied by 4.4. The scaling is shown in Sect. 2.6 to be such that $S$ is close to a flux scale in mJansky for the compact structure. In general, $S$ correlates well with the P, S, or X designation, but is rather more directly related to the data. However, because of its definition in terms of the brightest pixels in the fringe rate-and-delay map, the statistic saturates at low fluxes; non-detections and very weak detections have 100 $\lesssim S \lesssim 150$.

2.3. Information in the catalogue

The information in the results catalogue allows users to perform cone searches to find signal-to-noise data. These data products are available using a cone search$^4$. The repository also contains other metadata, which allows judgements to be made about the suitability of observed sources as phase calibrators. This information is used when selecting the best in-field calibrator as described in Morabito et al. (2022). The first five columns give basic data: the index name (‘L’ followed by a six-digit number) corresponding to the number in the observing catalogue, the right ascension and declination (taken from the WENSS catalogue), and the date and time of the observation.

The sixth column, as in the preliminary catalogue, is a string of 13 characters, each representing the correlated flux determined from the global fringe fit on each antenna. The characters in the string are given in order of telescope name, the first being DE601 (Effelsberg) and the last being IE613 (Birr). The seventh column provides an additional quality flag based on the data itself: ‘O’ for a good observation; ‘A’ for an observation with out-of-range amplitudes, defined as high points above 15 times the median amplitude; ‘M’ and ‘X’ for failed observations with very few channels and time steps, respectively; and ‘Z’ for a dataset with more than half of the data flagged as bad. The eighth column, in the same format as the sixth, presents the FT signal-to-noise statistic $S$ in the form of numbers from 0 to 9 for each station. Each number $n_S$ is a code related to the signal-to-noise statistic $S$ by $\lfloor n_S - 132 \rfloor / 26.4$, with values below $S = 132$ represented as 0 and above $S = 370$ represented as 9. The ninth column, as in Jackson et al. (2016) is a quality flag based on the proportion of detected sources in the 30-source observation. This statistic should be used with caution, as it is likely to be systematically lower in areas of the sky where selection is less efficient.

A consolidated catalogue is also available as a raw-text data product, in which duplicate observations have been combined together; the first 12 lines of this catalogue are given in Table 2. In this catalogue the highest signal-to-noise number and the best scatter within the duplicated observations are used for the assessment of each station. Duplicated observations also allow us to assess the reproducibility of the catalogue (Fig. 2). In this figure, we show the difference in the FT signal-to-noise statistic as a cumulative fraction against the difference in the statistic between different observations. For most stations over 80% of measurements are consistent within a difference of 1 in the statistic; the exception is IE613, which was included in relatively few observations.

Other data products have been described in Jackson et al. (2016) and have the same format. In summary, these comprise the fringe rate-and-delay map; the png file with the dynamic phase map, its Fourier transform, and the fringe solutions; and the pickle file containing a summary of all the numerical data derived from the observation$^5$.

Although experience is still being accumulated, calibrators with P status for any baseline have always yielded good solutions in test fields, and calibrators without P status but with a reasonable ($n_S > 3$) signal-to-noise statistic have usually given good results.

2.4. Calibrator density

The ideal density of suitable sources in a calibrator survey is at least one per isoplanatic patch, across which the ionospheric phase and delay effects are approximately constant. Experience with long-baseline calibration in moderate to good ionospheric conditions using the main LOFAR international-baseline test

4 http://www.lofar-surveys.org/lbcs.html.
5 These data products are also available using a cone search at http://www.lofar-surveys.org/lbcs.html. The pickle file can be read using the Python/numpy routine numpy.load, using encoding='latin1', allow_pickle=True. The parameter $S$ can be obtained for each antenna from the array with the key ‘ftsn’ by multiplying by 4.4.
### Table 2. First 12 lines of the catalogue.

| L326144 | 00:00:00.99 | 68:10:03.0 | 2015-03-19 11:39:55 | XXX-XXXXX– | O | 000-00000– | 43 | 0.004125 | 68.167500 |
| L450116 | 00:00:08.95 | 75:40:14.1 | 2016-04-07 11:26:12 | XSSXPXFP– | O | 077194869– | 46 | 0.037292 | 75.670583 |
| L398791 | 00:00:37.59 | 26:12:14.9 | 2015-07-30 02:26:52 | XXXXXXXX– | X | 060000000– | 6 | 0.156625 | 26.204139 |
| L269677 | 00:00:41.62 | 39:18:03.5 | 2015-03-05 12:38:02 | XXXXXXXX– | O | 310220025– | 56 | 0.173417 | 39.007927 |
| L269693 | 00:00:42.39 | 35:57:41.6 | 2015-03-05 12:38:02 | XXPPPPXXP– | A | 959595275– | 56 | 0.176625 | 35.961556 |
| L410226 | 00:00:46.92 | 11:14:29.0 | 2015-11-09 19:30:06 | XXXXXXXX– | O | 969099999– | 39 | 0.1955 | 11.241389 |
| L397819 | 00:00:49.47 | 32:55:47.7 | 2015-07-30 02:51:00 | SSPPSSXPX– | O | 959829591– | 41 | 0.206125 | 32.929917 |
| L269321 | 00:00:53.12 | 40:54:01.5 | 2015-03-05 12:26:02 | PPPPPPPPP– | O | 999999999– | 70 | 0.221333 | 41.824778 |
| L269649 | 00:00:54.52 | 38:02:45.0 | 2015-03-05 12:38:02 | PXPXPXXXP– | A | 915190108– | 56 | 0.227167 | 38.045833 |
| L269313 | 00:01:01.52 | 41:49:29.2 | 2015-03-05 12:26:02 | PPPPPPPPP– | O | 999996999– | 70 | 0.256333 | 41.824778 |
| L410220 | 00:01:02.32 | 10:35:49.6 | 2015-11-09 19:30:06 | XXXXXXXX– | O | 009900009– | 30 | 0.259667 | 10.597111 |

### Notes.

The columns are, in order [1] the LBCS name derived from the observing system ID of the source observation; [2] the right ascension (J2000); [3] the declination (J2000); [4] the observing date; [5] the observing time; [6] a string of letters for each telescope in numerical order from DE601/Effelsberg to IE613/Birr, where P indicates strong correlated flux as measured by the delay and phase solutions to that antenna, S marginal correlated flux, X little or no correlated flux, and a hyphen that the telescope did not participate in the observations; [7] the quality flags, where O is a good observation, A an observation with anomalous amplitudes (but for which the flux indicators should still be reliable), M a failed observation with few channels, X a failed observation with few time steps, and Z an observation with more than half the data flagged; [8] the $n_S$ statistic for each station, based on signal-to-noise (see text); [9] a quality flag based on the group of observations of which the source is a part (see Jackson et al. 2016); and [10,11] the right ascension and declination in decimal form.
structure to the stations being calibrated. Sometimes, particularly at more southern declinations, the nearest compact source in the observing list is some distance from the target, and in this case it may be useful to look at the fringe rate-and-delay map of nearby sources, which is also available as a data product, to determine whether other nearby sources have compact flux density, and thus appear on the map.

2.5. Ionospheric coherence times as a function of baseline

We repeat the analysis of ionospheric coherence times as a function of baseline length carried out by Jackson et al. (2016), but now with the full dataset. The coherence time is again calculated using the phase solutions from the global fringe fit, to which a linear fit is applied. The coherence time is defined as the time needed for a phase slope of this gradient to reach one radian. The core superstation ST001 is used as the reference, and a cumulative fraction of baseline length carried out by Jackson et al. (2016), but we use the same data.

For all stations the coherence time for a 50% chance of coherence, with respect to ST001, is between 100 and 150 s. Stations closer to the core generally have longer coherence times, although the difference is not large.

Cohen & Röttgering (2009) investigated the differential atmospheric refraction between pairs of sources at different separations. They found that the position shifts arising from differential refraction, although generally increasing, only increased slowly for separations >8′, corresponding to about 50 km in horizontal distance between cut points of the lines of sight in the ionosphere, at the 450 km height of the ionosphere. Figure 5 gives a measure of correlation between ionospheric phase fluctuations at cut points more widely separated. Because the separation of these points is approximately equal to the baseline lengths for a single source, it implies that some level of correlation is present between cut points separated by 250 km that is not present at 1000 km separation, and that hence the ionosphere retains some correlated phase behaviour on scales of a few hundred kilometres.

2.6. LBCS flux density calibration

Although the LBCS survey does not have good a priori flux calibration, we can estimate the flux density scale of LBCS by reference to known sources. Because catalogued sources typically have low-frequency flux densities measured using low-resolution surveys (typically between 20′ and 1′ resolution) we cannot use published fluxes directly for any source. Instead, we use sources that appear in the VLBA calibrator list (Beasley et al. 2002; Petrov et al. 2005, 2006), and are therefore likely to have all flux concentrated in a compact region. For these sources we can use flux densities in low-resolution catalogues to infer the flux density that will be seen in LBCS. In principle, noise will be added due to variability between the epoch of the catalogue and those of the LBCS observations, which is typically up to a few tens of percent at low radio frequencies (e.g. Fanti et al. 1983).

Figure 6 shows the results of this exercise. For each source within the footprint of both the FIRST (Becker et al. 1995) and WENSS surveys, we calculate its inferred 140 MHz flux density using an extrapolation from the combination of the FIRST and WENSS flux densities. We then take the median flux density calculated, in each bin of sources with a given $n_s$, and hence a given range of signal-to-noise statistic $S$, in two cases: sources that are also VLBA calibrators, and all sources. We expect the numbers in the first category to be the same for all stations since point sources should give equal signal on all baselines. This is generally true, although the curves for the furthest stations (PL611 Baldy, PL612 Łazy and IE613 Birr) are very noisy because they came online relatively late in the LBCS observing period, and hence relatively few sources were observed using these stations. The trend is generally linear between 1 $\leq n_s < 9$, with $n_s = 1$ corresponding to 160 mJy, and $n_s = 9$ corresponding to >370 mJy of correlated flux (the jump at $n_s = 9$ is due to all sources >370 mJy being included in this bin). Since $n_s = 1$ corresponds to $S = 160$ and $n_s = 9$ corresponds to $S \geq 370$, this provides the basis for the approximate identification of $S$ with the correlated flux density, in mJy, on the compactness scale corresponding to the resolution of the baseline between ST001 and any station.

If we consider all LBCS sources (bottom panel of Fig. 6), the flux densities extrapolated from the FIRST and WENSS surveys

![Fig. 4. LBCS sources in a typical field (around the gravitational lens MG 1549+3047), with the decrease in density of sources below declination 30°. Red points are LBCS sources, the size indicating the fraction of stations to which significant signal is detected; green points are WENSS sources, with hue dependent on flux density.](image)

![Fig. 5. Coherence times for each station, plotted as a cumulative fractional frequency of coherence time. Stations are colour-coded according to their distance from the core station ST001.](image)
noise statistic

Fig. 6. Extrapolated 150 MHz flux densities vs the LBCS signal-to-noise statistic \( n_S \). Top: signal-to-noise bin \( n_S \) (with the adopted scaling of \( \leq 132 \) mJy for \( n_S = 0 \) to \( \geq 370 \) mJy for \( n_S = 9 \)) vs flux for LBCS sources in the VLBA calibrator list. Blue lines (for \( n_S < 9 \)) and points (\( n_S = 9 \)) represent stations close to the Exlloo core: DE601/Effelsberg, DE605/Jülich and DE609/Norderstedt; green for somewhat more distant stations: DE603/Tautenburg, DE604/Potsdam; yellow for more distant stations: DE602/Unterweilenbach, FR606/Nanc\’ay, SE608/Onsala, UK608/Chilbolton, PL610/Borowiec. The red lines represent the furthest stations (PL611/Lazy, PL612/Baldy, IE613/Birr) and are noisy due to the small number of observations. For these stations, the points for \( n_S = 9 \) (not shown) are above the top of the plot. Bottom: as above, but for all sources, not just those in the VLBA calibrator list. The black line is the level registered by observations of blank sky, for which the signal-to-noise statistic saturates.

are, unsurprisingly, greater for any value of the LBCS signal-to-noise statistic \( n_S \). This indicates that a large fraction of LBCS sources have a significant component of flux that is contributed by larger size scales than the 0.3 of the international baselines, and that the median contribution of larger-scale flux density is of the order of 30–50%.

We can also plot the LBCS flux density inferred by identifying \( S \) with flux density in mJy, against the extrapolated flux density from the FIRST and WENSS surveys directly. If the flux scale derived from Fig. 6 is correct, unresolved sources should have identical flux density on both of these estimations. The results are shown in Fig. 7. The line of equality in this plot is an upper limit to the LBCS flux density, since large-scale structure will be resolved out by LBCS. The form of these plots, with largely unresolved sources clustering close to the line of equality and a long tail of resolved sources to the right of the line, is as expected if the flux density scale is approximately correct.

Two things are apparent from Fig. 7. The first is that sources with compact flux density below 200 mJy will not be reliably detected by LBCS. The second is that the upper envelope of sources in this diagram lie slightly above the line of equality for the less distant stations (DE601/Effelsberg and DE605/Jülich). One interpretation of this is that the identification of \( S \) with flux density in mJy gives a slight overestimate of the actual flux density; the second interpretation is that the extrapolated flux density from FIRST and WENSS is a slight underestimate of the true flux density. The second is less likely as it would imply that unresolved sources steepen at lower frequencies; we actually might expect that the extrapolation gives an overestimate of the true flux density at 140 MHz since more flux density is likely to be resolved by FIRST than by WENSS.

2.7. Signal-to-noise reproducibility in the LoTSS survey

We investigated the signal-to-noise ratio of sources in the field of MG 1549+3047 using both LBCS data and data obtained separately as part of project LC9-012. The LBCS fluxes for each source are from a pointing in the direction of the source, and the LC9-012 fluxes are at one central pointing; therefore, the LBCS fluxes will not be affected by bandwidth and integration time smearing, whereas the LC9-012 fluxes will be, allowing estimates of the amplitude reduction by smearing as a function of distance from a pointing centre. There are six LBCS sources in this field, one in the centre and five others at distances of up to 2° from the field centre. Data processed using the LOFAR-VLBI pipeline (Morabito et al. 2022) were compared with the LBCS data by degrading the LBCS resolution by a factor of 4 in integration time and 2 in frequency to the 97 kHz per channel and 8 s integrations of the post-Split-Directions stage of the pipeline. The sensitivity of the pipelined data decreases by a factor of approximately 6 on a 250 km baseline when moving by about 1 degree from the field centre. This is attributed to a combination of bandwidth smearing, integration time smearing and primary beam effects, together with the field of view of ST001. We are therefore confident that the quality statistics in LBCS can be used to predict the expected quality of calibration for LBCS in standard observations, modulo ionospheric conditions.

3. Source statistics in the LBCS sample

3.1. Point sources from FIRST

The FIRST survey (Becker et al. 1995) is a survey of a large area of the northern sky carried out at an observing wavelength of 20 cm using the VLA in B-configuration, with a maximum baseline of 12 km and a consequent resolution of about 4–5 arcseconds. In the area of overlap with LBCS and WENSS, a sample of all sources unresolved by FIRST was selected, which therefore have an intrinsic size less than 5 arcseconds. In Fig. 8 are plotted the 140 MHz flux densities for these sources, extrapolated from the FIRST 1.4 GHz and WENSS 325 MHz flux densities, the latter corrected to the Scaife & Heald (2012) flux scale, against the FIRST-WENSS spectral index. This exercise illustrates both the bias in the LBCS selection, and the sensitivity limits of the LBCS survey. The selection by the \( g \) parameter favours objects with a high flux density and flatter spectral index. Within this selected region, we again find that the sources with a significant correlated flux are also predominantly bright and less steep-spectrum.
Fig. 7. Inferred flux from the LBCS survey measured by the signal-to-noise statistic $S$. This is plotted against inferred flux from power-law extrapolation between FIRST and WENSS flux densities for four different international stations. LBCS flux densities inferred in this way are unreliable below the lower saturation level of about 150 mJy. Above this level most LBCS flux densities are (unsurprisingly) lower than the corresponding flux densities from lower-resolution surveys.

Fig. 8. Flux density for LBCS sources coincident with an unresolved FIRST source and a WENSS source vs FIRST/WENSS spectral index. The light green crosses (in background) indicate the general population of WENSS/FIRST coincidences, dark green crosses represent those sources observed with LBCS and detected, and red crosses represent the sources observed with LBCS but not detected. The right panel contains only sources that are also VLBA calibrators. The sensitivity limit of the survey can be calibrated as before by using the VLBA calibrator list (Fig. 8, right panel). The sources coincident between the LBCS and the VLBA calibrator list are a representative sample of VLBA sources both in flux density and spectral index. Again we see that sources of 140 MHz implied flux density lower than ~200 mJy are undetected because they fall below the sensitivity limit of the survey, and not because they do not have a large enough percentage of their flux density on small angular scales. The majority of the sources above this limit, if they are not detected, have relatively steep spectral indices, as expected.

Figure 9 presents the same plot as Fig. 7, but for the unresolved FIRST sources. This figure makes it apparent that the majority of the FIRST-unresolved sources (i.e. <5″) preserve most of the flux density on 200 km baselines (to Effelsberg and Julich), corresponding to about 2″ resolution. At 300 mas resolution at least 50% of them have lost a significant proportion of their correlated flux density. This result suggests that the predominant population, even given the LBCS selection, consists of compact steep-spectrum (CSS) sources (O’Dea & Saikia 2021) rather than classical point sources with sizes limited by synchrotron self-absorption. It also suggests that careful studies of calibrator densities will need to be undertaken before extending low-frequency arrays such as LOFAR to still longer baselines.

3.2. Hotspots and 3CRR sources

The revised Third Cambridge Catalogue of Radio Sources (3CRR) (Laing et al. 1983) contains those extragalactic sources that have a 178 MHz flux density (KPW scale) ≥10 Jy, declination ≥10°, and Galactic latitude ≥10° or ≤−10°. They contain a mixture of large-scale lobe-dominated sources with structures of...
Fig. 9. As for Fig. 7, but for unresolved FIRST sources.

3.3. Quasars and radio galaxies

We can also use the information about compactness provided by LBCS to investigate differences in the strength of flux density in compact components separately for sources identified as quasars and those identified in radio galaxies. To this end, we take the sample of LBCS sources in the overlapping WENSS/FIRST footprint and compare the catalogue with the milliquas compilation (Flesch 2019); 19% of the sources are listed as quasars in this catalogue, the proportion of which decreases slightly with FIRST major axis size (Fig. 12).

The difference between quasars and radio galaxies has been a subject of debate for 30 yr, with at least some part of the answer probably due to orientation effects (Scheuer 1987; Peacock 1987; Barthel 1989). Radio-loud active galactic nuclei in general contain relativistically moving radio-emitting plasma in the centre, with emitted radiation having a flat spectrum, together with larger-scale jets and steep-spectrum lobe emission spread over kiloparsecs. If the jet axis is close to the line of sight to the observer, the core–jet regions become brighter due to Doppler boosting (Blandford & Rees 1978; Orr & Browne 1982), and the central regions, otherwise hidden by a dust–molecular torus, become visible. Since these central regions emit broad optical emission lines, the object is then classified as a quasar. For a given intrinsic radio power, quasars should then have brighter compact radio components than radio galaxies, as well as smaller linear size. Within the sample of quasars, flat-spectrum quasars, oriented close to the line of sight and dominated by the relativistically boosted core–jet emission, should have smaller projected linear sizes than steep-spectrum quasars, although at low frequencies we expect the emission to be dominated by the lobes for all but a small number of sources. Earlier LOFAR studies in the Bootes field (Morabito et al. 2017) yielded consistency with unified schemes in that linear sizes of radio galaxies exceeded those of quasars, contrary to earlier results (Singal 2014).

For LBCS we expect in general that sources identified as quasars should have higher fluxes in compact structure on the 300 mas scale. This turns out to be the case. We define a combined correlation statistic as the fraction of stations for which a
source is seen as P and plot this as a cumulative distribution for quasars and non-quasars (Fig. 13).

For a station close to the core (DE601/Effelsberg) we find a 55% fraction of quasars identified as P, with significant compact radio flux density, but a 40% fraction of non-quasars. For stations further from the core, we also obtain this difference, but a lower fraction overall (34% P for quasars and 24% for non-quasars). Quasars, however, are generally brighter overall because of a significant number of quasars with extrapolated 140 MHz flux density >2 Jy. If we exclude them the median flux for quasars and non-quasars is virtually equal, but the compact fraction is still different (50% and 37% respectively for quasars and non-quasars for DE601, and 30% and 22% for UK608/Chilbolton), so our results here are consistent with unification.

These results are also consistent with the findings of Deller & Middelberg (2014) in studies of FIRST sources at milliarcsecond resolution and higher frequency (1.4 GHz). Here, 30–35% of sources identified as quasar-like in the Sloan Digital Sky Survey were found to be very compact, with a lower fraction for non-quasars. This lower fraction for non-quasars was found to increase at low flux density levels, which are well below the ∼100 mJy limit of LBCS detections.

3.4. Comparison with MWA interplanetary scintillation observations

The Murchison Widefield Array (MWA; Tingay et al. 2013) is a low-frequency radio telescope located in the southern hemisphere in Western Australia at a latitude of 26.7° south. While it shares many design characteristics with LOFAR, 128 tiles are correlated individually, providing both a wide field of view and excellent UV coverage.

The maximum baseline length for MWA Phase II is only around 6km, and so the resolution of the interferometer is only ~1’. However, Morgan et al. (2018) have used it to conduct a survey of sources that show IPS which probes similar spatial scales to the LBCS. Most recently the Phase-II configuration (Wayth et al. 2018), which is a factor of two more sensitive for IPS observations (Beardsley et al. 2019), has been used to conduct an IPS survey at 160 MHz (Chhetri et al., in prep.).

For a detailed comparison of LBCS and the MWA IPS survey, we define a region 7 h < RA < 11 h, +6° < δ < +18 where both surveys have good data. Histograms of the mean of the S-statistic across all baselines are shown for all sources within this region in Fig. 14, separately for sources with and without an IPS counterpart. IPS confirms the presence of a compact source for almost all sources with S > 200 mJy, the limits of which are reliably detected by LBCS.

Interplanetary scintillation can provide information beyond detection versus non-detection. Chhetri et al. (2018b) defines the normalised scintillation index (NSI) as the ratio of the scintilating flux density to the mean flux density of the source (i.e. the source flux density at the interferometric resolution of the MWA normalised so that a point source would have a NSI of 1. A NSI of less than one therefore indicates that a source that has some structure on scales that lie between the critical scale for IPS (approximately 0.3") and the interferometric resolution of the MWA. The flux density of the source on IPS scales can...
be calculated by multiplying the NSI by the flux density of the source measured by the MWA at the relevant frequency when used as a standard interferometer. For this we use the GLEAM survey (Hurley-Walker et al. 2017).

The spatial scales that contribute to the NSI are shown in more detail in Fig. 15, which illustrates that they match those probed by LBCS very closely. Nonetheless, the measurements differ in some of the details. The LBCS makes spot measurements of the visibility amplitude at a small number of discrete points on the UV plane (see Fig. 1), whereas in weak scintillation the NSI is a weighted sum of the visibility amplitude squared, where the weighting depends on the location in the visibility plane. Following Eq. (3.2) in Narayan (1993), Fig. 15 plots the weight of annuli of equal area in the UV plane. This radial symmetry is valid under the assumption of isotropy in the turbulence responsible for the scintillation in the plane of
The scintillation index depends on the visibility amplitude squared. Therefore, we calculate an IPS compact flux density as

\[ S_{\text{IPS}} = \frac{\sum_{i=0}^{N_{\text{baseline}}} w_i S_i^2}{\sum_{i=0}^{N_{\text{baseline}}} w_i S_i}, \]  

where \( S_i \) is the signal strength statistic of the \( i \)th baseline described in Sect. 2.3. This can then be directly compared with the MWA NSI multiplied by the GLEAM flux density (Hurley-Walker et al. 2017) across the IPS observing band. This comparison is shown in Fig. 16, which shows excellent agreement for those sources in common, especially considering that LBCS is close to its southern extreme. We note that \( S \) appears to saturate at approximately 2 Jy.

4. Conclusion

The LOFAR Long-Baseline Calibrator Survey (LBCS) has now concluded. It covers the whole of the northern sky, and provides a calibrator network suitable for calibration of long-baseline observations with low-frequency telescopes. The calibrator density decreases at declinations below 30°N, due to relative difficulty in selecting flat-spectrum candidate sources in this area of the sky and to loss of sensitivity at lower elevations. Supplementary observations may be undertaken in the future, using low-frequency data at more southern declinations (e.g. Hurley-Walker et al. 2017) and the main LoTSS survey in the north, to fill in particular gaps in the coverage. The LBCS catalogue is publicly available, and can be used to choose suitable calibrators for any observation.

We used the source statistics to investigate the nature of the LBCS calibrators. For unresolved sources in FIRST, we find that more than 50 percent lose a significant portion of correlated flux density between scales of 2″ and 0″3, suggesting that they are CSS sources. Comparison with 3CRR sources shows that the largest sources are generally less detected by LBCS on the smallest scales. Those which are detected tend to have flat spectra, consistent with the dominant sources of flux density being concentrated on small scales in either core–jet or hotspot emission. Dividing all LBCS sources into quasars and non-quasars using the m111quas database, we find that quasars are generally more compact than non-quasars, which is consistent with orientation-based unification theory. Finally, comparison with MWA allows a study of interplanetary scintillation (IPS). There is a good agreement between the flux density on IPS scales \( \gtrsim 0″3 \) measured by LBCS and that calculated using data from the MWA IPS survey and GLEAM. Given this good agreement, it is very likely that IPS detections can be used to select candidate calibrators with very high reliability.

In the future, development of the LOFAR-VLBI pipeline will allow for automatic generation of standardised images for calibrated LBCS sources. We hope to add these community-generated images of LBCS calibrators to the publicly available database of information.
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