Multi-channel coronal hole detection with convolutional neural networks
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ABSTRACT

Context. A precise detection of the coronal hole boundary is of primary interest for a better understanding of the physics of coronal holes, their role in the solar cycle evolution, and space weather forecasting.

Aims. We develop a reliable, fully automatic method for the detection of coronal holes that provides consistent full-disk segmentation maps over the full solar cycle and can perform in real-time.

Methods. We use a convolutional neural network to identify the boundaries of coronal holes from the seven extreme ultraviolet (EUV) channels of the Atmospheric Imaging Assembly (AIA) and from the line-of-sight magnetograms provided by the Helioseismic and Magnetic Imager (HMI) on board the Solar Dynamics Observatory (SDO). For our primary model (Coronal Hole RecOgnition Neural Network Over multi-Spectral-data; CHRONNOS) we use a progressively growing network approach that allows for efficient training, provides detailed segmentation maps, and takes into account relations across the full solar disk.

Results. We provide a thorough evaluation for performance, reliability, and consistency by comparing the model results to an independent manually curated test set. Our model shows good agreement to the manual labels with an intersection-over-union (IoU) of 0.63. From the total of 261 coronal holes with an area $>1.5 \times 10^{10}$ km$^2$ identified during the time-period from November 2010 to December 2016, 98.1\% were correctly detected by our model. The evaluation over almost the full solar cycle no. 24 shows that our model provides reliable coronal hole detections independent of the level of solar activity. From a direct comparison over short timescales of days to weeks, we find that our model exceeds human performance in terms of consistency and reliability. In addition, we train our model to identify coronal holes from each channel separately and show that the neural network provides the best performance with the combined channel information, but that coronal hole segmentation maps can also be obtained from line-of-sight magnetograms alone.

Conclusions. The proposed neural network provides a reliable data set for the study of solar-cycle dependencies and coronal-hole parameters. Given the fast and robust coronal hole segmentation, the algorithm is also highly suitable for real-time space weather applications.
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1. Introduction

Coronal holes appear as large-scale dark regions in extreme ultraviolet (EUV) and soft X-ray (SXR) images of the upper solar atmosphere. They are built from a large number of small-scale magnetic funnels which are rooted in the solar photosphere, expand with height throughout the chromosphere and transition region, and eventually form the “holes” in the solar corona. Coronal holes are characterized by a reduced temperature and density as compared to the ambient corona, have a dominant magnetic polarity, meaning that most of the magnetic funnels have the same magnetic polarity, and further exhibit an “open” magnetic field topology, that is, the magnetic funnels close far into interplanetary space at distances of several astronomical units (e.g., review by Cranmer 2009). Solar plasma is accelerated radially away from the rotating Sun along these open magnetic field lines, forming high-speed solar wind streams which transcend the heliosphere with velocities of up to 800 km s$^{-1}$. Whenever these high-speed streams hit Earth, they interact with the Earth’s magnetosphere and can cause geomagnetic storms and substorms (e.g., review by Tsurutani et al. 2006).

Solar coronal holes are usually identified from (1) EUV or X-ray images reflecting the density distribution of highly ionized ions in the solar corona (Vršnak et al. 2007; Rotter et al. 2012; Krista & Gallagher 2009; Verbeeck et al. 2014; Lowder et al. 2014; Garton et al. 2018; Illarionov & Tlatov 2018; Hamada et al. 2018), (2) He I 10 830 Å images probing the solar chromosphere (Henney & Harvey 2005; Tlatov et al. 2014; Webb et al. 2018), or (3) magnetic field extrapolations (Pomoell & Poedts 2018; Pizzo et al. 2011; Asvestari et al. 2019; Jeong et al. 2020). In EUV and soft X-ray images, coronal holes appear as distinct
2. Method

In this study, we address the problem of coronal hole detection with the use of CNNs, which are a special type of deep learning architecture well suited to high-dimensional data, such as images (LeCun et al. 2015). A CNN consists of layer-wise convolution operations, where each layer has multiple filters (or kernels) that each consist of a set of learnable weights. For each filter, a feature map is computed by applying a convolution between the feature maps of the previous layer and the filter, where the first feature maps are the channels of the input image (e.g., red-green-blue for a regular image) and the last feature map resembles the output (Goodfellow et al. 2016). Therefore, the set of feature maps at each layer corresponds to a local representation within the CNN. With the use of a given set of input–output pairs and the backpropagation algorithm, the weights of the neural networks can be adjusted to provide a mapping between the samples (supervised training). With a sufficiently large data set, a general mapping can be found that is also valid for novel data (generalization). At every layer, the local field of view is defined by the size of the filter, that is, the spatial extent where local features are correlated. In order to increase the field of view of the neural network, deeper architectures, down-sampling operations, and dilated convolutions are used (Long et al. 2015; Yu & Koltun 2015; Chen et al. 2018). Convolutional neural networks take advantage of the typically high correlation of local groups (e.g., adjacent pixels in an image) and hierarchically extract features (edges → motifs → parts → objects; LeCun et al. 2015). With this, deep CNNs extract, by layer-wise transformations, the feature representation of an image that serves as a basis to, for example, classify images (Armstrong & Fletcher 2019), predict sequences (Upendran et al. 2020), transform images to different domains (Kim et al. 2019; Jarolim et al. 2020), or provide segmentation maps (Long et al. 2015).

From deep learning applications for semantic segmentation, the concept of multi-scale architectures has proven to be most successful (Ronneberger et al. 2015; Chen et al. 2018; Badrinarayanan et al. 2017). Here the spatial dimensions are successively reduced, while the depth of the network (number of filters) is being increased. With this, the neural network can and their role in the solar cycle evolution, and could be used for space weather forecasting.

Here, we tackle the problem of automated coronal hole detection with state-of-the-art technology in semantic image segmentation. We train a convolutional neuronal network (CNN) to identify the boundaries of coronal holes from the seven EUV channels of the Atmospheric Imaging Assembly (AIA) and from the magnetograms taken by the Helioseismic and Magnetic Imager (HMI) on board the Solar Dynamics Observatory (SDO). The line-of-sight (LOS) magnetograms measure the field in the solar photosphere, whereas the seven EUV channels probe the solar plasma at chromospheric and coronal layers, giving an extensive view of the outer solar atmosphere. Neural networks have the ability to learn directly from multi-dimensional data and can identify coronal holes based on their shape, structural appearance, global context information, and multi-wavelength representation. This allows our neural network to efficiently and reliably distinguish between coronal holes and other dark regions (e.g., filaments). Based on the simultaneous use of six coronal EUV channels, chromospheric He II observations (304 Å), and photospheric LOS magnetograms, we provide the first method that simultaneously incorporates all the different relevant information considered by classical coronal hole detection methods.

In the chromospheric He I 10 830 Å line, coronal holes show a slightly reduced chromospheric absorption of the underlying continuum emission, and thus appear as brighter structures in the associated He I 10 830 Å filtergrams (Avrett et al. 1994; Brajša et al. 1996). However, the contrast is typically weak, challenging the automated detection of coronal holes in He lines. Global magnetic field extrapolations, on the other hand, identify coronal holes as the regions with an open magnetic field configuration at a given source surface height (typically at 2.5 solar radii; Schatten et al. 1969; Levine et al. 1977; Wang & Sheeley 1990). As the magnetic field distribution cannot be observed on the back side of the Sun and measurements of the solar magnetic fields suffer from increased uncertainties, the resulting boundaries are at best good estimates. To date, there exists no algorithm able to robustly and automatically identify coronal holes over long portions of a solar cycle. Nevertheless, such an algorithm would provide a far better understanding of the physics of coronal holes and their role in the solar cycle evolution, and could be used for space weather forecasting.
correlate features of different scales at each resolution level and can solve more complex tasks with the increased number of filters (greater number of parameters). In order to correlate features across the full image, a sufficient network depth is required. For semantic segmentation, the output is a pixel-wise classification of the input image (segmentation map). Therefore, the feature representation (low spatial resolution) needs to be matched to the size of the input image. The segmentation map can be directly obtained from the deepest layer of the neural network (e.g., Long et al. 2015), but with this approach the output typically lacks spatial detail. An alternative approach, which accounts for global relations and spatial resolution simultaneously, is the use of an encoder-decoder architecture (Ronneberger et al. 2015; Chen et al. 2018; Badrinarayanan et al. 2017). Here, the image is first transferred into a feature representation over multiple scales by the encoder, and then upsampled to the original resolution over the same number of scales by the decoder. At each scale, skip connections are used to combine the upsampled features, which comprise the full context information, with the spatial details from the encoder.

A common problem with deep networks is the vanishing gradient problem, where the parameter optimization of the neural network becomes inefficient with increasing network depth (He et al. 2016; Szegedy et al. 2015). In addition, when dealing with high resolutions, the training time increases exponentially, which often results in long convergence times for model training. A possible solution to this problem was developed by Karras et al. (2017) for the application of image generation. Here the authors used an approach where the size of the network is progressively increased. The advantage of this method is that the training with low-resolution samples is computationally efficient and allows the deepest layers to be trained until full convergence is reached, before introducing higher resolutions. The shallowest layers (high spatial resolution) contain many fewer training parameters and therefore require only a fraction of the total number of optimization steps. With the progressively growing approach, efficient training can be performed even for images with high resolution, while still providing the necessary network depth to identify global relations and solve complex problems. In addition, the pre-trained layers already provide a steady gradient, which counteracts the vanishing gradient problem and divergences during training.

2.1. Data set

We use images recorded in the seven EUV filters of AIA (Lemen et al. 2012) and line-of-sight magnetograms from HMI (Schou et al. 2012) on board the SDO (Pesnell et al. 2012) mission. For the supervised training, we use pixel-wise segmentation masks from Delouille et al. (2018) as reference for training. The masks were obtained in a semi-automatic fashion, where the authors automatically extracted potential coronal holes with the SPoCA-CH module and manually reviewed the obtained segmentation maps in order to remove the remaining filaments and invalid extractions. The SPoCA-CH module is a modified version of the SPoCA algorithm (Verbeeck et al. 2014) that gives more conservative coronal hole boundaries, less erroneously classified filaments, and less artifacts as compared to the original SPoCA module (Delouille et al. 2018). In this paper, we refer to this data set as SPoCA-CH. The data set contains a total of 2031 coronal hole segmentation maps for the time period between 2010-07-21 and 2017-01-01 and comprises observations from each day where a valid extraction could be obtained. Thanks to the review process, we expect no filaments in the data set, but we note that a significant number of coronal holes were not detected by the method or removed during the review process (about 7%; see Sect. 3) and we observe method-dependent variations of the coronal hole boundary. We assume that the small deviations are sufficiently sparse and random, such that the neural network we develop can generalize to the task of coronal hole detection.

We apply a temporal separation of our data set, where we use observations from the last two months of each year for evaluation (test set) and the remaining observations for model training (training set). From this we obtain 1667 training samples. With this separation, an increased model performance due to memorization of similar observations can be excluded.

For each considered day we acquired the observation that is closest to 00:00 UT and has a valid quality flag. We obtained all seven EUV filtergrams (94 Å, 131 Å, 171 Å, 193 Å, 211 Å, 304 Å, 335 Å) and the LOS magnetogram. For each EUV filtergram we applied a standard data reduction:

1. Center the solar disk and rotate for solar north up.

2. Spatial normalization of 1.1 solar radii to 512 pixels with a third-order affine transformation.

3. Crop frame to 1.1 solar radii.

4. Correct for device degradation (Barnes et al. 2020a; Boerner et al. 2014).

5. Normalize the exposure time.

6. Scale value range to (0, 1) based on a fixed data range, and crop values that are out of range (see Appendix A).

7. Apply asinh stretch (see Appendix A) and scale values to (0, 1).

The data reduction for the LOS magnetograms is performed similarly:

1. Center the solar disk and rotate for solar north up.

2. Spatial normalization of 1.1 solar radii to 512 pixels with a third-order affine transformation.

3. Crop frame to 1.1 solar radii.

4. Set off-limb pixels to zero.

5. Scale values in the range (−100, 100) Gauss linearly to (−1, 1) and crop values outside the interval such that magnetic field strengths >100 Gauss are set to 100 Gauss and values < −100 Gauss to −100 Gauss. This implies that we concentrate on weak fields, which are dominant within coronal holes and the surrounding quiet Sun regions, while we only neglect variations in the strong magnetic fields, which are mostly apparent in active regions.

\[^{1}\] visit the project page for recent updates: https://github.com/RobertJaro/MultiChannelCHDetection
With this preprocessing, the images are consistent over the full data set and independent of device degradation or yearly variations due to the ecliptic orbit (cf. Galvez et al. 2019).

The resized images (512 × 512) have approximately a scale of 4.2′′ per pixel. As coronal holes appear as extended regions in EUV filtergrams, the 512x512 pixels provide a sufficient amount of spatial detail to account even for small coronal holes.

In order to provide a test set with as few missing coronal holes as possible, we manually classify samples in the time period from 2010-11-05 to 2016-12-26 using the Collection of Analysis Tools for Coronal Holes algorithm (CATCH; Heinemann et al. 2019). For this data set, we again select the last two months of each year. We only include segmentation maps where a reliable extraction with low uncertainties could be obtained with CATCH, comprising about 60% of the possible days. We only consider coronal hole contributions between longitudes of [−400°, 400°] in helioprojective coordinates, where we can clearly identify coronal holes. CATCH uses a modulated threshold-based approach where the detection threshold is determined from AIA 193 Å filtergrams by the intensity gradient perpendicular to the boundary. This is done by minimizing the area difference between similar thresholds individually for each coronal hole. As shown in Heinemann et al. (2021), the obtained boundary reflects the temperature and density gradient of the coronal holes. We select all clearly identifiable coronal holes, check for filaments, and remove any erroneous extractions. From this we obtain 239 segmentation maps. We explicitly neglect samples from 2017 onward because of the increased difficulty in finding an appropriate boundary during periods of low solar activity with the threshold-based method.

In summary, we consider 1667 samples for training and 239 samples for evaluation. For the comparison between CATCH and SPoCA-CH (Sect. 3), we consider 202 samples because of missing segmentation maps.

2.2. Progressive growing neural network (Coronal Hole RecOgnition Neural Network Over multi-Spectral-data; CHRONNOS)

In this paper, we adapt the progressively growing image generation approach of Karras et al. (2017) for semantic image segmentation (cf. Colliert et al. 2018). We employ a growing encoder-decoder architecture, where we start with an image resolution of 8 × 8 pixels, which we progressively increase until we reach a resolution of 512 × 512 pixels.

The majority of the trainable parameters are provided by convolutional blocks (ConvBlock; see Appendix B), which we use as a central component in our neural network architecture. The training is performed iteratively in two steps, where we start with a core model that consists of a ConvBlock and an input- and output convolutional layer, which transform the input image to match the number of filters of the ConvBlock and the output of the ConvBlock to an image, respectively. In the first step, we increase to the next highest resolution by separating the old input and output convolutional layer and introducing a new branch. The new branch consists of an input convolutional layer followed by a ConvBlock and a stride-2 convolutional layer, which corresponds to a spatial resolution decrease by a factor of two. The spatial dimension of the new input image is matched to the old input-convolutional-layer by an average pooling layer. The new input to the core model is obtained by building the weighted sum of the two branches. The output is obtained in the same way by using a transposed convolution block with stride-1/2 and an upsampling layer (see Fig. 2). A skip connection is applied between the two newly introduced ConvBlocks. The input to the core model and the segmentation mask output are obtained from the sum of both branches. Here, the new branch and old branch are weighted by α and 1 − α, respectively. During the training we linearly increase α from 0 to 1. With this gradual transition, we prevent a sudden disruption of the parameters in the core model. In the second step, we remove the old branch and train the combined architecture (equivalent to α = 1). This architecture then serves as the core model for the next iteration. Appendix B contains the architecture of the fully assembled model.

The main objective of the progressively growing method is to provide high-resolution segmentation maps from the full multi-wavelength input while still being able to identify global correlations. By combining the multi-channel information at an early stage, we expect that the neural network can focus on the most relevant channels and discover relations between the channels (e.g., distinguish between filaments and coronal holes based on the underlying magnetic field information). At the deepest layer (8 × 8 pixels), our network can correlate features across the full disk and is able to take into account the full context of the image. The intermediate blocks of the encoder-decoder architecture use skip connections that further benefit the update gradient (He et al. 2016) and take advantage of the spatial details (Ronneberger et al. 2015). With the use of higher resolutions (512 × 512 pixels), the network can better account for small regions (see Sect. 3) and provides detailed segmentation maps.

---

Footnote:
2 The CATCH suite is publicly available via GitHub (https://github.com/sgeheimen/CATCH)
The step-wise increase of image resolution provides more stable and efficient training (Karras et al. 2017). We note that even higher image resolutions could be achieved by further growing the architecture. In the present case, the maximum resolution of 512 × 512 pixels was selected based on the computational limitations and the required spatial details.

2.3. Single channel analyzing network (SCAN)

For our second approach, we aim at increased interpretability. We assume that every observation channel contains information about the coronal hole boundary and train a neural network for each channel individually.

To this aim, we use the same model architecture and training procedure as introduced in Sect. 2.2, with the difference that we set the input dimensions to 1. We call the adapted CHRONNOS architecture Single Channel Analyzing Network (SCAN). For each channel, we train an individual neural network such that detections are solely based on the single channel information. This is different from CHRONNOS, where the detections are based on the combined representation of all channels and we cannot guarantee that each channel is equally used. Each EUV model is identical in its architecture and training. Thus, the results provide a comparison of the relative information of the individual channels for coronal hole detection. For the model training with the LOS magnetograms, we start with a resolution of 16 × 16 pixels, grow our architecture to 128 × 128 pixels, and use a reduced number of parameters (see Appendix B) in order to counterbalance overfitting and diverging training. With the LOS magnetograms, we analyze whether coronal holes can be detected from substantially different data, where coronal hole features cannot be directly identified by humans.

2.4. Evaluation metrics

The output of the neural network corresponds to a pixel-wise probability map of the full image, with values ranging between 0 and 1. For our evaluations, we apply a threshold of 0.5 to obtain binary segmentation maps. For all our comparisons with the test set, we only consider a central section of the solar disk covering a field of ±400” from the central solar meridian, in accordance with the extraction method of CATCH.

For a pixel-wise comparison of our model results with the labels from the test set, we use three metrics. We calculate the percentage of correctly classified pixels (accuracy). Because of the over-representation of noncoronal-hole pixels in the solar images, this metric will give better performance scores for conservative estimates and samples where only a small fraction of the area is occupied by coronal holes. As an alternative estimate, we use the Intersection-over-Union (IoU), which compares the fraction of overlapping coronal hole area. This metric estimates the extent to which the model detection of the coronal hole aligns with the sample from the test set, independent of the total coronal hole area in the image. An example of such a computation is given in Fig. 3, where the model prediction is shown in red, the manual CATCH labels in green, and the intersection in blue. In addition, we compute the True-Skill-Statistic (TSS; Barnes et al. 2016):

\[
\text{TSS} = \frac{TP}{TP + FN} - \frac{FP}{FP + TN},
\]

where \(TP\), \(TN\), \(FP\), and \(FN\) refer to the pixel-wise estimated number of true positives, true negatives, false positives, and false negatives, respectively. The metrics are computed per data sample and averaged over the full test set.

For most applications, the individual coronal holes and their parameters (e.g., area, magnetic field) are of primary importance (e.g., space-weather, parameter analysis). Therefore, we estimate the performance of our models by determining the number of correctly identified coronal holes and by comparing the total area of the individual coronal holes. We identify coronal holes from the semantic maps by grouping coronal hole pixels, where we assign all adjacent pixels to the same group. We consider only coronal holes exceeding an area of \(1.5 \times 10^{10} \text{km}^2\) (corresponding to about 0.5% of the visible solar surface). This threshold is in line with the sizes of coronal holes that show relevant correlations to high-speed solar wind streams (Hofmeister et al. 2018; Tokumaru et al. 2017). For each coronal hole, we determine the bounding box by the maximum horizontal and vertical extent of the grouped pixels. The coronal hole area is determined by summing the areas (in units of \(\text{km}^2\)) of the labeled coronal hole pixels. To calculate the area, we first apply a geometric correction for projection effects (Hofmeister et al. 2017):

\[
A_i = \frac{A_{i,\text{proj}}}{\cos \alpha_i},
\]

where \(A_{i,\text{proj}}\) refers to the projected area and \(\alpha\) to the heliographic angular distance from the center of the \(i\)th pixel. For each coronal hole we compute the full area within the bounding box in order to account for adjacent small coronal hole areas.

![Image](image_url)
For a comparison in terms of individual coronal holes, we combine the bounding boxes of the prediction (CHRONNOS, SCAN, SPoCA-CH) and the reference (CATCH) by grouping boxes based on their maximum intersection, merging them by selecting the maximum extent, and removing any boxes that are enclosed within others. We evaluate the total area within each merged bounding box for both methods and classify the individual coronal hole detections. We classify coronal holes as false negative (FN) when the predicted area is below 10% of the reference area, as false positive (FP) if the reference area is below 10% of the predicted area, and as true positive (TP) otherwise. With this we primarily estimate the correct position of detected coronal holes, while being more tolerant in terms of coronal hole areas, which are typically identified in a more subjective manner. The detailed comparison of coronal hole areas is given in Sect. 4.1, including the cumulative percentage of coronal holes as function of the difference in derived areas (Fig. 10).

From the evaluation of individual coronal holes, we calculate the recall,

$$\text{RCL} = \frac{TP}{TP + FN},$$

the precision,

$$\text{PRC} = \frac{TP}{TP + FP},$$

and the fraction of correctly identified coronal holes (accuracy),

$$\text{ACC} = \frac{TP}{T},$$

where $T$ refers to the total number of detected coronal holes. We note that in our evaluation the number of true negative samples is zero (TN = 0), because we cannot compare the noncoronal-hole areas in the same way.

### 3. Results

For our models, we use the Adam optimizer with a learning rate of 0.001, $\beta_1 = 0$ and $\beta_2 = 0.99$ (cf. Karras et al. 2017). We reduce overfitting by using a weight decay of $10^{-8}$, set the dropout layer in each ConvBlock to 0.2, and augment the images by random horizontal and vertical flips. We use binary-cross-entropy as loss function and weight the noncoronal-hole class with 0.1 to account for the class imbalance.

For the CHRONNOS model, we start with a resolution of 8 × 8 pixels and grow the model to a resolution of 512 × 512, as described in Sect. 2.2. For the resolution adjustment of the input images and the output maps we use average binning. At each resolution level, the network is trained to predict the downsampled labels from the eight input channels (see Fig. 4). We start with a batch size of 64 and decrease it at each resolution level by a factor of two such that the batch size at the highest resolution is 1, as determined by our computational limitations. The number of training epochs is adjusted the same way, with 10 training epochs at the highest resolution and a maximum of 100 epochs. An overview of randomly selected samples from the test set is shown in Fig. 5 and the accompanying movie, showing the results of CHRONNOS over the years 2010–2020 at a cadence of one day, can be found online (Movie 1). The red contour lines indicate the 0.5 probability threshold.

For the SCAN models, we train an individual neural network for each channel, where we use the CHRONNOS architecture and adjust the input dimensions as described in Sect. 2.3. For the EUV models, we apply an analogous training to that used in the multi-channel approach. For the LOS magnetograms we use a different setup, where we start with 16 × 16 pixels, grow the model to 128 × 128 pixels, and reduce the learning rate to 0.0001 in order to reduce overfitting and encourage a better convergence. The segmentation maps of the LOS magnetograms are upsampled to 512 × 512 pixels in order to match the resolution of the original labels. In Fig. 6, samples across the full test set are shown, where the 0.5 probability threshold is given for each channel by contour lines. A sample of each channel and the corresponding segmentation maps are shown in Fig. 7. From the resulting segmentations, the boundary variations and differences in the detections among the different channels can be seen. A movie of the evaluated test set can be found online (Movie 2).

Table 1 summarizes the performance evaluation of the individual channels of the SCAN models, the results of the CHRONNOS model, and the SPoCA-CH labels from Delouille et al. (2018), as compared to the independent manual CATCH labels. We identify coronal holes as described in Sect. 2.4 and find 261 coronal holes that exceed the $1.5 \times 10^{10}$ km$^2$ area threshold from the labels of CATCH and CHRONNOS. Here, the term “recall” refers to the percentage of coronal holes in the manual CATCH labels that were also detected by the method under evaluation, “precision” to the percentage of coronal holes that were detected by the evaluated method and are also present in the CATCH labels, and “accuracy” to the percentage of correct coronal hole detections. As can be seen from Table 1, the CHRONNOS model provides the best performance in terms of IoU (0.63) and TSS (0.81), and correctly identified coronal holes (accuracy of 98.1%). This is in agreement with the assumption that neural networks can take multi-dimensional data into account and filter the most relevant information. The precision score of the
Fig. 5. Samples of coronal hole detection over the test set (2010–2016; time-span of CATCH labels) of our CHRONNOS model. The red contours indicate the 0.5 threshold of the segmentation masks. The results correspond to the unfiltered output of the neural network. An animated version showing the full data set can be found online (Movie 1).

SPoCA-CH labels is high (99.5%), as expected from the manual removal of filaments and invalid detections, but from the recall score it can be seen that this data set is missing about 7% of the coronal holes that exceed the $1.5 \times 10^{10}$ km$^2$ threshold. The best recall is achieved by the SCAN-193 model (99.2%), but this model also shows a higher number of false positive detections, with a precision of 98.5%. For the pixel-based accuracy, the results of CHRONNOS, SCAN-193, and the semi-automatic SPoCA-CH labels are in the same range, where CHRONNOS achieves a score of 97.5%.

After completing the training, all our models can operate in real-time and independent of human supervision. Our CHRONNOS model provides segmentation maps of the full solar disk within 33 ms on one graphics processing unit (GPU), and requires about 0.5 s on four central processing unit (CPU) cores. The results presented in this paper show the unmodified output of our neural networks (i.e., no cleaning of very small regions detected, etc.).

4. Discussion

From the comparison against the independent test set provided by CATCH (Heinemann et al. 2019), we find that our method outperforms the original SPoCA-CH labels, from which also the training set was separated. Although there is a significant amount of missing coronal holes in the SPoCA-CH set (about 7%), our CHRONNOS model shows a much more reliable detection with
only 1% missing coronal holes. From this finding, we conclude that our neural network does not replicate the characteristics of the SPoCA algorithm that lead to the missing samples. The network shows successful generalization to the task of coronal hole detection and neglects incorrect training samples that contain partial or missing coronal hole detections. A similar behavior can be seen from image denoising with neural networks, where only noisy data were used for model training (Lehtinen et al. 2018; Baso et al. 2019).

Among the presented models, the CHRONNOS model shows the best performance (Table 1), by clearly providing the most reliable predictions (accuracy of 98.1%) and showing good agreement in the detected regions with the manual CATCH labels (pixel-wise accuracy of 97.5%; pixel-wise TSS of 0.81;

Fig. 6. Comparison of the coronal hole boundary for each channel as detected by the SCAN models during 2010–2018. We show one example per year, each for the day November 30 (part of the test set).
We use daily observations, which actually filament regions. (2012), about 15% of the identified coronal hole objects were and the intensity-based thresholding algorithm of Rotter et al. for both the original SPoCA algorithm of Verbeeck et al. (2014) höhe Observatory to distinct filaments. These authors found that by comparing them with ground-based H coronal hole detections from two algorithms using EUV images filaments is a severe challenge. Reiss et al. (2015) evaluated the compared to others, for which the distinction of coronal holes and improvement and is an important advantage of our model com- concludes that our CHRONNOS model reliably identifies coronal holes and distinguishes them from filaments. This is a strong include that our CHRONNOS model reliably identifies coronal holes and also accounts for uncertainties at the boundary. An example of a probability map of our CHRONNOS model is shown in Fig. 8. The neural network provides a human-like assignment of probabilities: with high probability values at sharp boundaries and for extended regions, and low probabilities at fuzzy boundaries, at coronal holes close to the limb, at polar regions and for small uncertain regions. The importance of contrast can be seen from the sample SCAN results in Fig. 7, where the 94 Å, 131 Å, 171 Å, and 304 Å channels and the LOS magnetogram generally produce boundaries that are less sharp than those produced by the channels where the coronal holes are observed in high contrast (193 Å, 211 Å, 335 Å). For the definition of the coronal hole boundary, we set the probability thresh- old to 0.5. The majority of probability values are either close to 0 or 1. Only 1% for CHRONNOS and a maximum of 6% for SCAN-magnetogram lie in the range between 0.2 and 0.8, which results in small performance variations with the change of threshold.

The precise magnetic topology of coronal holes is an active topic of research, where methods such as the boundary detection from EUV images or extrapolation of photospheric magnetic fields can only provide a fraction of the information and the true coronal hole boundary still remains elusive. For space-weather aspects and the statistical study of coronal holes, the estimate of the boundary is still a key component (Rotter et al. 2012; Hofmeister et al. 2019; Asvestari et al. 2019; Hewins et al. 2020). As the definition of the boundary strongly depends on the detection method (see Reiss et al. (2021) for a comparison of nine different methods for coronal hole detection) and lead to a high diversity of the data set, and applied a clear temporal split between test and training samples, which prevents the model from memorizing similar data samples. This is particularly important because of the long lifetime of coronal holes over several solar rotations (e.g., Heinemann et al. 2020). With the use of data samples from low and high solar activity, we optimized our neural network to provide consistent detections independent of the solar cycle and the associated highly variable EUV emission. The applied vertical flips during model training add an invariance for the global magnetic polarity of the Sun and thus our models will also provide comparable coronal hole detections for the next solar cycle.

Table 1. Comparison of the CHRONNOS, SCAN, and manually reviewed SPoCA-CH labels against the manual CATCH labels.

<table>
<thead>
<tr>
<th>Model</th>
<th>Pixel ACC</th>
<th>IoU</th>
<th>TSS</th>
<th>RCL</th>
<th>PRC</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAN-94</td>
<td>96.6</td>
<td>0.50</td>
<td>0.69</td>
<td>93.0</td>
<td>95.5</td>
<td>89.1</td>
</tr>
<tr>
<td>SCAN-131</td>
<td>95.5</td>
<td>0.40</td>
<td>0.53</td>
<td>80.6</td>
<td>91.9</td>
<td>75.2</td>
</tr>
<tr>
<td>SCAN-171</td>
<td>96.2</td>
<td>0.45</td>
<td>0.61</td>
<td>88.8</td>
<td>92.7</td>
<td>83.0</td>
</tr>
<tr>
<td>SCAN-193</td>
<td>97.5</td>
<td>0.61</td>
<td>0.79</td>
<td>99.2</td>
<td>98.5</td>
<td>97.7</td>
</tr>
<tr>
<td>SCAN-211</td>
<td>97.4</td>
<td>0.59</td>
<td>0.76</td>
<td>96.8</td>
<td>98.4</td>
<td>95.3</td>
</tr>
<tr>
<td>SCAN-304</td>
<td>96.1</td>
<td>0.49</td>
<td>0.69</td>
<td>90.5</td>
<td>92.0</td>
<td>83.9</td>
</tr>
<tr>
<td>SCAN-335</td>
<td>96.5</td>
<td>0.52</td>
<td>0.74</td>
<td>94.0</td>
<td>94.7</td>
<td>89.3</td>
</tr>
<tr>
<td>SCAN-magnet</td>
<td>89.9</td>
<td>0.27</td>
<td>0.59</td>
<td>94.7</td>
<td>68.9</td>
<td>66.3</td>
</tr>
<tr>
<td>CHRONNOS</td>
<td>97.5</td>
<td>0.63</td>
<td>0.81</td>
<td>98.8</td>
<td>99.2</td>
<td>98.1</td>
</tr>
<tr>
<td>SPoCA-CH</td>
<td>97.8</td>
<td>0.61</td>
<td>0.72</td>
<td>92.6</td>
<td>99.5</td>
<td>92.1</td>
</tr>
</tbody>
</table>

Notes. We evaluate pixel-wise accuracy, IoU, recall (RCL), precision (PRC), and accuracy (ACC) in terms of detected coronal holes.

IoU of 0.63). We find that the 0.8% false positives by CHRON- NOS all correspond to detections close to the 1.5 × 1019 km2 threshold at high latitudes, where the manual classification has larger uncertainties. From a manual revision of the full data set, we identified cases where the darkest parts of filament foot points are assigned with a coronal hole label—which amounts to a few misclassified pixels—, which are irrelevant for most practical applications (e.g., extraction of individual coronal holes, assessment of the full-disk images) and have also very little effect on the evaluation metrics. With a detection rate of 98.8%, we conclude that our CHRONNOS model reliably identifies coronal holes and distinguishes them from filaments. This is a strong improvement and is an important advantage of our model compared to others, for which the distinction of coronal holes and filaments is a severe challenge. Reiss et al. (2015) evaluated the coronal hole detections from two algorithms using EUV images by comparing them with ground-based Hα images from Kanzel- höhe Observatory to distinct filaments. These authors found that for both the original SPoCA algorithm of Verbeeck et al. (2014) and the intensity-based thresholding algorithm of Rotter et al. (2012), about 15% of the identified coronal hole objects were actually filament regions.

From the preparation of our test set, we can expect a similar performance for novel data. We used daily observations, which...
the wavelength range used, we argue that the consistency of the coronal hole detection is decisive for further applications. For this reason, we provide evaluations in the following sections that estimate the consistency and reliability of our CHRONNOS model. In Sect. 4.1, we compare the coronal hole area of the manual CATCH detections and the CHRONNOS detection in order to identify differences and estimate the variations. Section 4.2 asserts the long-term consistency of our method, independent of a ground-truth data set. The consistency over short timescales is analyzed in Sect. 4.3, where we directly compare all three methods (SPoCA-CH, CATCH, CHRONNOS). We conclude the discussion with an analysis of the importance of the wavelength used in the observations and samples of coronal hole detections from LOS magnetograms (Sect. 4.4).

4.1. Coronal hole boundary (CHRONNOS)

The definition of the coronal hole boundary varies between different methods and also manual extractions have a certain bias (see Sect. 4.3 for a direct comparison). Here we compare the agreement in coronal hole area between the manual CATCH labels and the fully automatic CHRONNOS model. We compute the area of each coronal hole among the CHRONNOS and CATCH labels as described in Sect. 2.4 and plot the derived areas against each other on a logarithmic scale (Fig. 9). In general, the distribution shows a good agreement between the methods, from which we conclude that our model shows no systematic over- or underestimation of coronal hole areas. The major deviations originate from small coronal holes and from coronal holes that are close to the poles. Here, projection effects play a significant role that hinders precise identification of the boundary, in particular also for manual classifications. Low-latitude coronal holes, which are the major source of high-speed stream affecting Earth and our space weather (e.g., Hofmeister et al. 2018), show very good agreement between the methods.

We further evaluate the percentage of coronal holes, where the difference in area is below a given threshold. The threshold is computed as a fraction of the average coronal hole area ($A_s$), which is determined for each coronal hole as the mean area between both methods. With this we omit the preference for a specific method and treat deviations of smaller coronal holes as equally important. In Fig. 10 the fraction of coronal holes is plotted as a function of the threshold. We assess our model in terms of area ($\text{km}^2$) and pixels. The slightly better performance for the pixel area originates from projection effects, which increase the difference in areas at the poles derived in km$^2$. Our evaluation shows that 75% of the coronal holes have a difference in area of $<50\%$ and that only 9% deviate by a factor two or greater (red lines in Fig. 10).

4.2. Solar cycle stability (CHRONNOS)

We estimate the stability of our model over long timescales by investigating the dependence of the total coronal hole area on solar activity. During solar maximum coronal holes can appear at all latitudes, but with shorter persistence, while during solar minimum large polar coronal holes become dominant and can be present over years (Cranmer 2009). From this overall relation, we expect an anti-correlation of the coronal hole area with the total sunspot number (SSN; proxy for solar activity). We
From the timescales of coronal hole evolution, we expect only gradual changes (Heinemann et al. 2020), and therefore inconsistencies in the detection would appear as sudden jumps in the time-series.

Among the considered methods, the CHRONNOS model shows the smoothest time-series. The SPoCA-CH labels frequently show steps and sudden jumps in the time-series. Similarly, also for the manual CATCH labels we observe a lower coherence of the time-series. As can be seen from Fig. 11c, our method provides consistent detections for each observation day, without any human adjustments (see also the animated version of the full data set online Movie 1). This is an important improvement over the semi-automatic methods (SPoCA-CH and CATCH), which both show inconsistencies over daily samples and repeatedly fail to provide segmentation maps because of invalid extractions or large uncertainties.

In Fig. 11c, a discontinuity is observed on 2016-12-06 for the SPoCA-CH and CATCH detection. Figure 12 shows the maps of five adjacent days for comparison, which corresponds to the blue bar in Fig. 11c. The rows show the AIA 193 Å image, the CHRONNOS map, the CATCH map, and the SPoCA-CH map. From a direct comparison, we can see that the CHRONNOS model is consistent over time and is in good agreement with the EUV filtergrams. The CATCH maps show slight variations in the determined boundary, which causes the discontinuity at 2016-12-06. We note that CATCH is not designed for temporal consistency and is tuned to individual coronal holes in the center of the disk. In the SPoCA-CH maps, large coronal hole regions are even missing, which leads to the sudden drop in Fig. 11c.

From Fig. 12 we can also compare the regions outside the central slice (blue dashed lines) between the CHRONNOS and SPoCA-CH maps. In this example, our CHRONNOS model still provides accurate and consistent predictions outside the central slice, while the SPoCA-CH method shows invalid or missing coronal hole detections towards the solar limb. This further indicates a successful generalization that outperforms the algorithm that provided the input maps for the network training.

In summary, our CHRONNOS model provides fully automatic coronal hole detections similar to the CATCH and SPoCA-CH labels, which both required manual adjustment to exclude filaments and to obtain a valid coronal hole boundary. The areas between the CHRONNOS model and the manual CATCH labels are in good agreement overall, but the comparison of daily variations suggests that the CHRONNOS detections are more consistent, robust, and reliable. As can be seen from the evaluation of the full solar cycle, the network detections appear consistent with our assumption about the long-term magnetic evolution, and also provide valid detections during solar minimum where other algorithms face problems. We note that all comparisons between the different methods are carried out for the central slice (±400′′), but that our method also provides reasonable results close to the limb (see e.g., Fig. 5 and the accompanying movie).

4.4. Channel importance (SCAN)

In order to obtain more information about the importance of each channel for coronal hole detection, we use the SCAN models that allow us to obtain segmentation maps for each channel separately. Although we can not fully investigate the decisions of the neural network, the comparison of the SCAN maps allows us to estimate the importance of the different input channels. From the similar architecture and training of the SCAN models and CHRONNOS, we can assume that differences in the results are due to the available information in the corresponding input data.

From the samples in Fig. 6 and segmentation maps in Fig. 7, it can be seen that the accuracy of the boundary depends strongly...
on the input data. The 193 Å, 211 Å and 335 Å filters, give the best single channel detections, with an IoU of 0.61, 0.59 and 0.52 and a TSS of 0.79, 0.76 and 0.74, respectively. This is an expected result, since the training and test labels are obtained from the 193 Å channel, but is also in agreement with the different temperature sensitivities. The 193 Å filter has two peaks at its response function, at 1.6 MK and 20 MK. The high temperature peak is only relevant for flares, whereas the strong signal observed by the 193 Å filter at 1.6 MK samples the quiet Sun corona. Applying the AIA differential emission measure analysis, Saqri et al. (2020) showed that the typical temperatures in coronal holes are 0.9 MK, whereas the surrounding quiet corona shows temperatures in the range of 1.5–2.0 MK. This means that the 193 Å filter nicely reveals the signal in the quiet ambient corona and also provides a good contrast to the lower temperature coronal hole regions.

The 211 Å, 335 Å, and 94 Å filters are most sensitive to plasma temperatures around 2 MK, 2.5 MK, and 6 MK, respectively. In these filters, we observe a trend of decreasing performance (IoU of 0.59, 0.52, and 0.50, respectively) with increasing temperature (cf. Table 1), which may be related to the decreasing data numbers (counts) in the temperature response function (Lemen et al. 2012). This results in a lower coronal hole contrast because of the reduced emission from quiet coronal plasma, as can be also seen from the fuzzy boundaries of the coronal holes in the EUV filtergrams and detections in Figs. 6 and 7.

The SCAN results for 171 Å and 131 Å show the lowest performance among the coronal emission lines, with an IoU of 0.45 and 0.40, respectively. The 171 Å filter samples plasma at a temperature of 0.6 MK (Lemen et al. 2012). This relates to the lower temperatures observed in coronal holes (1 MK) as compared to the surrounding corona, and consequently shows a lower coronal hole contrast. The 131 Å filter monitors plasma at the highest temperature (10 MK), but the second temperature peak in the response function at 0.4 MK leads to similar results to those of the 171 Å filter. By combining all the EUV channels, our method
The AIA 304 Å images and the HMI LOS magnetograms are associated with the upper chromosphere and photosphere, respectively. From the IoU we can see that the boundary, as estimated from the 193 Å spectral line, cannot be matched from lower atmospheric layers. For AIA 304 Å, this can also be seen from the deviations of the coronal hole boundaries in Fig. 6. However, SCAN-304 provides an IoU of 0.49, a TSS of 0.69, and a coronal hole accuracy of 83.9%, that is, a good performance that exceeds both SCAN-131 and SCAN-171, and provides comparable results to SCAN-94 (cf. Table 1). This result suggests that the chromospheric line is suitable for use in coronal hole detections.

The SCAN-magnetogram model uses a different architecture and training from the SCAN models for the EUV filtergrams. We find that the SCAN-EUV training procedure is prone to underestimating coronal holes when applied to LOS magnetograms, which we associate with the deviations between the segmentation masks and the data. We also find that the 512 × 512 pixel magnetograms do not result in more detailed boundaries. With the reduced architecture we avoid overfitting and obtain segmentation maps at an appropriate level of resolution. The evaluation of individual coronal holes shows that 94.7% were correctly detected, but that about 30% are false detections. There are two interpretations of this result. First, the SCAN-magnetogram results could be less reliable and therefore frequently lead to false detections. Second, the detections could be associate to open magnetic field structures in the photosphere that are outshined by active regions in the corona, which might hamper the coronal hole detections in the coronal EUV filters. An argument that supports the second interpretation is that, for channels that contain less coronal hole information, we find lower recall scores (e.g., 80.6% for AIA 131 Å), although this could also be due to the different model architecture. We note that the false detections also include differences in size, which can be substantial at the poles where the model generally predicts larger regions (see Fig. 6).

The direct detection of coronal holes from LOS magnetograms is particularly interesting for ground-based observations, where coronal imaging is not possible, but magnetograms can be obtained on a regular basis (Harvey et al. 1996). Magnetograms are used for coronal hole detection with
Fig. 13. Comparison of CHRONNOS and SCAN-magnetogram model results of five consecutive days during solar minimum phase. The positions of the coronal holes are in good agreement, while the shapes vary significantly. An additional coronal hole close to the central active regions is detected by SCAN-magnetogram, which might be outshined in the EUV filtergram.

Fig. 14. Comparison of CHRONNOS and SCAN-magnetogram model results of five consecutive days during solar maximum phase. The SCAN-magnetogram model shows the ability to identify even small coronal holes close to active regions.

Here we use a different approach, by directly estimating the coronal hole boundary from photospheric magnetograms. As can be seen from Figs. 13 and 14, this is a non-trivial task for a human, but surprisingly accurate detections are obtained by the neural network. Also, the network is able to correctly identify the general magnetic configuration of coronal holes as compared to the surrounding area and to find a mapping between the magnetic field information and EUV representation of the coronal holes (cf. Kim et al. 2019).

Figures 13 and 14 show examples of SCAN-magnetogram alongside the CHRONNOS detections. The top row shows the multi-channel detection of CHRONNOS and the bottom row the detection made from the LOS magnetograms only. The samples show observations from five consecutive days taken during solar minimum (2017) and solar maximum (2014). The first thing to notice about the magnetograms is that they provide a much coarser detection than CHRONNOS. As we are training our neural network with segmentation maps from EUV observations, the boundary cannot be detected precisely and the network assigns larger regions. We expect that SCAN-magnetogram adjusts the coronal hole boundary for the expansion with height of the magnetic structure, which could explain the detection of different shapes, as can be seen from the coronal hole close to the disk center in Fig. 13, while the position of the coronal holes is in good agreement between both methods and appears consistent in time.

The observations in Fig. 13 show that the SCAN-magnetogram model detects an additional coronal hole close to the central active region (eastern limb on 2017-11-15). While there is no evidence for the existence of a coronal hole in the EUV observation (top row), the active region could outshine the
adjacent coronal hole. The appearance near the edge of magnetically complex regions is frequently observed for low-latitude coronal holes (Cranmer 2009). In addition, we can see from Fig. 14 that our network is capable of detecting coronal holes close to active regions, which supports the detection in Fig. 13. This example illustrates that further analysis with multi-point observations (STEREO) and their temporal evolution is required for verification of such detections.

From our evaluation we find that we obtain the best results by compiling the full information into a single segmentation map (CHRONNOS; Table 1). Figure 15 shows a side-by-side comparison of the detections from the individual channels and the CHRONNOS detection as a contour overlay. The single-channel detections (e.g., SCAN-193) tend to also identify regions that are not clearly associated with coronal holes, but with the additional information of the other channels in CHRONNOS, such false detections can be significantly reduced. In the comparison with the CATCH test set, the 193 Å detection identified 99.2% of the coronal holes (Table 1), but shows a substantial number of misclassifications even for larger coronal holes (98.5% precision). The combined information approach is less prone to spurious dark regions and provides more reliable detections, with a precision of 99.2% and a slightly higher IoU.

5. Conclusion

In this paper, we present a reliable, fully automatic, and fast method for the detection of coronal holes using SDO/AIA and HMI full-disk images. We apply an extensive evaluation of our primary method (CHRONNOS), in comparison to an independent manually labeled data set. We provide the first method for coronal hole detection that is thoroughly assessed for reliability and temporal stability, enables the study of large coronal hole data sets over different phases of the solar cycle, and allows autonomous monitoring of the Sun. The developed neural network offers efficient training and is designed to provide detections based on a maximum amount of spectral and spatial information.

We verified 261 individual coronal hole detections that exceed an area of $1.5 \times 10^{10}$ km$^2$ (~0.5% of the visible solar surface) in the time-period between 2010 and 2016 and show that in 98.1% of the cases the detection by our CHRONNOS model is correct. Our neural network shows high reliability and has successfully learnt to distinguish filaments from coronal holes, with only 0.8% coronal hole detections that are not overlapping with the test set and that all correspond to uncertain identifications of regions close to the poles.

Our primary model (CHRONNOS) achieves an IoU of 0.63, a TSS of 0.81, and correctly classifies 97.5% of the pixels on average. From a direct comparison of the coronal hole areas (Sect. 4.1) we observe that errors are mainly due to differences in the definition of the boundary between the methods. The temporal evolution over short timescales shows that our neural network provides a smooth and coherent variation across daily samples, whereas the other methods show discontinuities in the time evolution of the coronal hole areas (Sect. 4.3). In addition, we compared the variation of total coronal hole area (i.e., summed over the solar disk) over the full solar cycle no. 24 and find a strong anti-correlation with the total sunspot number of $r = -0.88$, in agreement with the expected long-term evolution. These findings demonstrate that our method shows high temporal consistency over long and short timescales.
Our method shows successful generalization and outperforms the manually filtered SpoCa-CH labels of Delouille et al. (2018), from which we separated our training set. A comparison of the individual detection methods shows that our method even exceeds human performance in terms of consistency, and in addition provides reasonable detections of coronal holes close to the solar limb and during solar minimum conditions (Figs. 5 and 11) that could not be reliably extracted by manual labeling using CATCH.

With the separate analysis of the different EUV channels and the LOS magnetic field map, we are able to obtain a better interpretation of the importance of individual channels for coronal hole segmentation, and find that neural networks can efficiently combine multi-channel information. We show that the detections strongly depend on the temperature peak in the AIA response function, that the combined spectral information leads to the best results, and that a coarse coronal hole detection can also be directly carried out using LOS magnetograms alone.
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Appendix A: Data normalization

Table A.1 shows the data range and the applied stretch function that is used for the image normalization of each channel. The upper limit of the data range is determined by the average maximum-value across the full data set and the lower limit is set to zero as default. The data normalization is applied after correction for exposure time and device degradation by normalizing the data based on the value range, cropping values outside the range and applying the stretch function.

The asinh stretch is computed by:

\[ \hat{x} = \frac{\text{asinh}(x/a)}{\text{asinh}(1/a)} \]  

(A.1)

where \( x \) refers to the input data, \( \hat{x} \) to the scaled data, and \( a \) to a constant that we set to \( a = 0.005 \).

<table>
<thead>
<tr>
<th>Channel</th>
<th>Min</th>
<th>Max</th>
<th>Stretch</th>
</tr>
</thead>
<tbody>
<tr>
<td>94 Å</td>
<td>0</td>
<td>445.50</td>
<td>asinh</td>
</tr>
<tr>
<td>131 Å</td>
<td>0</td>
<td>981.30</td>
<td>asinh</td>
</tr>
<tr>
<td>171 Å</td>
<td>0</td>
<td>6,457.50</td>
<td>asinh</td>
</tr>
<tr>
<td>193 Å</td>
<td>0</td>
<td>7,757.31</td>
<td>asinh</td>
</tr>
<tr>
<td>211 Å</td>
<td>0</td>
<td>6,539.00</td>
<td>asinh</td>
</tr>
<tr>
<td>304 Å</td>
<td>0</td>
<td>3,756.00</td>
<td>asinh</td>
</tr>
<tr>
<td>335 Å</td>
<td>0</td>
<td>915.00</td>
<td>asinh</td>
</tr>
<tr>
<td>Magnetogram</td>
<td>−100.00</td>
<td>100.00</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Table A.1. Value range and stretch function for the data normalization of the EUV filtergrams and the LOS magnetogram.
Appendix B: Model architecture

A ConvBlock consists of a fixed number of 2D convolutional layers, and a 2D convolutional layer with strides. For all convolutions we use a kernel size of 3, a bias term, and reflection padding. After each convolution we apply a batch normalization, followed by a leaky-ReLU activation function with 0.2 and a dropout layer with 0.2. For downsampling ConvBlocks, we apply a stride-2 convolution at the end and use the previous layer for the skip-connection. For upsampling ConvBlocks, we apply a stride-1/2 convolution (transposed convolutional layer with stride-2) as first layer and concatenate the upsampled features to the features from the skip-connection. For downsampling convolutions we double the number of filters, while for upsampling convolutions we halve the number of filters. For the output convolutional layer we omit the normalization and apply a sigmoid activation function. In Table B.1 an overview of the fully assembled CHRONNOS and SCAN model is given. The fully assembled CHRONNOS model contains 67.44 M trainable parameters. The architecture of the fully assembled SCAN-magnetogram model is given in Table B.2 and contains 1.03 M trainable parameters.

Table B.1. Overview of the fully assembled CHRONNOS model.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Convs</th>
<th>Filters</th>
<th>Sampling</th>
<th>Input tensor shape</th>
<th>Output tensor shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>–</td>
<td>16</td>
<td>–</td>
<td>(8/1, 512, 512)</td>
<td>(16, 512, 512)</td>
</tr>
<tr>
<td>ConvBlock 1</td>
<td>1</td>
<td>16</td>
<td>Down</td>
<td>(16, 512, 512)</td>
<td>(16, 512, 512, 512); (32, 256, 256)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>32</td>
<td>Down</td>
<td>(32, 256, 256)</td>
<td>(32, 256, 256); (64, 128, 128)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>64</td>
<td>Down</td>
<td>(64, 128, 128)</td>
<td>(64, 128, 128, 512); (128, 64, 64)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>128</td>
<td>Down</td>
<td>(128, 64, 64)</td>
<td>(128, 64, 64); (256, 32, 32)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>256</td>
<td>Down</td>
<td>(256, 32, 32)</td>
<td>(256, 32, 32); (512, 16, 16)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>512</td>
<td>Down</td>
<td>(512, 16, 16)</td>
<td>(512, 16, 16); (1024, 8, 8)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>1024</td>
<td>–</td>
<td>(1024, 8, 8)</td>
<td>(1024, 8, 8)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>512</td>
<td>Up</td>
<td>(1024, 8, 8); (512, 16, 16)</td>
<td>(512, 16, 16)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>2</td>
<td>256</td>
<td>Up</td>
<td>(512, 16, 16, 16); (256, 32, 32, 512)</td>
<td>(256, 32, 32)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>128</td>
<td>Up</td>
<td>(256, 32, 32); (128, 64, 64, 4)</td>
<td>(128, 64, 64)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>64</td>
<td>Up</td>
<td>(128, 64, 64, 4); (64, 128, 128, 3)</td>
<td>(64, 128, 128)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>32</td>
<td>Up</td>
<td>(64, 128, 128); (32, 256, 256)</td>
<td>(32, 256, 256)</td>
</tr>
<tr>
<td>ConvBlock 1</td>
<td>1</td>
<td>16</td>
<td>Up</td>
<td>(32, 256, 256); (16, 512, 512, 512)</td>
<td>(16, 512, 512)</td>
</tr>
<tr>
<td>Output</td>
<td>–</td>
<td>1</td>
<td>–</td>
<td>(16, 512, 512)</td>
<td>(1, 512, 512)</td>
</tr>
</tbody>
</table>

Notes. For the SCAN model the input channels are set to 1. The superscript numbers of the input- and output-tensors indicate the skip-connections. Tensor shapes are given in channels-first format. Convs refers to the number of convolutional layers in the ConvBlock.

Table B.2. Overview of the SCAN-magnetogram model.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Convs</th>
<th>Filters</th>
<th>Sampling</th>
<th>Input tensor shape</th>
<th>Output tensor shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>–</td>
<td>16</td>
<td>–</td>
<td>(1, 128, 128)</td>
<td>(16, 128, 128)</td>
</tr>
<tr>
<td>ConvBlock 1</td>
<td>1</td>
<td>16</td>
<td>Down</td>
<td>(16, 128, 128)</td>
<td>(16, 128, 128); (32, 64, 64)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>32</td>
<td>Down</td>
<td>(32, 64, 64)</td>
<td>(32, 64, 64); (64, 32, 32)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>64</td>
<td>Down</td>
<td>(64, 32, 32)</td>
<td>(64, 32, 32); (128, 16, 16)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>128</td>
<td>–</td>
<td>(128, 16, 16)</td>
<td>(128, 16, 16)</td>
</tr>
<tr>
<td>ConvBlock 3</td>
<td>3</td>
<td>64</td>
<td>Up</td>
<td>(128, 16, 16); (64, 32, 32, 3)</td>
<td>(64, 32, 32)</td>
</tr>
<tr>
<td>ConvBlock 2</td>
<td>2</td>
<td>32</td>
<td>Up</td>
<td>(64, 32, 32); (32, 64, 64, 4)</td>
<td>(32, 64, 64)</td>
</tr>
<tr>
<td>ConvBlock 1</td>
<td>1</td>
<td>16</td>
<td>Up</td>
<td>(32, 64, 64); (16, 128, 128)</td>
<td>(16, 128, 128)</td>
</tr>
<tr>
<td>Output</td>
<td>–</td>
<td>1</td>
<td>–</td>
<td>(16, 128, 128)</td>
<td>(1, 128, 128)</td>
</tr>
</tbody>
</table>

Notes. The superscript number for the input- and output-tensors indicate the skip-connections. Tensor shapes are given in channels-first format. Convs refers to the number of convolutional layers in the ConvBlock.