Numerical study of the Kelvin-Helmholtz instability and its effect on synthetic emission from magnetized jets
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ABSTRACT

Context. Nonthermal emission from active galactic nucleus (AGN) jets extends up to large scales, even though they are prone to many magnetohydrodynamic instabilities.

Aims. The main focus of this study is to understand the effect of magnetohydrodynamic instabilities on the nonthermal emission from large-scale AGN jets.

Methods. We performed high-resolution three-dimensional numerical magnetohydrodynamic simulations of a plasma column to investigate the dynamical and emission properties of jet configurations at kiloparsec scales with different magnetic field profiles, jet speeds, and density contrast. We also obtained synthetic nonthermal emission signatures for different viewing angles using an approach that assumes static particle spectra and that is obtained by evolving the particle spectra using Lagrangian macroparticles incorporating the effects of shock acceleration and radiative losses.

Results. We find that shocks due to the Kelvin-Helmholtz (KH) instability in the axial magnetic field configurations can strongly affect the jet dynamics. Additionally, we also find weak biconical shocks in the underdense jet columns. The helical magnetic field hinders the vortex growth at the shear surface and thereby stabilizes the jet column. With the evolving particle spectra approach, the synthetic spectral energy distributions obtained for cases with strong KH instability show multiple humps ranging from the radio to the TeV gamma-ray band.

Conclusions. We conclude that high-energy electrons that are accelerated in the vicinity of freshly formed shocks due to KH instability result in high X-ray emission.
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1. Introduction

Jets from AGN represent channels through which energy is transported from the central black hole region, where they are formed and accelerated, toward the extended regions up to scales that can reach megaparsecs, where the jet terminates. Along their way, part of their energy can be dissipated and transferred to a relativistic electron population, giving rise to the observed nonthermal radiation, which can cover the complete electromagnetic spectrum, that is, from radio up to γ-rays. In this process, jet instabilities play a fundamental role because they initiate the dynamical processes that lead to energy dissipation. Two types of instabilities are mainly considered in this context: Kelvin-Helmholtz (KH) instabilities, driven by the velocity shear between the jet and the ambient medium, and current-driven instabilities (CDI) that develop in the presence of a helical magnetic field. The KH leads to the formation of shocks and turbulence through which the energy is dissipated. Instead, dissipation in CDI mainly occurs through the formation of current sheets and magnetic reconnection.

Much literature has focused on understanding the characteristics of these instabilities in magnetohydrodynamic jets, determining the physical parameters that control their growth. KH instabilities have been extensively studied in several different configurations, both in Newtonian and in relativistic jets and with or without a magnetic field, both performing a linear analysis (see, e.g., Bodo et al. 1989, 1996; Birkinshaw 1991; Hardee & Clarke 1992; Kersalé et al. 2000; Urpin 2002; Perucho et al. 2004, 2010; Hardee 2006; Mizuno et al. 2007) and following the nonlinear evolution through numerical simulations (Frank et al. 1996; Malagoli et al. 1996; Ryu et al. 2000). The main parameters that control the behavior of the instability are the Mach number, the density ratio between the jet and ambient medium, and the plasma β in the presence of a magnetic field. The magnetic field configuration also has a strong effect on the instability evolution; a longitudinal field may have a stabilizing effect, while a toroidal field may introduce the other class of instabilities discussed above, that is, CDIs. A linear analysis of the CDI has been performed both in the Newtonian and in the relativistic cases by performing a linear analysis (see, e.g., Appl & Camenzind 1992; Istomin & Pariev 1994, 1996; Kim et al. 2015, 2016, 2017, 2018; Bodo et al. 2013, 2016, 2019) and following the evolution by numerical simulations. When both instabilities are possible,
Appl & Camenzind (1992) showed that KH instabilities are stabilized, and this result was confirmed by Baty & Keppens (2002) through three-dimensional numerical simulations. Rossi et al. (2008) and Mukherjee et al. (2020) showed that instabilities might have also a strong effect on the large-scale morphological properties of jets, leading either to the transition to an FRI type morphology (see also Massaglia et al. 2016) or in higher power jets, to strongly different properties of the cocoon.

Here we are interested in another effect of instabilities. As discussed above, the instability evolution leads to energy dissipation and consequently to the formation of a nonthermal electron population and the observed emission. Connecting all these processes is a formidable challenge since they involve a huge range of physical scales, where emission processes occur at the microscale, while the dynamics occur at the macroscale. For this reason, studies of jets have concentrated either on the dynamics, sometimes providing emission properties by using very simplified recipes, or on the radiation, employing very simplified dynamical structures. Few studies have tried more sophisticated approaches, in which the evolution of a nonthermal electron population subject to energy losses and gains is followed together with the dynamics of the thermal fluid (Micono et al. 1999; Tregillis et al. 2001; Mimica et al. 2013; Vaidya et al. 2018; Fromm et al. 2019; Winner et al. 2019; Huber et al. 2021), under the assumption that nonthermal particles are advected with the fluid velocity and have no backreaction on the fluid. In particular, energy gains at shocks are treated in a subgrid manner by employing more or less sophisticated recipes for determining the properties of the nonthermal particle distribution function depending on the shock characteristics. In particular, we have adopted the treatment for the particle acceleration process at shocks developed within the hybrid particle framework for the PLUTO code (Vaidya et al. 2018).

The main goal of this work is to analyze the possible imprint of the KH instabilities on the jet radiation properties, as was done in Micono et al. (1999), and because our focus is on the instability evolution, we adopted an idealized approach in which we considered a small section of a jet, assuming that in the nearby regions all jet sections behave in the same way. With this approach, we can employ an adequate numerical resolution to accurately follow the evolution of the KH instability. Our focus is on the jet properties on a scale of tens of kiloparsec (kpc); at these distances, the jet has most likely slowed down from the highly relativistic regime at its base, reaching nonrelativistic or mildly relativistic velocities. For this reason, our simulations are performed using nonrelativistic magnetohydrodynamic equations.

The paper is organized as follows. Section 2 describes the required numerical method and initial conditions for dynamical modeling. In Sect. 3, different emission modeling approaches are presented. Section 4 describes the results obtained from dynamical analysis and emission modeling with the effects of orientation. The effect of shock formation, particle acceleration, and instabilities on the emission signatures are explained in Sect. 5. Finally, Section 6 lists the important findings of this work.

2. Numerical setup

2.1. Equations and numerical method

Three-dimensional simulations of cylindrical plasma columns were carried out by solving the following set of ideal time-dependent magnetohydrodynamic equations in the Cartesian coordinate system \((X, Y, Z)\).

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, 
\]

\[
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot \left( \rho \mathbf{v} \mathbf{v} - \mathbf{B} \right) + \left( \nabla \times \mathbf{B} \right) \times \mathbf{B} = \rho \mathbf{v} \left( \mathbf{E} + \mathbf{B} \times \mathbf{B} \right),
\]

\[
\frac{\partial \mathbf{B}}{\partial t} + \nabla \times (\mathbf{v} \times \mathbf{B}) = 0,
\]

\[
\mathbf{v} \cdot \mathbf{B} = 0,
\]

where \(\rho, P, \mathbf{B}, \mathbf{v}\) are the density, isotropic gas pressure, magnetic field, and velocity, respectively. A factor \(1/\sqrt{4\pi}\) was reabsorbed in the definition of \(B\). The energy density is the sum of thermal, kinetic, and magnetic energy densities, respectively. It is given by the following expression:

\[
E = \frac{P}{\Gamma - 1} + \frac{\rho v^2}{2} + \frac{B^2}{2},
\]

where the internal energy is governed by the ideal gas equation, and the ratio of specific heats, \(\Gamma\) is 5/3. Furthermore, we employed a scalar tracer field \(\eta\) to distinguish between the jet and the ambient fluid. Its value was set to unity for the region \(r < R_1\), where \(r = \sqrt{X^2 + Y^2}\) is the cylindrical radius and \(R_1\) is the jet radius.

The numerical simulations were carried out employing the magnetohydrodynamic module of the astrophysical fluid dynamics code PLUTO (Mignone et al. 2007). A linear reconstruction shock-capturing method employing the hlce solver was used.

2.2. Initial conditions

We simulated a portion of an AGN jet at kpc scales assuming that the jet has become nonrelativistic (Laing & Bridle 2014). For this purpose, a three-dimensional cylindrical plasma column is initialized in a Cartesian box of size \(4R_j \times 4R_j \times L_j\). Here, \(R_j\) is the radius of the plasma column, which was set to unity, and \(L_j\) is the axial size of the box following an aspect ratio \(L_j/R_j = 2\). The resolution of the grid was set to 200 \(\times 200 \times 100\) zones, which translates into \(\Delta X = \Delta Y = \Delta Z = 0.02R_j\). We refer to this three-dimensional plasma column as a jet, but it should be noted that we only modeled a representative section of the large-scale kpc jet because similar dynamical features are likely to also occur in other regions in this portion of the jet. The simulation runs were typically performed using nondimensional quantities and were expressed in code units (c.u.). To scale them in physical units, we chose three scales: the jet radius \((R_j = 100\) pc), a reference velocity \((V_x = 5000\) km s\(^{-1}\)), and the external density \((\rho_{out} = 1.004 \times 10^{-26}\) g cm\(^{-3}\)) relevant for our study. As a consequence, the unit for the magnetic field is 177 \(\mu G\).

The density in the jet was set using a parameter \(\eta = \rho_{out}/\rho_0\) that represents the density contrast between the ambient value \((\rho_{out} = 1\) ) and that on the jet axis \(\rho(r = 0) = \rho_0\). We modeled jets with a density equal to ambient \((\eta = 1\) ) and also those that were underdense \((\eta > 1\) ). The density profile is

\[
\rho(r) = \rho_{out} \left( 1 + \frac{(1/\eta - 1)}{\cosh \left( \frac{r}{\eta} \right)} \right).
\]
The flow velocity was set along the axial direction \( \hat{z} \) and sheared radially with a hyperbolic tangent profile. The initial radial distribution of the velocity field is given as (Baty & Keppens 2002)

\[
V_z(r) = \frac{V}{2} \tanh \left( \frac{R_j - r}{a} \right),
\]

where \( V \) is the amplitude of the velocity shear, \( R_j \) is the jet radius, \( a \) is the width of the shear layer, and \( r \) is the radius in the cylindrical coordinate system. The values of these initial model parameters are \( R_j = 1 \), \( a = 0.1 \), and the on-axis pressure \( P(r = 0) = P_0 = 1 \). The sonic speed on the jet axis is given by \( c_s = (\gamma P_0/\rho_0)^{1/2} \). For the jet models with a density equal to ambient (\( \eta = 1 \), the value of the sound speed is \( c_s = 1.29 \), which in physical units is 6450 km\( \cdot \)s\(^{-1} \), corresponding to a thermal temperature of \( \sim 3 \times 10^6 \) K at the axis of the jet. The flow regime by Mach number can be found by calculating the Mach number along the axis using \( M_s = V/c_s \), where \( V \) is the speed of the jet at the axis.

The radial profile of the magnetic field structure can be expressed in the following general form given by Baty & Keppens (2002):

\[
B_1 = 0, \quad B_\phi = B_0 \frac{r/r_c}{1 + (r/r_c)^2}, \quad B_z = B_0,
\]

where the parameters \( B_0 \) and \( B_1 \) control the magnetic field strength and the radial pitch profile, and \( r_c \) is the characteristic column radius.

For positive values of the parameter \( B_1 \), the current density and gas pressure forces, the gas pressure distribution must follow the radial component of the momentum conservation equation, which is given by

\[
\nabla P = (\nabla \times B) \times B.
\]

The radial profile of the gas pressure distribution can then be derived analytically from the radial component of the above expression to yield the form

\[
P = P_0 - \frac{B_0^2}{2\rho_0} \left( 1 - \frac{1}{1 + (r/r_c)^2} \right),
\]

and is shown in Fig. 1 for all configurations. We further define the radial pitch profile as follows:

\[
\Pi(r) = \frac{r B_1}{B_\phi} = r_c \frac{B_0}{B_1} \left[ 1 + \left( \frac{r}{r_c} \right)^2 \right],
\]

where the choice of \( r_c \) governs the position of the maximum of the pitch \( \Pi \).

A periodic boundary condition was used along the axial direction, which restricts the wavelength of the perturbations to values that fit within the length \( L_z \), which is the size of the computational domain along the axial direction. The boundary condition on the side walls was chosen as reflective to have a helical field structure in the jet.

The magnetohydrodynamic equilibrium is perturbed only using the \( m = \pm 1 \) modes. The mathematical form of the velocity perturbations applied to the three cases is given by

\[
u_r = \delta V \exp \left( - \frac{(r - R_j)^2}{16a^2} \right) \cos(m \phi) \sin \left( \frac{2\pi n Z}{L_z} \right),
\]

where \( \delta V = 0.01 \) is the amplitude of the applied velocity perturbation, and \( 4a = 0.2 \) is its width along the radial direction. The axial and azimuthal numbers were set to \( n = 1 \) and \( m = 1 \) to excite the Fourier modes that may play a role in destabilizing the jet. These perturbations can trigger Kelvin-Helmholtz modes on the surface and kink modes in the presence of nonzero current density because there is a small but finite displacement of the jet localized at the boundary or the jet radius \( R_j \).

We studied a total of nine models with varying sonic Mach number \( M_s \), density contrast \( \eta \), characteristic column radius \( r_c \), and magnitude of the axial and azimuthal component of the magnetic field strength. A summary of the detailed model parameters for all the cases is given in Table 1. The initial conditions for the jet models with \( M_s = 1.26 \) (i.e., the A cases) follow that of Baty & Keppens (2002). The A cases are primarily for validation purposes. Based on the magnetic field structure, the jet models are classified as the UNI, HEL1, and HEL2 cases and are described as follows.

The UNI cases have a uniform axial magnetic field. Model UNI-B is our reference case. In addition to UNI-B, we investigated the dynamical evolution of model UNI-A for validation and underdense jets UNI-C and UNI-D for comparison. The UNI-B, C, and D cases have an axial sonic Mach number \( M_s = 5.0 \), while the UNI-A case has \( M_s = 1.26 \). The UNI-C and D cases are underdense jets that vary smoothly along the radial direction. The UNI-D configuration has the highest density contrast \( \eta \).

The HEL1 cases are current-carrying magnetized jets with an initial helical magnetic field with a pitch profile with a characteristic column radius \( r_c = 2.0 \) (see Eq. (12)). The HEL1-B case is for comparison with the reference case UNI-B, and the HEL1-A case is for validation. The HEL1-A and B cases have the same axial sonic Mach numbers of \( M_s = 1.26 \) and \( M_s = 5.0 \), respectively, as their UNI counterparts.
The HEL2 cases are identical to the HEL1 cases, but they differ in their pitch profile as $r_c$ is set to 0.5 for the HEL2 cases as opposed to $r_c = 2.0$ for the HEL1 cases. The HEL2-B and C cases are for comparison with the reference case UNI-B, whereas the HEL2-A case is for validation. The axial sonic Mach numbers corresponding to the HEL2-A, B, and C cases are $M_s = 1.26$, 5.0, and 10.0, respectively.

The values of the parameters $B_0$ and $R_0$ are 1 and 0.25, respectively, and were kept the same for all models with helical magnetic fields (see Eq. (9)). With the choice of physical scales, the value of $B_c$ at the axis corresponds to 44 $\mu$G, and the value of the azimuthal component of the magnetic field is $B_\phi = 71$ $\mu$G at $r = R_j$ for the HEL1 and HEL2 cases. We defined the parameter $\beta = 2P_\phi/B_c^2$ to characterize the magnetic field strength for the simulation runs. For all the runs, we initially set $\beta = 32$ corresponding to the values of gas pressure ($P_\rho$) and total magnetic field ($B_0$) on the jet axis. This initial value of $\beta$ defined at the axis was the same for UNI cases within the plasma column, but the HEL1 and HEL2 cases had a radial dependence on $\beta$. The initial value of $\beta$ at the jet radius $R_j$ was $\beta(r = R_j) = 7.37$ for the HEL1 cases and $\beta(r = R_j) = 4.67$ for the HEL2 cases. The UNI cases were subject to purely hydrodynamical KH instability at the jet boundary, while the HEL2 cases had a helical magnetic field, which can hinder the KH modes on the jet surface.

Time is in units of the radial Alfvén crossing time, which is defined as $t_a = R_j \sqrt{\rho_0/B_0}$. When the jet density is equal to that of the ambient ($\eta = 1$), the radial Alfvén crossing time $t_a$ corresponds to ~78.3 kyr for the chosen set of physical scales. We ran the simulation for $A$ cases up to $3.75 t_a$, while the jet models UNI-B, HEL1-B, and HEL2-B were run up to $4.75 t_a$ because the instabilities develop slightly later for high sonic Mach number flows because the growth rate of KH instabilities depends inversely on the sonic Mach number (Hudgie 2008). The UNI-C and UNI-D cases had the same sonic Mach number ($M_s = 5.0$) as the B cases, but higher jet-speed on-axis because of the low-density $\rho_0$ that results in a higher sound speed $c_s$. Consequently, these two cases were run up to $7.25 t_a$ and $15.0 t_a$ because it takes a long time for the instabilities to develop because the jet speeds on-axis are higher.

### 3. Emission modeling

Synchrotron and inverse-Compton (IC) are the two most primary radiation mechanisms responsible for the observed double-humped spectral energy distribution (SED) in the jets. To study the effects of magnetohydrodynamic instabilities on the continuum emission spectra of jets at large scales, we considered two different approaches to model the nonthermal emission. For the first approach, we developed a post-processing tool that considers static particle spectra, that is, the spectra did not evolve with time. For the second approach, we used the hybrid macroparticle-based framework in the PLUTO code developed by Vaidya et al. (2018), where the particle spectra evolve with time depending on local fluid quantities. The history was also preserved when they were updated. In the following subsection, we describe the methods involved to calculate the synchrotron (Sect. 3.1.1) and IC (Sect. 3.1.2) emissivity for the first approach with the static particle spectra along with the associated intensity and flux.

#### 3.1. Static particle spectra

In this approach, each grid cell of the computational domain is treated as a single emitting blob for which the emissivity is modeled. This considers a nonuniform distribution of the mass density and magnetic fields and assumes a homogeneous energy distribution of the emitting ultra-relativistic particles for the calculation of grid distribution of emissivities. The inputs are the fluid variables obtained from the simulations performed using the PLUTO code and the viewing angle. Additionally, the parameters that prescribe the static particle spectrum are also provided as inputs. For static power-law spectra (Eq. (15)), input parameters are the lower and upper energy bounds, $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$, respectively, the power-law index $p$, and the ratio of the number density of the nonthermal electrons to fluid number density $\eta_N = n_e^N/m_p/\rho$, where $n_e^N$ is the number density of nonthermal electrons. The outputs are the intensity maps and flux (see Eqs. (16) and (17)). The validation of this approach is given in Appendix A.

#### 3.1.1. Synchrotron emission

The synchrotron emission from the jets may have either leptonic or hadronic or leptohadronic origin. We assumed that the synchrotron emitting particles are mainly electrons and their energy distribution is a power law with spectral index $p$.

Given the synchrotron power radiated by a single electron $P_{\text{syn}}(\nu, \gamma)$, the total synchrotron emissivity due to an ensemble of ultra-relativistic electrons is computed using the following...
expression (Longair 2011):
\[
J_{\text{syn}}(v, \hat{n}_{\text{los}}) = \int P_{\text{syn}}(v, \gamma) N(\gamma) d\gamma,
\]
(14)
where \(N(\gamma) d\gamma\) is the total number of electrons per unit volume having a Lorentz factor in the range \(\gamma\) to \(\gamma + d\gamma\) with power-law spectral index \(p\), and it is given by
\[
N(\gamma) d\gamma = N_0 \gamma^{-p} d\gamma, \quad \gamma_{\text{min}} < \gamma < \gamma_{\text{max}},
\]
(15)
where \(\gamma_{\text{min}}\) and \(\gamma_{\text{max}}\) are the limits of the electron energies and \(N_0\) is the normalization constant.

We used the fundamental radiative transfer equation in the optically thin limit (Rybicki & Lightman 1986) to calculate the specific intensity. For this, the emissivity \(J_{\text{syn}}(v, \hat{n}_{\text{los}})\) (see Eq. (A.1)) obtained at each grid cell (i.e., \(X', Y', Z'\)) is integrated for a given line of sight along the direction \(\hat{n}_{\text{los}}\) defined by the spherical coordinates \(\theta\) and \(\phi\) (i.e., \(\hat{n}_{\text{los}} = [\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi]\)) using
\[
I_s(v, X', Y') = \int_{-\infty}^{\infty} J_{\text{syn}}(v, X', Y', Z') dZ',
\]
(16)
where we chose a Cartesian coordinate system with the \(Z'\)-axis along the line of sight of the observer, while the other two axes are in the sky plane.

Then the flux density at a particular frequency \(v\) can be estimated by integrating the specific intensity distribution over the solid angle subtended at the observer’s position by the projection of the emitting region in the jet on the sky plane. This is given by
\[
F_s(v) = \int I_s(v, X', Y') d\Omega,
\]
(17)
where the solid angle is given by \(d\Omega = (dX' \times dY')/D^2\).

The total integrated flux density \(F_s(v)\) can then be used to plot the continuum emission spectra. The flux density is scaled with \(F_{\nu_{sc}}\):
\[
F_{\nu_{sc}} = \frac{E_{\nu_{sc}}}{\pi R_{\nu_{sc}}} = 4\pi I_{\nu_{sc}},
\]
where \(E_{\nu_{sc}}\) is the frequency scale in units of Larmor frequency \(\nu_{sc} = \nu_{lo} = 122\) Hz, which is estimated using the initial magnetic field strength, defined at the axis of the plasma column (i.e., \(B_{\perp}(t = 0)\)). Furthermore, \(R_{\nu}\) is the Larmor radius for highly relativistic electrons, with the Lorentz factor \(\gamma_{\text{max}}\) and is obtained using the same initial axial field strength. For the chosen set of physical scales, the value of the flux scale in physical units is
\[
F_{\nu_{sc}} = 9.38 \times 10^{-8} \left(\frac{\nu_{lo}}{\text{Hz}}\right)^3 \text{ ergs s}^{-1} \text{ cm}^{-2} \text{ Hz}^{-1} \cdot \text{s}^{-1} \text{ cm}^{-2} \text{ Hz}^{-1},
\]
It is estimated the synthetic emission assuming a reference distance \(D = 7.9\) Mpc between the source and the observer. As a result, considering the length scale \(R_{\perp}\) and the grid resolution, we obtained the solid angle as
\[
d\Omega = 5.1 \times 10^{-15} \left(\frac{D}{7.9 \text{ Mpc}}\right)^2.
\]
(19)

### 3.1.2. IC emission

Inverse-Compton scattering involves two types: synchrotron self-Compton (SSC) and external Compton (EC). As the focus is on studying the portion of the jet that is far away from the central black hole, the seed photons for the inverse-Compton scattering are typically from the cosmic microwave background (CMB). We assumed an isotropic seed photon distribution and the bulk-flow of the jet at kpc scales to be in the nonrelativistic limit. The total IC emissivity at a particular frequency due to this ensemble of ultra-relativistic electrons can be computed using the form given in Petruk (2009).

\[
J_{\text{IC}}(v) = \int P_{\text{IC}}(v, \gamma) N(\gamma) d\gamma,
\]
(20)
where \(P_{\text{IC}}(v, \gamma)\) is the IC power radiated by a single electron. The IC intensity maps and flux density were calculated using the same methods as explained in Sect. 3.1.1, and using the expression of emissivity from Eq. (A.4) at each grid cell in the numerical domain.

### 3.2. Evolving particle spectra

One of the limitations of our first approach that makes it a rather simplistic prescription for emission modeling is the assumption of a static power-law distribution of relativistic electrons (i.e., a constant value of the power-law index \(p\)). In order to relax this constraint and take the effects of microphysical processes (e.g., particle acceleration due to shocks) on the distribution function of emitting particles and subsequently on emissivities into account that in general depend on the grid position \(J_{\text{syn}}(v, \hat{n}_{\text{los}}, X', Y', Z')\) and \(J_{\text{IC}}(v, \hat{n}_{\text{los}}, X', Y', Z')\), we used another approach in which the energy spectra of the emitting particles evolve with time.

This approach follows a Lagrangian macroparticle-based approach in which each of these macroparticles is essentially an ensemble of nonthermal particles (e.g., electrons in this case). The outputs of the hybrid model are the synchrotron and IC emissivities that are generated by evolving the particle spectra for a user-defined observing frequency value. These emissivities are provided as inputs to the post-processing tool to obtain the intensity maps and flux using Eqs. (16) and (17). The detailed method of this approach and the equations considered to calculate the emissivities are given in Vaidya et al. (2018). We initialized all the runs listed in Table 1 using the hybrid framework in the PLUTO code with 6 × 10⁵ Lagrangian macroparticles that were randomly distributed in space following Gaussian deviates that depend on the cylindrical radius. This allowed a complete sampling of the plasma column as more particles are initialized close to the axis. The electron injection distribution was chosen as a power law given by Eq. (15), in which the normalization constant is
\[
N_0 = \frac{\eta_{\text{NT}}}{m_\text{p} (\gamma_{\text{min}}^{-p} - \gamma_{\text{max}}^{-p})}.
\]
(21)

The electron distribution within each macroparticle was evolved depending on the physical grid quantities interpolated at the macroparticle position. In particular, for each macroparticle, the Fokker-Planck equation was solved, accounting for the radiative losses due to adiabatic expansion, synchrotron, and IC-CMB emission. At kpc scales in jets, stochastic acceleration of particles due to turbulence may also contribute to the evolution of the particle spectra and the diffuse emission at high energies (H. E. S. S. Collaboration 2020). However, we did not account for the diffusion of particles in momentum space (Fermi second-order process). Additionally, the spatial diffusion of electrons was neglected. When these diffusion terms are neglected, the adopted approach ensures that the total number of electrons remains constant within a single macroparticle.
To account for particle acceleration at shocks, the spectral distribution of any macroparticle experiencing the shock was updated based on the compression ratio of the shock. To estimate the compression ratio, the shocked regions were flagged using conditions on the pressure gradient threshold and a negative value of the velocity divergence. Furthermore, the macroparticles entering these shocked regions quantify the pre-shock and post-shock conditions from interpolated fluid values. These conditions were then used to compute the orientation of the shock normal and thereafter the shock speed using the coplanarity theorem (Schwartz 1998). Finally, the compression ratio was estimated as the ratio of upstream and downstream velocities in the shock rest frame. It should be noted that we only considered shocks as a possible reacceleration mechanism and did not distinguish quasi-parallel or quasi-perpendicular shocks. As the shocks encountered are nonrelativistic, the standard di- 

\[ \gamma_{\text{max}} = \left( \frac{9c^4 m_e^2}{8\pi B e^3} \right)^{1/2}. \]

Using the maximum energy of the updated spectra and the compression ratio, the particle distribution is updated by following (e.g., Jones et al. 1994; Micono et al. 1999; Winner et al. 2019; Mukherjee et. al., in prep.)

\[ N_{\text{out}}(\gamma) = q \int_{\gamma_{\text{min}}}^{\gamma_{\text{max}}} N_{\text{in}}(\gamma') \left[ \frac{\gamma}{\gamma'} \right]^{-q\gamma^2} \frac{d\gamma'}{\gamma'}, \]

where \( \gamma \in [\gamma_{\text{min}}, \gamma_{\text{max}}] \), and \( N_{\text{out}} \) is the updated spectrum in the pre-shock region, which is dependent on the incoming (pre-shock) particle spectrum \( N_{\text{in}} \). Such an update of the particle spectrum allowed preserving the history of the particle distribution as it traverses the shock.

At any given time, the instantaneous distribution of electrons for each macroparticle was convolved with the single electron power to estimate the emissivity associated with that macroparticle. Finally, the emissivity value for each macroparticle was interpolated back onto the grid. When we obtained the grid distribution of the emissivities \( J_{\gamma\nu}(x, B, X, Y, Z) \) and \( J_{\gamma\nu}(x, B, X, Y, Z') \), we integrated them along a line of sight to generate the intensity maps and emission spectra using the same method as described in Sect. 3.1.1.

4. Results

The methods of dynamical and emission modeling of magnetohydrodynamic instabilities in jets are described in Sects. 2 and 3, respectively. This section comprises the results obtained from the dynamical modeling and emission modeling. We discuss our major findings in detail. Sections 4.2–4.4 describe the effects of the magnetohydrodynamic instabilities on the observed jet emission based on different scenarios.

4.1. Dynamical modeling results

We modeled the jets to study the effects of magnetohydrodynamic instabilities on the jet dynamics and energetics. By solving the ideal magnetohydrodynamic equations, we studied the temporal evolution of three-dimensional scalar and vector fields such as mass density \( \rho \), gas pressure \( P \), magnetic field \( B \), and velocity field \( v \). Three-dimensional snapshots of the jet density structure for the models UNI-A, UNI-B, HEL2-A, and HEL2-B at \( t/t_{\text{a}} = 3.75 \) are shown in Fig. 2 for a direction lying in the \( X-Z \) plane (i.e., \( \theta_{\text{los}} = [\sin \theta, 0, \cos \theta] \)) along a line of sight inclined at \( \theta = 20^\circ \) with the jet axis. In the uniform magnetic field configurations, that is, UNI-A and UNI-B, where only the Kelvin-Helmholz instability is present, the jet dynamics are greatly altered by \( t/t_{\text{a}} = 3.75 \) as compared to the helical configurations HEL2-A and HEL2-B, in which the jet remains relatively stable as the jet boundary is clearly distinguishable.

Figure 3 shows the two-dimensional cuts of pressure and vorticity distribution in the \( Y-Z \) plane for the UNI-B case at \( t/t_{\text{a}} = 3.75 \), for the UNI-C case at \( t/t_{\text{a}} = 5.59 \), and for the UNI-D case at \( t/t_{\text{a}} = 10.61 \). In the UNI-B case, the KH instability in the shear layer at the jet boundary results in the formation of strong shocks. Such shocked structures are also seen at the jet boundary in the UNI-C and UNI-D cases. Additionally, for these cases, there are regions at high pressure on the jet axis due to the formation of biconical shocks that are relatively weaker than those formed at the jet boundary. A detailed discussion of the under-dense jets UNI-C and UNI-D is presented in Sect. 4.4.2.

In all three cases, the vortical structures are present at the jet boundary because they can only form in regions with velocity shear. The vorticity is highest in the UNI-D case because there is a strong velocity shear due to the high axial velocity inside the jet (\( V_A = 0.7c \)). The strong shocks resulting from the high-velocity shear affect the emission properties of magnetohydrodynamic jets. This is discussed in Sect. 4.3.

Jet energetics and validation of dynamical jet models

In order to validate our dynamical jet models, we set up our A cases with initial conditions identical to those given for the three configurations in Baty & Keppens (2002). For comparison, we plot the time evolution of the volume-averaged energies defined below (see Fig. 4).

The volume-averaged perturbed kinetic energy confined to the \( X-Y \) plane \( E_{kxy} \) is given by

\[ E_{kxy} = \frac{1}{V_b} \int_{V_b} \left[ \rho V_x^2 + \rho V_y^2 \right] \frac{dV}{2} \frac{dX}{dY} dZ - E_{kxy}^0, \]

and the volume-averaged perturbed magnetic energy confined to the \( X-Y \) plane \( E_{bxy} \) is

\[ E_{bxy} = \frac{1}{V_b} \int_{V_b} \left[ B_x^2 + B_y^2 \right] \frac{dV}{2} \frac{dX}{dY} dZ - E_{bxy}^0, \]

where \( V_b = 16R_z^2 l_z \) is the volume of the simulation box, and \( E_{kxy}^0 \) and \( E_{bxy}^0 \) are the initial kinetic and magnetic energies obtained from the equilibrium conditions. As \( E_{kxy}^0 = 0 \), the volume-averaged perturbed kinetic energy confined to the \( X-Y \) plane \( E_{kxy} \) is the same as the volume-averaged kinetic energy. The volume-averaged perturbed axial kinetic and magnetic energies are given by

\[ E_{kz} = \frac{1}{V_b} \int_{V_b} \left[ \rho V_z^2 \right] \frac{dV}{2} \frac{dX}{dY} dZ - E_{kz}^0 \]

and

\[ E_{bz} = \frac{1}{V_b} \int_{V_b} \left[ B_z^2 \right] \frac{dV}{2} \frac{dX}{dY} dZ - E_{bz}^0. \]
Fig. 2. Three-dimensional isosurface density contours of the model UNI-A (top left), HEL2-A (top right), UNI-B (bottom left), and HEL2-B (bottom right) at \( t/t_a = 3.75 \) for a direction along a line of sight inclined at 20° with the jet axis. The color bars represent the jet density \( \rho/\rho_0 \). While the UNI cases have a turbulent flow structure as they only experience the KH instability, the HEL2 cases have a clearly identifiable jet boundary as they are relatively stable.

Fig. 3. **Left panels:** distribution of jet pressure \( P/P_0 \) in the \( Y-Z \) plane of the models UNI-B at \( t/t_a = 3.75 \) (top), UNI-C at \( t/t_a = 5.59 \) (middle), and UNI-D at \( t/t_a = 10.61 \) (bottom). **Right panels:** distribution of the vorticity along the normal to the \( Y-Z \) plane (\( \nabla \times v \)), for the corresponding cases at the same times. The color bars in the left and right panels represent the corresponding pressure and vorticity in code units, respectively. The tracer contours at level 0.8 are overplotted as black lines to demarcate the jet boundary in all three cases. The tracer levels close to the jet axis are greater than 0.8 and are not shown here.
We extend this analysis to the jet configurations with a higher sonic Mach number \( (M_s = 5) \) (i.e., B cases). The results for the UNI-A and HEL2-A cases \( (M_s = 1.26) \) shown in the left panels of Fig. 4 agree with those obtained by Baty & Keppens (2002). The results for the corresponding B cases are shown in the right panels of Fig. 4. In the jet configuration UNI-A where only the Kelvin-Helmholtz instability is present, vortex growth occurs at the jet boundary (Baty & Keppens 2002). The magnetic field lines concentrate around the edges of these vortices, and the build-up of magnetic and kinetic energy \( E_{\gamma} \) and \( E_{\phi} \) in the transverse direction disrupts the flow (see panels a and b in Fig. 4). In contrast, the vortex growth is suppressed by the azimuthal magnetic field \( B_\phi \), which stabilizes the jet in the HEL2-A configuration. In the B cases with \( M_s = 5 \), the beginning of the instability is marked by a deviation of the axial kinetic energy from its initial value, which occurs at \( t/t_a = 3.375 \) in the UNI-A case (see panel g in Fig. 4). In the UNI-B case, the Kelvin-Helmholtz instability makes the flow turbulent at small scales, resulting in freshly formed shocks that disrupt the flow. As a result, the kinetic and magnetic energies in the transverse direction \( E_{\gamma} \) and \( E_{\phi} \) increase from \( t/t_a \approx 3.375 \) (see the top two panels in the right column of Fig. 4). In the HEL2-B case, small deviations are seen in the transverse and axial magnetic energies \( E_{\gamma} \) and \( E_{\phi} \) as the presence of a helical magnetic field suppresses the steepening of any turbulent features, thereby curbing any shock formation.

4.2. Emission modeling: No-shocks case

To model the emission, we adopted two different mechanisms: static and evolving particle spectra. Modeling emission with evolving particle spectra helps to incorporate the additional physics due to radiative losses.

Figure 5 shows the synchrotron emission maps for the UNI-A case obtained at \( t/t_a = 2.25 \) using the static particle spectra (top panels of Fig. 5) and evolving particle spectra (bottom panels of Fig. 5). In the A cases, we assumed for both approaches that the energy distribution of the ultra-relativistic emitting electrons is a power law with spectral index \( p = 3 \) and energy limits \( \gamma_{\min} = 100 \) and \( \gamma_{\max} = 10^5 \). The ratio of the number density of the nonthermal electrons to fluid number density was kept the same as in the A cases (i.e., \( \eta_{\text{NT}} = 10^{-3} \)). We used the evolving particle spectra to obtain both synchrotron and inverse-Compton emission maps at three different energies for the B cases at \( t/t_a = 3.75 \) for a direction along a line of sight inclined at \( \theta = 20^\circ \) with the jet axis in the X–Z plane. The observing frequencies for the synchrotron emission maps in scaled units are \( \nu/\nu_c = 8.2 \times 10^5, 10^6, 10^7 \), which correspond to radio for \( \nu_c \sim 122 \, \text{Hz} \). The energies for the inverse-Compton emission maps in scaled units range from \( E/\nu \nu_c = 7.9 \times 10^{16}, 10^{18}, 10^{20} \) and correspond to emission in \( \gamma \)-rays. The three-dimensional distributions of pressure and density are integrated along the same line of sight. The resulting pressure and density maps along with the emission maps for the reference case UNI-B are shown in Fig. 6. A complex network of shocks evolves due to the turbulence during the nonlinear phase of the KH instability. As the macroparticles encounter multiple shocks, the nonthermal electrons are reaccelerated to higher energies depending on the strength of the shocks. Consequently, the particle spectra flatten, and we see bright emission features in the intensity maps at all three energies coinciding with regions at high pressure and density (see the bottom panels in Fig. 6). In particular, the synchrotron emission maps for higher frequency values (middle and right panels of the top row) show bright emission structures consistent with the density and pressure maps. In contrast, the synchrotron intensity map at the lowest frequency \( \nu_1/\nu_c = 8.2 \times 10^5 \) is rather more diffused, as expected, and also shows bright emission in the center. Similar diffused emission is also seen for the lowest IC emission energy (left middle panel), although the general features of the emission map are consistent with the shocked regions depicted in the pressure map. Furthermore, at the high energy \( E_{\gamma}/\nu \nu_c = 7.9 \times 10^{20} \), the emission map shows scattered bright spots. These findings are consistent with the results obtained by Micono et al. (1999) for the spectral index as the particles encounter multiple shocks in a two-dimensional slab jet experiencing KH instability.

Furthermore, we also examined the effects of the boundary on the qualitative behavior of the synthetic SED. In particular, we increased the domain size to \( 8R_j \times 8R_j \times L_j \) to study the effect of side boundaries on the jet dynamics and radiative properties. We found that the jet dynamics are slightly altered, whereas the radiative properties remain the same, qualitatively showing spectral hardening. In addition to the intensity maps, the SEDs for the B cases with two different inclination angles with static particle spectra are also discussed in Appendix A.
Fig. 4. Left panels: time evolution of the volume-averaged perturbed (a) kinetic energy in the $X-Y$ plane $E_{k_{xy}}$, (b) magnetic energy in the $X-Y$ plane $E_{b_{xy}}$, (c) axial kinetic energy $E_{k_z}$, and (d) axial magnetic energy $E_{b_z}$ for the UNI-A and HEL2-A cases. Right panels: time evolution of the corresponding energies for their higher sonic Mach number ($M_s = 5.00$) counterparts.

A histogram of the probability density distribution function of the macroparticles with a compression ratio $s$ is shown in Fig. 7 for the reference case UNI-B (blue bars) at $t/t_a = 3.75$. The area below the histogram in each bin is the probability of a macroparticle having a compression ratio between $s$ to $s + \Delta s$, where $\Delta s = 0.2$ is the bin width. We have about $5.5\%$ particles in the reference case UNI-B with a compression ratio $s > 4$. They typically arise when the shocks begin to steepen and cover only one or two grids zones in the transverse direction. These particles were neglected in Fig. 7 and were not accounted for in the calculations. The blue histogram for the reference case UNI-B shown in Fig. 7 peaks at $s = 2.2$, which lies in the range $2.19 < s < 2.49$.

Additionally, the effect of shocks on the jet emission can be understood by studying the temporal evolution of the SED. The
time-evolving SEDs for the reference case UNI-B are shown in Fig. 8. The left panel of Fig. 8 shows the evolving synchrotron SED, whereas the right panel shows the corresponding IC emission. The initial SED is a straight line given the power-law distribution of nonthermal electrons and is shown using a black line for both the synchrotron and inverse-Compton components. This is steeper than the SED in Fig. A.2 as the spectral index of the particle distribution has been increased to $p = 6$. For the synchrotron emission, the total integrated fluxes first drop until $t/n_s \approx 2.875$ as a result of the synchrotron cooling of the nonthermal electrons. A sudden flattening of the SED occurs at $t/n_s \approx 2.875$ as the turbulence results in freshly formed shocks that are captured using the evolving particle spectra. The interaction of multiple shocks accelerates the nonthermal particles to higher energies as the particle distribution spectra flatten. The hybrid framework in the PLUTO code is used, a second population of nonthermal electrons with Lorentz factors $\gamma \geq 10^7$ is seen. The emergence of this second population of electrons occurs in the vicinity of freshly formed shocks and is demonstrated using synchrotron emissivity contours at $v/v_{\text{sc}} \approx 10^{15}$ shown as black lines in Fig. 9. The maximum Lorentz factor for the spectrum associated with macroparticles in the vicinity of newly formed shocks is $\gamma \approx 10^9$ and the typical magnetic field strength of $B = 100 \mu$G. This amounts to a gyro-frequency $v_G = 280$ Hz, which implies that the critical frequency of synchrotron emission given by $v_c = 1.5y^2v_G$ is estimated to be about $10^{21}$ Hz. This is consistent with the fact that the peak of the bump in X-rays and $\gamma$-rays lies at $v/v_{\text{sc}} \approx 10^{19}$. However, the shape of the SED evolves as it is a transient phenomenon. The particle acceleration due to shocks is more efficient at higher energies. However, flatter spectra occur at lower energies as the nonthermal electrons at higher energies cool down and populate the low energy levels.

Because of the contribution from the second synchrotron component, the slope of the SED at $t/n_s = 3.5$ directly evolves as $\approx 1.25$ and equals 0.10 between the scaled frequencies $v/v_{\text{sc}} = 10^9$ and $10^{13}$ and 0.03 between the scaled frequencies $v/v_{\text{sc}} = 10^{13}$ and $10^{15}$. These slopes drop to $-0.26$ and $-0.01$ at $t/n_s = 3.75$ for the same frequency ranges, respectively, as a result of synchrotron cooling of the newly emerged second population of nonthermal electrons. The spectral indices corresponding to these slopes at $t/n_s = 3.75$ are $p = 3.51$ and $p = 3.02$, while the compression ratios obtained using the standard diffusive shock acceleration theory $p = 3s/(s-1)-2$ are $s = 2.19$ and $s = 2.49$, respectively, indicating that the shocks are moderately strong.

The inverse-Compton emission follows a similar trend of temporal evolution as it results from CMB photons scattering off the same nonthermal electron population that is responsible for the synchrotron emission. Kobak & Ostrowski (2000) studied particle acceleration due to shocks using Monte Carlo simulations. Stawarz & Ostrowski (2002) derived the emission spectra for such a distribution of nonthermal electrons and found an increased emission at higher energies, similar to the results shown in Fig. 8.

4.4. Comparison with other runs

4.4.1. Comparison with helical jets

To investigate the role of instabilities in magnetohydrodynamic jets using radiative signatures, we compared the emission
spectra of the uniform magnetic field configuration UNI-B with the helical magnetic field configurations HEL2-C obtained using the evolving particle spectra. The synchrotron and IC SED for HEL2-C case at $t/t_a = 3.0, 3.75$, and $4.5$ are shown in Fig. 10. In the UNI-B case, the synchrotron component of the SED flattens as a result of particle acceleration because of the freshly formed shocks. This gives rise to the second population of non-thermal electrons at high energies. As mentioned in Sect. 4.3, the flattening of the spectra occurs after $t/t_a \approx 2.875$, when freshly formed shocks appear first. The number of shocked Lagrangian macroparticles grows rapidly with time. The probability distribution of these shocked particles represented by the blue histogram shown in Fig. 7 peaks at a compression ratio $s = 2.2$, indicating moderately strong shocks.

The jet boundary is clearly identifiable in the HEL2-B case (see Fig. 2) as the helical magnetic field suppresses vortex formation. As a result, no shock formation occurs in the HEL2-B case. In the HEL2-C case, the perturbations do not steepen enough due to the helical magnetic field to form strong shocks even though the initial sonic Mach number increases. Consequently, the HEL2-C case shows weak shocks that are represented by the probability density distribution function in the red histogram in Fig. 7. As most of the weakly shocked particles in the HEL2-C case have a compression ratio $s = 1.3$, we obtain $p = 3s/(s-1) - 2 = 11$ for these particles, making the spectrum steep (see Fig. 10). The total integrated fluxes at high energies drop as a result of synchrotron cooling. Furthermore, the HEL2 cases also have higher magnetic field strengths at the interface than the UNI-B case. This also enhances the radiative cooling observed in these runs. Negligible emission is seen beyond a scaled frequency $\nu/\nu_{sc} > 10^{10}$ as the particle acceleration is inefficient because shocks are either absent or weaker in the helical jet configurations. The corresponding inverse-Compton components of the spectra have similar shapes because the same electron population is responsible for the synchrotron and IC-CMB emission. The shapes of the spectra appear to be like discontinuous curves with sharp edges as a result of an artificial effect because the SEDs have a limited resolution in the frequency domain.

In conclusion, in the jet configuration with the Kelvin-Helmholtz instability alone, a disruptive flow causes shock formation. This results in a flatter emission spectrum. In contrast, the helical jet configuration is relatively stable, with weaker shocks leading to a steeper emission spectrum.
4.4.2. Comparison with underdense jets

In the reference case UNI-B, no biconical shocks form near the jet axis as the density and pressure are initially uniform. For comparison, we modeled the jet configurations UNI-C and UNI-D, which are underdense as compared to the surroundings (see Eq. (7)). The ambient-jet density contrast $\eta$ leads to the formation of weak biconical shocks in the UNI-D case, which coincide with regions at high pressure on the jet axis. This is shown in the bottom left panel in Fig. 3.

We expect biconical shocks to affect the emission spectra. However, the emission spectra of these underdense jets are similar to the spectrum in the reference case UNI-B. In the underdense jet UNI-D, it takes a longer time for the shocks to form due to the higher jet speed. The spectral features for model UNI-D are similar to those in the reference case UNI-B (figure not shown). We infer that the particle acceleration due to the weak biconical shocks is not as efficient as the shocks formed at the shear surface. The minor difference in SED that arises between the UNI-B and UNI-D case particularly at low energies can be attributed to the gradual steepening of weak biconical shocks.

In order to quantify the strength of biconical shocks at $t/t_a = 13.25$, we considered the shocked macroparticles in the cylindrical region $0 < r < a$ and the cylindrical shell $R_j - a < r < R_j + a$, where $a = 0.1$ is the shear layer width and $R_j = 1.0$ is the jet radius. As the biconical shocks are weak, the number of shocked particles in the cylindrical region around the axis is smaller ($<100$), and the majority of them have a compression ratio in the range $1.5 < s < 2.0$. The biconical shocks are weak as the density contrast $\eta$ is not high enough. In contrast, the stronger shocks at the jet boundary result in a large number ($>10^5$) of shocked particles in the cylindrical shell, and most of them have a compression ratio in the range $2.0 < s < 2.5$. The formation of strong shocks at the jet boundary is similar to what occurs in the reference case UNI-B. This is consistent with our understanding that the emission spectra in the underdense jet UNI-D are similar to that in the reference case with a minor deviation in the low-energy part.
The black lines indicate regions of X-ray spots resulting from the second population of nonthermal electrons generated in the vicinity of newly formed shocks due to shear.

The generation of shocks in localized regions results in the reacceleration of electrons that have a flat spectral slope, consistent with the evolution of the spectral index of kiloparsec-scale AGN jets.

5. Discussion

We have investigated the effects of magnetohydrodynamic instabilities on the dynamics of the plasma column and their effect on synchrotron emission. In particular, we carried out three-dimensional simulations of a plasma column with different magnetic field configurations and shear velocity between the column and the ambient medium.

From the dynamical evolution of the plasma column, the configuration with a dominant axial magnetic field (UNI-A) is unstable due to the KH mode. However, the presence of an azimuthal magnetic field suppresses the growth of instability and stabilizes the jet (HEL1-A and HEL2-A). We also carried out simulation runs with varying shear flow velocities that are supersonic. The evolution of the plasma column with initial axial sonic Mach number $M_s = 5.0$ and dominant axial magnetic fields (UNI-B case) depicted a complex network of shocks due to KH instabilities. These shocks are typically seen near the interface between the plasma column and the surroundings. In addition to these shocks, we also find weak biconical shocks for underdense cases (UNI-C and UNI-D).

This complex network of shocks produced in the shear layer of the plasma column due to KH instabilities accelerates the particles. From our evolving spectra analysis, we observe a local reacceleration of electrons within the vicinity of these shocks (see Fig. 9). The evolution of the resulting synchrotron spectra is shown in Figs. 8 and 10 for the cases UNI-B and HEL2-C. At a certain evolutionary stage, the spectra show typical features corresponding to particle acceleration as multiple humps and radiative cooling as sharp cutoffs, respectively.

To quantify the amount of flux received in different frequency bands from radio to γ-rays, the normalized values must be expressed in terms of physical units. For the reference case UNI-B, we have $B_0 = 44 \mu G$ at the axis at $t = 0$, which corresponds to $v_{sc} = 122 \text{ Hz}$. Furthermore, the flux scale is $F_{\nu_{sc}} = 9.38 \times 10^{-14} \text{ ergs s}^{-1} \text{ cm}^{-2}$ Hz, for $\gamma_{max} = 10^8$, which is the maximum Lorentz factor set for the initial power-law spectra. With these scales, the synthetic multiwavelength synchrotron spectrum for the UNI-B case becomes flat in the optical to X-ray regime. The evolution of the resulting synchrotron spectrum is shown in Fig. 10. The generation of shocks in localized regions results in the reacceleration of electrons that have a flat spectral slope, consistent with the evolution of the spectral index using two-dimensional magnetohydrodynamic runs, as discussed in Micono et al. (1999). These electrons are accelerated up to a maximum energy $\gamma = 10^9$, forming a secondary population of energetic electrons. This exhibits a unique signature of a secondary hump in the synchrotron spectra peaking at $\nu = 10^{21}$ Hz with a corresponding flux density $\nu F_{\nu} \approx 10^{-78} \text{ ergs s}^{-1} \text{ cm}^{-2}$. Additionally, such a population of a few dozen to hundreds of TeV energies gives rise to TeV γ-rays ($\nu \sim 10^{23} - 10^{25} \text{ Hz}$) due to the upscattering of CMB photons (Meyer et al. 2015; Breiding et al. 2017).

On the other hand, because of the weak shocks we obtained for the HEL2-C case (see Fig. 7), the secondary population of such high-energy electrons is not formed. This results in the absence of a secondary hump in the synchrotron spectra for the HEL2-C case. Instead, we observe sharp cutoffs due to effective synchrotron cooling around $\nu/v_{sc} \approx 10^{10}$ (see Fig. 10). A similar evolution of the SED is also seen for the IC emission in the HEL2-C case.

The origin of X-ray emission in the multiwavelength SED of kiloparsec scale AGN jets is still an open question. Breiding et al. (2017) have proposed two possible models to explain this: synchrotron emission produced by a secondary population of high energy electrons, and hadronic emission processes such as proton synchrotron emission or the synchrotron emission produced by a secondary population of electrons arising from photodisruptive interactions. Our findings discussed in Sect. 4.3 indicate that the first of these models, synchrotron emission from a second electron population, is a viable explanation for the high X-ray emission in the multiwavelength SED of kiloparsec-scale AGN jets.

It should be noted that the synthetic SED obtained from this work is from a rather idealized simulation where the focus was on the portion of a jet at kpc scale and not the whole jet. Therefore the synthetic SEDs that are generated demonstrate the effects due to dynamical features that occur locally. Although these effects occur in localized regions, they are likely to occur in other regions of the jet and can be thought of as representative of a portion of the jet. Therefore the synthetic SEDs we generated can only be qualitatively compared with observations.

6. Summary and outlook

We have carried out three-dimensional simulations of a plasma column that represents a section of a jet at kiloparsec scales. This study was conducted with the aim to understand the effects of magnetohydrodynamic instabilities on jet dynamics and energetics, which have implications for stability and emission signatures.

Dynamical analyses of simulation runs for A cases were validated with those of Baty & Keppens (2002). In particular, for uniform density cases with sonic Mach number $M_s = 1.26$, we find that the case with an axial magnetic field (UNI-A) is unstable because of the RH mode and results in a disrupted and turbulent jet. When the azimuthal field is incorporated, the jet column achieves stability as the growth of vortices at the shear surface is damped by a helical field (HEL1-A and HEL2-A) (see Fig. 2).

Cases with higher shear flow velocity and/or high-density contrast (cases B, C, and D) show a generation of more vorticity at the shear surface and also shocks in comparison to the A cases (see Fig. 3). Additionally, the underdense jet columns (cases C and D) show weak biconical shocks.

The onset of instability in these cases occurs at a later Alfvén time than in cases A. The jet column with axial magnetic fields and high sonic Mach number is prone to KH mode instability.
and shows more and stronger shocks than the cases with a helical field structure that have the same sonic Mach number.

The effect of instabilities on emission signatures has been demonstrated by generating synthetic emission maps and SEDs using static power-law spectra. We find differences in SEDs for UNI cases in comparison to cases with helical magnetic fields. These differences become more acute with a smaller viewing angle because the synchrotron emissivity depends on $|B \times \hat{n}_\infty| = |B| \sin \alpha$ (see Fig. A.2).

In order to capture localized physical effects such as particle acceleration due to shocks and radiative losses, we produced emission signatures using a more accurate model that uses evolving particle spectra. A significant difference in terms of multiband intensity maps appeared in comparing the static and evolving particle spectra (see Fig. 5) for the UNI-A case. This difference is purely caused by synchrotron cooling of the non-thermal electrons as the UNI-A case with a lower axial sonic Mach number $M_s = 1.26$ does not show any shocks. Similar features of enhanced emission at the shear surface due to compressing magnetic fields are seen in both the emission models, especially at low frequencies.

Using the evolving particle spectra for the uniform magnetic field configuration UNI-B, we see a flattening of the SED due to localized physical effects such as particle acceleration caused by the steepening of perturbations resulting in freshly formed shocks at small scales due to the KH instability. In the helical magnetic field configurations, HEL2-B and HEL2-C, the SED is relatively steeper at higher energies as the changes in jet density occur at large scales and localized shocks are either absent or weaker.

The main finding from this study is the demonstration of spectral hardening resulting in multipeaked synthetic SEDs generated using the hybrid model of evolving particle spectra. The onset of KH instabilities gives rise to strong shocks at the shear surface, thereby accelerating particles nearby strong shocks and generating a localized second population of high-energy particles. For our reference run, we find that the particles can be accelerated up to $\gamma_{\text{max}} \sim 10^9$, and in the presence of moderate magnetic field strengths of $\sim 100 \mu$G, they result in a transient peak at $10^{23}$ Hz ($\sim 4$ MeV) due to the synchrotron process. This can potentially explain the bright X-ray emission seen at kpc scale AGN jets. Another consequence of the second population of electrons is that they can produce TeV $\gamma$-rays as a result of the IC-CMB process (Meyer et al. 2015; Breiding et al. 2017).

For cases with an underdense jet column, we find that the bulk of the emission arises from strong shocks formed at the shear surface, whereas the biconical shocks formed near the jet axis are relatively weaker and do not contribute significantly to the hardening of spectra for the cases considered here.

To summarize, the presence of Kelvin-Helmholtz instability alone disrupts the flow, causing shock formation. This results in a flatter emission spectrum. The inclusion of a helical magnetic field, in contrast, hinders the growth of Kelvin-Helmholtz instability and has a stabilizing effect on the jet. It causes the emission spectra to steepen due to the absence of strong shocks. The spectral hardening due to the production of a shock-accelerated localized second population of high-energy electrons can provide a qualitative explanation of the bright X-ray spots typically observed in AGN jets at kiloparsec scales. Another observable that can constrain the properties of AGN jets at kiloparsec scales is the polarization. By studying the polarization properties of the jet emission, we can probe the magnetic field structure of the jet (Avachat et al. 2016). The magnetic field structure can reveal important clues about how shocks may form and lead to particle acceleration in large-scale jets. We aim to study the polarization properties of the jet emission in future work.
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Fig. 10. Time evolution of the SED for model HEL2-C produced using the evolving particle spectra with an initial power-law index $p = 6$ when observed from a direction inclined at 20° with the jet axis. Lines with $\gamma / t_s = 3.0, 3.75,$ and 4.5 are shown in the left panel for the synchrotron emission, and the corresponding IC emission is shown in the right panel. The frequency, flux, and time have the same normalization as in Fig. 8.
Appendix A: Static particle spectra approach: Formulations and validation

In this section, we describe the formulations we used for the static particle spectra approach in detail (see Sect. 3.1) and validate them. Furthermore, we also discuss the effect of the line-of-sight variation on the shape of the spectral distribution obtained with fixed particle spectra.

The synchrotron emissivity (14) can be expressed in the form given by Pandya et al. (2016),

\[
J_{\text{syn}}(\nu, \hat{n}_{\text{los}}) = \frac{v_G \sin \alpha (p - 1) 3^{p/2}}{\gamma_{\min}^{p} - \gamma_{\max}^{p} \left( \frac{\nu}{v_G \sin \alpha} \right)^{\frac{p}{2}}} \left( \frac{\nu c}{n_e e^2} \right)^{\frac{p}{2}} \int_{\nu_{\min}}^{\nu_{\max}} F(x) x^{\frac{p}{2}} \, dx, \tag{A.1}
\]

where \( \alpha \) is the angle between the line-of-sight vector \( \hat{n}_{\text{los}} \) and the magnetic field vector \( \mathbf{B} \), and \( v_G = eB/2\pi m_e c \) is the gyrofrequency of an electron (Longair 2011). The function \( F(x) \) is the modified Bessel function integral of the order 5/3,

\[
F(x) = x \int_{x}^{\infty} K_{5/3}(y) \, dy, \tag{A.2}
\]

where \( x = \frac{\nu}{v_{\nu} c} \) and \( v_{\nu} \) is the critical frequency of synchrotron emission for a single electron given by

\[
v_{\nu} = \frac{3}{2} \frac{v_{\gamma} c}{e} \sin \alpha. \tag{A.3}
\]

Emissivity due to inverse-Compton scattering from the CMB can be expressed in the form given by Rybicki & Lightman (1986),

\[
J_{\text{IC}}(\nu) = \frac{3c\sigma_T n_{\text{CMB}}^{\text{NT}} (p - 1) 2^{p-2}}{4\pi (\gamma_{\min}^{p} - \gamma_{\max}^{p}) \nu_{\nu}^{p-2}} \int_{\nu_{\min}}^{\nu_{\max}} d\nu_1 \nu_1^{p-1} \epsilon(\nu_1) \int_{1}^{\infty} dx x^{\frac{p}{2}} f(x), \tag{A.4}
\]

where \( \sigma_T \) is the Thomson-scattering cross section, and \( \epsilon(\nu_1) \) is the blackbody distribution of the seed photons from the CMB given by the expression

\[
\epsilon(\nu_1) = \frac{8\pi h}{c^3} \frac{\nu_1^3}{\exp \left( \frac{h \nu_1}{k T_{\text{CMB}}} \right) - 1}, \tag{A.5}
\]

and the function \( f(x) \) is given by

\[
f(x) = 2x \ln(x) + 1 + x - x^2, \quad 0 < x < 1, \tag{A.6}
\]

where \( x = \frac{\nu}{\nu_{\nu}} \). For low-energy electrons with Lorentz factor \( \gamma \ll 1 \), IC losses are in the Thomson limit, but for high-energy electrons with \( \gamma \gg 1 \), the IC losses occur in the extreme Klein-Nishina limit where \( \gamma_k = 0.53m_e c = 10^9 \) is the critical Klein-Nishina Lorentz factor for a CMB photon with \( T = T_{\text{CMB}} = 2.73K \) (Schlickeiser & Ruppel 2010; Petruk 2009).

We validated the above formulations used in our post-processing tool with static particle spectra for a single grid-cell with the open-source one-zone model NAIMA (Zabalza 2015). We assigned a particular set of free parameters to model the synchrotron and IC emission from the jet at kpc scales. The parameters are a minimum electron energy \( E_0 = 1 \text{ TeV} \), power-law index \( p = 5 \), the distance between the blob and observer \( D = 1.5 \text{ kpc} \), magnetic field strength \( B = 100 \mu \text{G} \), and the ratio of the number density of nonthermal electrons to fluid number density \( n_{\text{NT}} \). The same set of parameters were input to the NAIMA code to obtain the SED. A comparison of the SED obtained using the static particle spectra for a single grid-cell with those produced using the NAIMA code is shown in Fig. A.1. The SEDs from both these codes match well across the electromagnetic spectrum ranging from frequencies between 1 MHz in radio to 1 YHz in \( \gamma \)-rays. This clearly validates the equations adopted for the static particle spectra approach. While the NAIMA code uses analytical approximations to compute both the synchrotron (Aharonian et al. 2010) and IC (Khangulyan et al. 2014) emissivities, our approach computes the exact integrals in Eqs. (A.1) and (A.4) numerically for more accurate results.

We also studied the direction dependence of the static particle spectra approach. To understand this, we obtained the SEDs for the B cases with two different inclination angles. The input parameters for the static particle spectra are the same as considered for the intensity maps (as given in Sect. 4.2). The sharp cutoffs at both ends of the spectrum arise because of the energy limits of the emitting electrons, whereas the slope of the flat portion of the SED is zero for our chosen value of the spectral index, \( p = 3 \) as it evolves as \( (3-p)/2 \). For a direction along a line of sight that is close to the axial direction with \( \theta = 20^\circ \), the total integrated flux in the UNI-B case normalized to \( v_{\nu_{sc}} F_{\nu_{sc}} \) is about \( 10^{-11} \) which is nearly two orders of magnitude lower than the normalized flux values in the HEL1-B and HEL2-B cases, which are about \( 10^{-9} \). The fluxes for all the B cases are on the same order for a direction along a line of sight that is highly inclined with the jet axis (\( \theta = 50^\circ \)) in the \( X-Z \) plane. The increased synchrotron emission for the UNI-B case at higher inclination angles of the line of sight with the jet axis can be attributed to the orientation of the line-of-sight vector \( \hat{n}_{\text{los}} \) with the magnetic field vector \( \mathbf{B} \).

The synchrotron emissivity given by Eq. (A.1) evolves directly as \( |\mathbf{B} \times \hat{n}_{\text{los}}| \propto |\mathbf{B}| \sin \alpha \), where \( \alpha \) is the angle between the line-of-sight vector \( \hat{n}_{\text{los}} \) and the magnetic field vector \( \mathbf{B} \). In the UNI-B case, as the axial magnetic field dominates the transverse...
magnetic field in most of the grid zones, we obtain \( \theta \approx \alpha \). For a line of sight close to the jet axis (\( \theta = 20^\circ \)), the contribution to the total integrated flux from most of the grid zones will be less as \( \sin \alpha \) has lower values for small \( \alpha \). However, in the HEL1-B and HEL2-B cases, the azimuthal magnetic field \( B_\phi \), which is nearly perpendicular to a line of sight close to the jet axis, contributes significantly to the synchrotron emission as \( \sin \alpha \to 1 \) for \( \alpha \to 90^\circ \). This explains the higher total integrated flux levels in the HEL1-B and HEL2-B cases for \( \theta = 20^\circ \). For \( \theta = 50^\circ \), on the other hand, the axial magnetic field in the UNI-B case will now have a component that is perpendicular to the line of sight, which contributes to the synchrotron emission of the jet. This results in fluxes of roughly the same order for the B cases, as shown in the right panel of Fig. A.2.