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ABSTRACT

Aims. Energy levels, transition probabilities, and oscillator strengths are calculated for the second most abundant iron peak element
Ni1l. The difficulty in obtaining an accurate target representation is related to the open d-shell nature of the target, which has a
minimum requirement of single and double promotions from the ground state configuration to the n = 4 shells. Therefore, in order to
achieve an accurate representation of the target ion, we have also included configurations containing the 4d, 5s, and S5p subshells. We
have undertaken a study of the electron impact excitation of NilIl and present here the collision strengths for forbidden and allowed
transitions among the lowest 800 fine-structure levels as well as the corresponding Maxwellian-averaged effective collision strengths
for a range of astrophysically relevant electron temperatures.

Methods. An accurate NilI target structure was generated using the modified General-purpose Relativistic Atomic Structure Package
(GRASPO) for the lowest lying 1220 jj fine-structure levels, comprising the 11 configurations: 3p®3d°, 3p®3d34s, 3p®3d®4p, 3p®3d®4d,
3p°3d®5s, 3p°®3d®Sp, 3p®3d74s?, 3p®3d’5s2, 3p®3d’4sdp, 3p®3d’4s4d, and 3p*3d°4s4d. The relativistic parallel Dirac atomic R-matrix
codes (DARC) were utilised in the scattering calculations to generate the collision strengths for incident electron energies between 0 and
2 Ryd and, by employing infinite dipole and non-dipole limit points, we also generated the effective collision strengths for temperatures
in the range from 1000 to 400 000 K. Two separate calculations were performed, both comprised of truncated close-coupling expansions
of 800 jj-levels with the first calculation retaining the theoretical ab initio energy levels generated in the GRASPO evaluations, whereas
in the second calculation these energies were shifted to their predicted National Institute of Standards and Technology (NIST) values
where possible. This should provide a lower estimate on the uncertainty.

Results. Comparisons are made between the radiative data and the collisional cross sections with past theoretical and experimental
studies. The effective collision strengths when compared with the most recent published calculations, are found to agree to within 10%
for the majority of the transitions considered. In addition, the data are used to model the spectrum of Ni II and good agreement is found

with previous investigations and observations.
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1. Introduction

Atomic structure and collisional calculations provide the theoret-
ical groundwork that underpins the interpretation of astrophysi-
cal spectra, allowing astrophysicists to accredit particular atomic
ions to a wide range of astrophysical objects. Atomic data of par-
ticular interest are those elements which are highly abundant and
routinely observed in nebular spectroscopy, including ions such
as the Fe-peak elements Fe, Co, and Ni. Of these Fe-peak ele-
ments, NiII is the second most abundant. Unfortunately, there is
a lack of accurate atomic data available in the literature pertain-
ing to this ion and hence the demand for precise and accurate
data for singly ionised Ni is evident and paramount.

Emission lines for Nill have been observed in a variety
of different astrophysical sources. These include filaments of
the luminous blue variable (LBV) star, known as n Carinae
(Davidson et al. 2001), where emission lines were observed even
for forbidden transitions. Other sources are stars which have
evolved to be red giants (Richardson et al. 2011), and if such
stars do not have a large enough mass to evolve into a neutron
star, they become white dwarfs (Klein et al. 2011), which are
another example of such a source. The spectra of galaxies, known
as Seyfert galaxies, have also shown lines of Ni 11 (Véron-Cetty
et al. 2006). A further example are y-ray bursts, where Nill
lines have been observed using high resolution spectroscopy
Cucchiara et al. (2011). As NilI is an abundant Fe-peak element
and can be observed in such a variety of astrophysical objects,
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it is not surprising that there have been numerous experimental
studies over the last several decades. In more recent years, lines
of the Ni II spectrum have been observed in ultraviolet (UV) and
vacuum ultraviolet (VUV) spectral ranges. Specifically, Ferrero
et al. (1997) observed UV lines in the wavelength region from
2100-2600 A and subsequently measured the transition proba-
bilities for these lines. Following this work, Zsargé & Federman
(1998) observed VUV lines in the wavelength range from 1300-
1750 A . They presented f-values for 12 resonance lines within
this range and when compared with the work of Morton (1991)
(which later became the standard data in the National Insti-
tute of Standards and Technology: NIST, Kramida et al. 2019),
agreement was found for the strong transitions but discrepancies
remained for the weaker lines.

Additional studies of UV and VUYV lines of Ni IT were under-
taken by Fedchak & Lawler (1999). They observed 59 lines
in the range from 1700-2550 A and presented absolute tran-
sition probabilities for each line. They contrasted their work
to that of Zsargd & Federman (1998) by using a scaling fac-
tor (0.534 + 10%) to present their results on an absolute scale.
Fedchak et al. (2000) extended this work by presenting rela-
tive f-values for resonance lines to a higher degree of accuracy.
Further work was carried out by Dessauges-Zavadsky et al.
(2006), where they included an additional transition (3d° ?Ds /2=
3d%('G)4p °F3 ) at A = 1317 A omitted from the work of
Fedchak et al. (2000). This transition was due to a single electron
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promotion from the 3d to the 4p orbital and the value of the oscil-
lator strength was subsequently confirmed by the experiments of
Jenkins & Tripp (2006) at a wavelength of A = 1317 A.

Open d-shell systems give rise to hundreds of target levels.
This presents difficulties not only in achieving an accurate struc-
ture model, but also computationally due to the large number
of close-coupling channels required in the subsequent colli-
sional calculations. The earliest theoretical calculations for Ni IT
were those of Gruzdev (1962) and Mendlowitz (1966), both
of which calculated intermediate coupling transition probabil-
ities for several emission lines of Nill. Not until Nussbaumer
& Storey (1982) carried out their investigation of NiII were the
first electron excitation rates calculated. These calculations were
restricted, however, as they did not include resonances in the
collision cross sections and may have underestimated the contri-
butions from broad resonance features to Maxwellian-averaged
collision strengths. Calculations that followed were based on
the package COWAN (Cowan 1981). For example the work of
Kurucz (2000) produced the most thorough theoretical study of
Ni1I at that time using this semi-relativistic technique.

An early R-matrix calculation was presented in the work of
Bautista & Pradhan (1996) who investigated the electron impact
excitation of NilIl using a structure containing two basis con-
figurations (3p®3d® and 3p®3d®4s) which resulted in a seven LS
term, 17 jj-level fine structure evaluation. Results from this work
showed some agreement with earlier predictions of Nussbaumer
& Storey (1982) for the strong lines but were found to be signif-
icantly different for weak transitions. Watts et al. (1996) carried
out a further study incorporating a larger three configuration
basis (+3p®3d34p) but this calculation was carried out only in
LS coupling. Bautista (2004) included four basis configurations,
the ground configuration, a single promotion of the 3d orbital to
the 4s and 4p configurations and a double promotion of the 3d
orbitals to the 4s”> configuration (3p®3d°, 3p®3d®4s, 3p®3d34p,
3p®3d’4s?). These earlier models focused on low temperature
diagnostics as compared to the work presented here which has
a wider scope of application. The most recent and largest theo-
retical R-matrix calculation for NiII was completed by Cassidy
et al. (2010) using an extended version of the R-matrix code
(RMATRX 1II). Their work comprised of a model incorporating
295 fine-structure levels constructed from five configurations,
3p%3d°, 3p®3dB4s, 3p®3dB4p, 3p®3d’4s?, and 3p©3d’4s4p. In this
work energy levels, oscillator strengths, collision strengths and
effective collision strengths were presented for a wide range of
incident electron energies and electron temperatures. In addi-
tion, Cassidy et al. (2016) completed an extensive study on
the radiative atomic data for Nill leading to the identifica-
tion of weak transitions at 1502, 1773, and 1804 A by Boissé
& Bergeron (2019), who carried out an experimental study of
the oscillator strengths for 13 Nill transitions. Furthermore,
Cassidy et al. (2011) calculated effective collision strengths from
the work already detailed in their previous paper (Cassidy et al.
2010).

This paper will comprise of a new calculation for the Fe-
peak element Ni 1I. The impetus for this more extensive data
set, which includes significantly more levels, was highlighted
by Leighly et al. (2007), which reported on observations of the
unusually bright, luminous, nearby narrow-line quasar PHL 1811.
It was found that the near UV-spectrum was dominated by very
strong low ionisation stages of Fe-peak ions such as Ni IT. How-
ever, the data sets available to Leighly et al. (2007) were limited,
and in particular the CLOUDY (Ferland et al. 2017) models
were inadequate to model the line emission spectrum in detail,
particularly at higher energies.
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In this paper we present two calculations, the first a five con-
figuration model to provide a benchmark for comparison with the
second calculation, an extensive 11 configuration model which
contains the 4d, 5s, and 5p orbitals. These high lying states have
not been studied theoretically to date and will provide the nec-
essary improvements required to accurately model astrophysical
objects, such as the quasars mentioned previously.

We present in Sect. 2 energy levels, transition rates and
oscillator strengths from both these structure calculations and
compare with the most recent theoretical data (Kramida et al.
2019; Cassidy et al. 2016) to gauge their accuracy. Experimen-
tal oscillator strengths (Ferrero et al. 1997; Zsarg6é & Federman
1998; Fedchak & Lawler 1999; Fedchak et al. 2000; Jenkins &
Tripp 2006) are also compared with to test accuracy. Section 3
describes an outline of the R-matrix theory that underpins these
electron-impact excitation collisions. In Sect. 4 we present the
electron-impact excitation collision strengths and corresponding
effective collision strengths for a wide range of electron tem-
peratures. Comparisons are made with earlier predictions and
conclusions drawn. In addition, we are interested in investigating
how shifting the target energies during the collision calculation
can affect the resulting cross sections. Completing the calcula-
tions with and without target energy adjustments will enable us
to clearly see the effect that fine-tuning the energy levels has
on the final atomic data produced by the collision calculations
and provides an estimate of uncertainty. In Sect. 5, we com-
plete a preliminary study on the theoretical modelling of Ni I,
by presenting a photon emissivity coefficient (PEC) plot for the
spectrum of Ni IT calculated using our data. A PEC of a particular
transition can be described as the product of the Einstein A coef-
ficient (A-value) and the population of the upper level within the
quasi-static approximation for that transition. Comparing with
previous observed works allows us to identify known spectral
lines of NilI.

2. Atomic structure

Ni 11 is one of the many elements that can be found in the spectra
of stars and its rich energy level spectrum can be seen in Fig. 1.
To achieve this we solve the relativistic Dirac equation,

Hpc¢ = E¢ 6]

where ¢ is the Dirac orbital, and Hp the Dirac Hamiltonian. The
stationary states of the Dirac-Coulomb Hamiltonian (Hpc) for a
single electron can be defined as,

Hpc =ca-p+ (B - L)+ V(r), 2)

where c is the speed of light, @ and 8 are Dirac matrices, p is
the momentum operator, and Iy is the N X N identity matrix.
Replacing the momentum operator, Eq. (2) can be written as,

Hpc = —ifica -V + (B — L)c* + V(7). 3)

The Dirac matrices « and 3, are defined by,

(25 o(h )

where o is the 2 X 2 Pauli spin matrix.

In the present structure calculations we utilise the GRASPO
(General Purpose Relativistic Atomic Structure Package, Dyall
et al. 1996) to create models of NiIl which were subsequently
incorporated into scattering calculations using the relativistic
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Fig. 1. Energy level spectrum of Ni II up to the 5p orbital, including the 4f orbital, organised by electronic configuration. Each horizontal line

designates a specific fine structure level (taken from the NIST database).

parallel DARC codes (Dirac Atomic R-matrix Codes, Ballance
2019). GRASPO allows us to calculate the energy levels of the
target states of NilI as well as oscillator strengths and A-values
for transitions between these states. By comparing with available
NIST data, and values calculated by Cassidy et al. (2016), we can
gauge the accuracy of the models produced, in a similar manner
described in the works of Fe 11 (Smyth et al. 2019), Mo 1 (Smyth
et al. 2017), Ni111 and Ni1v (Fernandez Menchero et al. 2019).

Due to the large amount of configuration interaction between
many nearly degenerate states, this proves difficult in converg-
ing energy levels and oscillator strengths for radiative transitions.
Hence these target states require large configuration interaction
expansions for their accurate representation. The subsequent par-
allel DARC codes now make it feasible to incorporate these com-
plex atomic structure models within the scattering calculation.
Two models where investigated in the current study.

We created a small preliminary model to contrast with exist-
ing theoretical calculations currently within the literature and to
set a benchmark by which to gauge the improvement of the sec-
ond larger model. This model is similar to that of Cassidy et al.
(2016), however in order to more fully develop the structure we
allowed an additional single promotion from the 3d orbital to the
4d orbital. The model obtained comprised of 5 configurations,

3p3d°  3p°3di4s
3p®3di4p 3p°3dt4d,

3p®3d’4s?

resulting in 149 jj-levels. The energy levels produced agree to
within 10% of the values available in NIST for all but the

lowest lying states. In terms of structure, we refer to this model
as Model 1.

In the second model we expand upon Model 1 by allowing all
single electron promotions to the 4s, 4p, 4d, 5s, and Sp orbitals
from the 3d orbital, double promotions to the 4s and 5s orbitals
from the 3d orbital, and double promotions split between the 4s
and 4p (or 4d) orbitals from the 3d orbital. Lastly we include a
double promotion to the 4s and 4d orbitals from the 3p orbital.
This more substantial model thus comprised of the 11 configura-
tions with the outermost 11 electrons occupying configurations
as below:

3p®3d®  3p°3d®4d 3p®3d74s>  3p®3d’4s4d
3p03di4s  3p°3dd5s  3p®3d75s2  3p*3d4s4d
3p®3dd4p 3p°3d®sp 3p®3d’4sdp.

Due to the complex nature of the open d subshell this model
resulted in 1220 jj fine structure levels, significantly larger
than Model 1. The resulting target state energies and oscillator
strengths showed an improved accuracy when compared with the
NIST values. This was due to better convergence being achieved
by allowing all the orbitals to be collectively variationally deter-
mined rather than converging individual orbitals one at a time.
In terms of structure, we refer to this model as Model 2.

2.1. Accuracy of models

In order to evaluate the accuracy and uncertainty of our models
it is important to compare our data with known reliable sources.
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An established method of testing accuracy of atomic structural
models is to compare the energy levels and oscillator strengths
with existing literature values, such as the values found in NIST.

2.1.1. Energy levels

Table 1 displays the energy levels in Ryds for the 53 lowest lying
states of NiII included in both Models 1 and 2. Comparisons are
made with the energy levels from NIST only, as the data listed in
the most recent publication of Cassidy et al. (2016) had already
been shifted to these NIST values in preparation for the collision
calculations.

Differences averaging 10.3% are found between the Model 1
energies and the NIST values for the initial 17 target states, indi-
cating that Model 1 provides a reasonable representation for the
configuration states containing a single promotion from the 3d
orbital to the 4s (3p®3d®4s). The overall average absolute energy
error increases to 17% once all 57 states are included. The energy
levels for the odd configuration states of 3p®3d34p are within an
acceptable 10% of the NIST energies on average, however, the
positions for configuration states due to the double promotion
from the 3d orbital to the 4s orbital (3p®3d’4s?) exhibit much
larger errors. As Model 1 contains a limited five configurations
in the target wavefunction expansion, and the 3d orbital had been
fixed early in the generation of the structure, this model lacks
the flexibility to describe the differing configuration states. Sim-
ilarly large differences were found for the energy position of the
3p%3d74s? levels in the Fe-peak evaluations of Fe IT (Smyth et al.
2019), Ni i1 and Ni 1v (Fernandez Menchero et al. 2019).

In Model 2 we did not restrict any of the orbitals until all
11 of the configurations had been included. As you can see
from Table 1 this substantially improves the energy levels for
the 3p®3d’4s? configuration states. The percentage error when
compared to NIST reduces to a much more acceptable 8.24%
on average. Improvements in nearly all the other energy levels
are also evident and the overall average percentage error is found
to be approximately 4.37%. We also incorporated the 5s and 5p
orbitals into Model 2, this is of great interest due to the lack of
available data for these higher energy levels. Table 2 presents the
20 lowest lying fine structure states containing either the 5s or 5p
orbitals, comparison is made with the NIST values. Our values
show excellent agreement with the existing literature having a
percentage error of less than 5% from the NIST values.

2.1.2. A-values

For accuracy it is important to also compare the absorption oscil-
lator strengths and emission transition probabilities for allowed
and forbidden transitions among the target levels. Due to the
incompleteness of the NIST database, a more thorough compar-
ison is made with Cassidy et al. (2016) and where possible that
of Morton (1991). In order to gauge the accuracy of our data an
extensive study of comparison is completed against experimen-
tal results in existing literature (Ferrero et al. 1997; Fedchak &
Lawler 1999; Fedchak et al. 2000; Zsargé & Federman 1998;
Jenkins & Tripp 2006). In Table 3 and 4 we present A-values
and f-values evaluated using the extensive Model 2, for a selec-
tion of important forbidden and allowed lines (which have been
shifted using the atomic structure code GRASP, according to
the data available in NIST), and compared with the values of
Cassidy et al. (2016) and where possible the values of Morton
(1991). The A-values for the transitions between the low-lying
metastable levels (presented in Table 3) for Model 2 display good
agreement with the values listed in Cassidy et al. (2016) with

A67, page 4 of 14

an average absolute error of 1.38E-02. From Table 4 it is evi-
dent that although the oscillator strengths do not agree to within
10% of the values listed in Cassidy et al. (2016) for a number of
transitions, agreement to within the same order of magnitude is
found between the two theoretical works. This is not unexpected
as different approximations were employed to generate Model 2
(GRASPO0) and the model presented by Cassidy et al. (2016). The
former represents a fully relativistic approach whereas the latter
CIV3 (Configuration Interaction code; Hibbert 1975) approach
diagonalises the non-relativistic Hamiltonian and treats the rel-
ativistic effects perturbatively. In addition, the 5 configuration
structure of Cassidy et al. (2016) was considerably smaller than
the 11 configurations included in Model 2. However, if we focus
on the transitions between the lower 3d%4s 4P‘]’ 1, and the 4p upper
levels, agreement of around 20% is found. Better agreement is
found between Model 2 and the work of Morton (1991), than
between the values of Cassidy et al. (2016) and Morton (1991).
Particularly if we consider the strong dipole transition between
the ground state and the 3p®3d34p ZPg n We have an A-value of

8.46E+08 s~! which is an order of magnitude greater than the
work of Cassidy et al. (2016), but agrees much more closely with
the value of Morton (1991) at 7.66E+08 s~ .

In order to further check the accuracy of the present data,
an extensive comparison is presented in Table 5 of the oscillator
strengths (in the length gauge) with existing experimental data.
Agreement is found between our data and the experimental val-
ues for many of the transitions, in particular the 1477.22 A is in
good agreement with the observations of Zsargé & Federman
(1998), and the 2158.74 and 2416.14 A transitions also show
agreement with observations of Ferrero et al. (1997) and the
work of Fedchak & Lawler (1999). All other transitions display
reasonable agreement.

Unfortunately, there was a lack of data available with which
to draw comparisons for transitions among the Ss and 5p orbital
states. In order to assess the quality of the f-values for these
transitions Table 6 presents the oscillator strengths (in the length
gauge) and the corresponding ratio between the velocity and
length gauge of these f-values. As the ratio for these transitions
is approximately 1.0, it supports the validity of these transitions.

3. Electron impact excitation

The R-matrix theory is fully described by Burke (2011) and
Descouvemont & Baye (2010) and will only be summarised here.
For a fully relativistic model of the N + 1 electron system we
define the Dirac-Coulomb Hamiltonian as,

N+1 7 N+1 1
HDC=Z(ca-p,-+</3—12)c2——)+Z—, ©)
i=1 Hi] S i

where r;; = |r; — r;|. The R-matrix method partitions configura-
tion space into two separate regions, an internal region and an
external region, separated at the R-matrix boundary r = a. This
boundary is chosen so that it encompasses the charge distribution
of the target. We define the R-matrix as the following,

1 wi(@w j(a)
V2 2 g ©
k k
N+1

where E'" are the eigenenergies of the N + 1 Hamiltonian, E
is the energy of the incoming electron, and wy are the surface
amplitudes. Energy-independent basis functions to describe such



Table 1. Energy levels (Ryd) for the lowest lying 53 fine-structure states in Ni II obtained from Models 1 and 2.
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Level Config Term Model 1 Model 2 NIST Abs Error:  Abs Error:
(Ryd) (Ryd) (Ryd) Model 1 Model 2
1 3d°  2Ds;;  0.0000E+00  0.0000E+00  0.0000E+00  0.00E+00  0.00E+00
2 3d°  2D;p 14000E-02  1.4792E-02  1.3732E-02  2.67B-04  1.06E-03
3 3d%s  *Fy;,  5.6025E-02  6.4277E-02  7.6491E-02  2.05E-02  1.22E-02
4 3d4s  4F;,  6.6814E-02  7.3017E-02  8.5022E-02  1.82E-02  1.20E-02
5 3d®4s  “Fs;p  7.5422E-02  8.0110E-02  9.2181E-02  1.68E-02  1.21E-02
6 3d%s  “Fy,  8.1427E-02  8.5123E-02  9.7177E-02  1.57E-02  1.21E-02
7 3d%s  2Fy,  14234E-01  1.2687E-01  1.2348E-01  1.89E-02  3.39E-03
8 3d®4s  2Fs;  1.5828E-01  1.4008E-01  1.3665E-01  2.16E-02  3.43E-03
9 3d%s  *Ps;,  2.1485E-01  2.2264E-01  2.1058E-01  4.27E-03  1.21E-02
10 3d%s  2D;;  23365E-01  2.3068E-01  2.1685E-01  5.90E-03  1.38E-02
11 3d%s 4Py, 2.3222E-01  2.3575B-01  2.2632E-01  1.80E-03  9.42E-03
12 3d%s  *Py,  2.2409E-01  2.4019E-01  2.2589E-01  1.68E-02  1.43E-02
13 3d%4s  2Ds;  2.3804E-01  24421E-01  2.2815E-01  9.89E-03  1.61E-02
14 3d%s 2Py, 3.1159E-01  2.8759E-01  2.6491E-01  4.67E-02  2.27E-02
15 3ds 2Py, 3.0760E-01  2.9226E-01  2.6968E-01  4.79E-02  2.26E-02
16 3d%s  2Gg;,  3.0330E-01  3.1038E-01  2.9616E-01  7.4E-03  1.42E-02
17 3d%s  2G;,  3.0377E-01  3.1073E-01  2.9638E-01  7.39E-03  1.44E-02
18 3d’4s2  *Fy;,  82037E-01  4.9599E-01  4.6516E-01  3.55E-01  3.08E-02
19 3d74s>  *F;,  8.3577E-01  5.0788E-01  4.7574E-01  3.60E-01  3.21E-02
20 3d74s>  “Fs;;  8.4650E-01  5.1643E-01  4.8332E-01  3.63E-01  3.31E-02
21 3d74s>  “F3,  8.5361E-01 5.2220E-01  4.8845E-01  3.65E-01  3.37E-02
22 3d%p Dy, 44645E-01  4.7718E-01  4.6983E-01  2.34E-02  7.35E-03
23 3d%p *Dg, 45950E-01  4.8730E-01  4.8059E-01  2.11E-02  6.71E-03
24 3d%p ‘D3, 4.6938E-01  4.9482E-01  4.8875E-01  1.94E-02  6.07E-03
25 3d%p  Gj, 4.6067E-01  5.0274E-01  4.8630E-01  1.96E-02  1.64E-02
26 3d%p Gy, 4.6332E-01 5.0182E-01  4.8750E-01  242E-02  143E-02
27 3d%p  *Df, 47533E-01 4.9940E-01  4.9369E-01  1.84E-02  5.71E-03
28 3d%p ‘G, 47525E-01  5.0916E-01 ~ 4.9448E-01 ~ 192E-02  147E-02
29 3d%p  *Fj,  4.8112E-01  51165E-01  4.9716E-01  160E-02  145E-02
30 3d%p Gy, 4.8261E-01 5.1501E-01  5.0137E-01  1.88E-02  136E-02
31 3d%p  *F;, 49066E-01  5.1872E-01  5.0500E-01  143E-02  1.37E-02
32 3d%4p  2Gg, 4.9359E-01  52352E-01 5.0393E-01  1.03E-02  1.96E-02
33 3d%p  'FJ, 49789E-01  52366E-01  5.1100E-01  131E-02  127E-02
34 3d%p  *F{, 5.0210B-01 52655E-01  5.1418E-01  121E-02  124E-02
35 3d%p Gy, 5.0918E-01  5.3547E-01  51369E-01  4.52E-03  2.18E-02
36 3d%p  ’Fy, 5.1793E-01  54731E-01  52016E-01  2.23E-03  2.72E-02
37 3d*4p °DZ, 53869E-01 5.5494E-01  52325E-01  154E-02  3.17E-02
38 3d%p  °FJ, 5.2442B-01 5.60646E-01  5.3303E-01  8.61E-03  3.34E-02
39 3d%p ’D§, 5.4054E-01  57090E-01  5.3497E-01  5.57E-03  3.59E-02
40 3d*p  *Pg,  9.9391E-01  6.7279E-01  6.I857E-01  3.75E-01  5.42E-02
41 3d74s*>  4P3;  9.9574E-01  6.7557E-01  6.2109E-01  3.75E-01  5.45E-02
42 3d74s  2Ggp,  9.9144E-01  6.7653E-01  6.4116E-01  3.50E-01  3.54E-02
43 3d74s> 4Py, 1.0047E+00  6.8154E-01  6.2613E-01  3.79E-01  5.54E-02
44 3d’4s*>  2Gy,  1.0066E+00  6.8816E-01  6.5117E-01  3.55E-01  3.70E-02
45 3d%p  *P§, 6.0621E-01 6.4828E-01  6.0672E-01  5.12B-04  4.16E-02
46 3d%p  *Pg,  6.0633E-01  6.4924E-01  6.0664E-01  3.13E-04  4.26E-02
47 3d%p  *P{, 6.0957E-01  6.5101E-01  6.1083E-01  126E-03  4.02E-02
48 3d%p  °Fj, 6.1599E-01  6.5823E-01  6.1688E-01  8.86E-04  4.14E-02
49 3d%p  °P{, 6.2351E-01 6.6049E-01  6.2223E-01  128E-03  3.83E-02
50 3d%p  ’Fy,  6.932E-01  6.6134E-01  6.2086E-01  1.54E-03  4.05E-02
51 3d%p  ?P§, 63051E-01 6.6505E-01  6.2846E-01 ~ 2.05E-03  3.66E-02
52 3d*4p °Dj, 63579E-01  6.7028E-01  6.2107E-01  147E-02  4.92E-02
53 3d*4p °Dg, 6.5633E-01 6.7220E-01  6.4368E-01  127E-02  4.58E-02

Notes. Comparisons are made with data available in NIST and the absolute errors for both models when compared to NIST.
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Table 2. Energy levels (Ryd) for the lowest lying 31 fine-structure states containing the 5s or 5p orbital for Ni IT obtained from Model 2.

A&A 648, A67 (2021)

Config Term J Model 2 NIST Absolute error
(Ryd) (Ryd) Model 2
3d%5s  4F 52 8.7141E-01  8.5103E-01 2.04E-02
3d%5s  2F 7/2  8.8017E-01  8.5229E-01 2.79E-02
3d85s  YF  3/2 8.7669E-01  8.5720E-01 1.95E-02
3d%5s  2F  5/2  8.9220E-01  8.6324E-01 2.90E-02
3d%5p  4‘D°  7/2  9.4447E-01  9.4456E-01 8.96E-05
3d85p  4G°  11/2  9.4789E-01  9.4906E-01 1.17E-03
3d%5p  2G°  9/2  9.5012E-01  9.4846E-01 1.66E-03
3d%5p  ‘F° 7/2  9.5385E-01  9.5361E-01 2.39E-04
3d%5p  ‘F° 9/2  9.4778E-01  9.5044E-01 2.66E-03
3d%5p  4D°  5/2  9.5308E-01  9.5230E-01 7.76E-04
3d85p  4D°  3/2  9.6051E-01  9.6084E-01 3.28E-04
3d%5p  *G°  7/2  9.6031E-01  9.6138E-01 1.07E-03
3d%5p  4G°  9/2  9.6099E-01  9.6220E-01 1.21E-03
3d%5p  *G® 52 9.6686E-01  9.6852E-01 1.67E-03
3d%5p  YF° 3/2  9.6790E-01  9.6931E-01 1.41E-03
3d85p  F° 72 9.6586E-01  9.6447E-01 1.40E-03
3d%5p  ‘D° 172 9.6530E-01  9.6615E-01 8.49E-04
3d%5p  2D°  5/2  9.7028E-01  9.6468E-01 5.60E-03
3d%5p  YF°  5/2  9.6189E-01  9.6292E-01 1.03E-03
3d%5p  2G°  7/2  9.7109E-01  9.7160E-01 5.06E-04
3d85p  2F° 52 9.7819E-01  9.7580E-01 2.38E-03
3d%5p  ?D°  3/2  9.8I81E-01  9.7635E-01 5.46E-03
3d%5s D 5/2  1.0I128E+00  9.6602E-01 4.68E-02
3d%5s D 3/2  1.0140E+00 9.6716E-01 4.69E-02
3d%5s 4P 5/2  1.0394E+00  9.8752E-01 5.19E-02
3d%5s 4P 3/2  1.0418E+00  9.8917E-01 5.26E-02
3d85s ‘P 172 1.0440E+00  9.9112E-01 5.28E-02
3d%5s 2P 3/2 1.0586E+00  9.9574E-01 6.28E-02
3d%5s 2P 172 1.0629E+00  9.9944E-01 6.35E-02
3d%5s %G 7/2  1.0967E+00  1.0487E+00 4.80E-02
3d%5s %G 9/2  1.0967E+00  1.0487E+00 4.80E-02

Notes. Comparisons are made with data available in NIST and the absolute error when compared to NIST.

a system are defined as the following,

Yi(x, xye1) = A Z ik Pi(x)dij(xn+1)
ij

+ Z dixi(x, Xn41)- (7

We define x = (x1, x2, ..., xy) Where x; = (r;,5;), r; and S3; rep-
resent the position and spin state of the i electron respectively.
A is an antisymmetrisation operator, ®;(x) are the bound states
of the N-electron system, ¢;;(xy41) are the continuum orbitals,
and y(x, xy4+1) are square-integrable correlation functions. We
include the continuum orbitals and square-integrable functions
to describe the short-range interactions between the continuum
and target electrons. In the internal region, the expansion coeffi-
cients ¢;x and dj are obtained by diagonalising the N+1 electron
Hamiltonian. These energy independent basis functions allow an
eigenstate for the energy-dependent N+1 electron Hamiltonian to
be obtained as follows,

We(x, xnet) = ) A Uk(x, X), @®)
k

where Ag, are energy dependent coefficients. The radial coor-
dinates x;, where 1 < i < N, are within the internal region and
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the coordinates xy.; are in the external region. These states are
defined as,

Wi, xven) = Wi (o). ©)
ij

The collision strength between two states (initial state i and final
state j) can be obtained from the cross section o, j,

(10)

where ¢g; is the statistical weight of the initial state wavefunc-
tion, ay is the Bohr radius, and ki2 is the energy of the incoming
electron in Rydbergs. Obtaining a Maxwellian-convolution of
the cross sections for all the transitions would allow us to see
if the rate converges to the infinite energy point of the cal-
culation. Effective collision strengths (y) can be calculated as
follows,

_(T)_f“’g . ( € )d( € )
Yijlde) = o i— jEXP kTe kTe 5

where €; is the energy of the scattered electron, k is the
Boltzmann’s constant and 7, represents the temperature of the

)
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Table 3. A coefficients (A-values in s™!) between the metastable levels
from Model 2 compared with the data from Cassidy et al. (2016).

Lower level Upper level A-value:  A-value
Model 2 Cassidy

3d° ?Ds), 3d° ’D;), 5.54E-02 5.57E-02
3d%4s *Fy), 2.18E-03  9.94E-04

3d%4s *Fs), 5.32E-04 8.35E-05

3d%4s *F;), 3.68E-05 6.74E-05

3d%4s%F;;,  8.92E-04 1.98E-04

3d84s Fs, 3.83E-03 7.67E-02

3d%4s *Ps), 1.83E-02  1.47E-02

3d%4s 4Py, 5.90E-05 1.58E-04

3d%4s?Ds;,  8.60E-03  1.75E-03

3d84s ?Ds), 1.86E-03  1.34E-03

3d84s 2P, 1.94E-03  3.93E-04

3d’4s* *F;;,  1.56E-02  4.39E-03

3d’4s* *Fs;;  2.65E-03  2.42E-03

3d’4s**F3;,  1.82E-03  2.39E-03

3d74s? “Ps;;  3.60E-02  1.47E-02

3d74s? *P3;,  3.63E-02  5.52E-02

3d'4s* %Gy, 8.44E-05  2.17E-05

3d’4s* 2Py, 4.02E-04 2.95E-04

3d’4s2Ps;,  2.67E-04  1.03E-04

3d74s? °F;,  7.30B-04  4.34E-03

3d84S 4F7/2 3d84S 4F5/2 2.74E-02 2.78E-02
3d%4s 2Fy), 4.13E-02 5.80E-03

3d’4s* *F7;,  1.46E-05 1.46E-05

3d84s 4Fs;,  3d34s “Fs)n 1.06E-02  1.05E-02
3d84s °F; ), 6.45E-03  1.51E-02

3d%4s %Fs), 4.02E-03  7.68E-03

3d84s *F3;,  3d%4s °Fs)y 8.48E-02 3.02E-02
3d%4s Ps), 1.37E-02  1.30E-02

3d%4s’Ds;,  1.53E-01  1.82E-01

3d84s *Py 2 9.27E-04 7.80E-04

3d84S 2F7/2 3d84S 2F5/2 9.41E-02 4.73E-02
3d%4s Ps), 7.38E-02  8.93E-02

3d%4s?Ds;,  2.93E-01  1.04E-01

3d%4s2Gg;,  1.90E-01  1.01E-01

3d84S 2F5/2 3(1848 4P5/2 1.03E-01 9.74E-02
3d%4s?D5;,  5.08E-02  5.93E-02

3d%4s 2P;), 1.88E-02  1.79E-02

3d84S 4P5/2 3d84S 4P3/2 2.76E-03 9.66E-03
3d84s ?Ps ), 1.47E-01  9.29E-02

electron in Kelvin. Using the effective collision strengths we
can calculate an excitation rate coefficient (g;, ;) for particular
transitions,

2Vracal [Ty AE;;
mj= ———2 -y 12
=i = Nkr. P ( kT, )71 (12
the corresponding de-excitation rate coefficients given by,
j—i = T |bi-js 13

where « is the fine structure constant. AE;; is the threshold
energy for the transition from level 7 to level j, w; and w; are
statistical weights of the initial and final levels respectively, and
c is the speed of light.

4. Scattering calculation
4.1. Collision strengths

The 11 configurations listed in Model 2 result in a substan-
tial 1220 fine-structure level calculation. Computationally this
is challenging once incorporated into the collision evaluations.
To manage the computational effort and to test convergence
of the collision strengths with increasing complexity, we com-
pleted three calculations using Model 2 with successively more
fine-structure levels included in the close-coupling expansion,
200 levels, 500 levels, and 800 levels. For each model, the
scattering calculation was completed for an incident electron
energy range from 0-2 Ryd, highlighting the importance of near
threshold resonances.

In Fig. 2 we present the collision strengths as a func-
tion of incident electron energy in Rydbergs for two lines,
3(19 2D5/2—3d9 2D3/2 (1—2) and 3d9 2D5/2—3d84s 4F9/2 (1—3),
and in Fig. 3 we present the corresponding data for two inter-
combination lines, the 3d° *Ds;;-3d*C*F)4p ‘Dj 5, (1-22) and

3d° 2Ds,-3d3(CF)4p 4Dg/2 (1-23).

For the transitions presented in Fig. 2, an increased num-
ber of levels from 200 to 500 to 800 does not significantly
alter the overall background cross section for either transition.
Some additional strong resonance lines appear for transition 1—
2 3d° 2D5/2—3d9 2D3/2) at low incident electron energies but
the magnitude, behaviour and strength of the collision strength
appears converged. The same cannot be said for the intercom-
bination lines presented in Fig. 3. For both transitions, the
inclusion of additional levels from 200 to 500 results in a reduc-
tion of the background cross section, particularly as we move to
higher energies. A much smaller decrease is evidenced by the
inclusion of levels 500 to 800, indicating convergence to the
wavefunction representation for target descriptions of this size.
By including 800 levels in the expansion of the target wavefunc-
tion we ensure convergence in the collision cross sections up to
2.0 Ryd relative to the ground state.

As well as the target description, convergence in the par-
tial wave expansion may be tested by investigating the required
number of Jrr partial waves required to achieve convergence, par-
ticularly for the slow converging dipole allowed lines. We present
in Fig. 4 two such dipole transitions, 3d° 2Ds;—3d%C*F)4p
2P§/2 (1-51) and 3d° 2Ds),-3d3(CF)dp zDg/z (1-39). Three cal-
culations, including successively larger numbers of Jr partial
waves from 20 to 40 to 60 were analysed. For both, including
all partial waves up to J = 60 with even and odd parity, secures a
satisfactory level of convergence and accuracy.

The cross sections were computed for a very fine energy
mesh (1073 Ryds) in the resonance region to ensure that all res-
onance features have been properly resolved, from O to 2 Ryd.
The scattering computations were performed twice, one retain-
ing the ab initio energy levels from GRASPO and then repeated
with the energies shifted to their predicted NIST values before
we diagonalised the Hamiltonian. The result of shifting versus
not shifting energy values will be explored through comparison
of effective collision strengths, as we can draw comparison with
the work of Cassidy et al. (2011) and Bautista (2004).

4.2. Effective collision strengths

The collision strengths between two states, defined by Eq. (10)
and depicted in Figs. 2—4 graphically show that strong autoion-
ising resonances, which often occur at energies below the ion-
isation threshold, can cause the Q;; to vary widely from the

A67, page 7 of 14



A&A 648, A67 (2021)

Table 4. Einstein A coefficients (A-values in s7!) and absorption oscillator strengths (f-values in the length gauge) from Model 2 compared with
the data from Cassidy et al. (2016) and Morton (1991).

Lower level Upper level A-value: A-value A-value:  f-value:  f-value:  f-value:
Model 2 Cassidy Morton Model 2  Cassidy =~ Morton
3d’ *Ds), 3d3CF)dp 4D‘3’ n 1.09E+04 1.87E+04 1.68E+06 3.79E-06 6.49E-06 9.05E-04

3d5CFyp *Fg 6.53E+04 1.67E+05 2.45E+06 2.05E-05 5.25E-05 1.17E-03
3d3CF)4p 2Dy 2 1.93E+07 2.51E+07 7.52BE+07 3.68E-03 7.26E-03 5.41E-02
3d5CPyp *PY, 1.06E+06 2.87E+06 1.35E+08 2.39E-04 6.47E-04 6.45E-01
3d%('D)4p 2DS 2 3.96E+07 3.73E+07 1.37E+07 1.15E-02 8.03E-03 4.13E-03
3d8('D)4p *P; 2 2.02E4+06 3.94E+06 2.28E+08 4.24E-04 8.29E-04 1.04E-01
3d*CPy4p ‘D3, 3.70E+06  5.68E+06 - 7.39E-04  1.13E-03 -

3d°CPydp °DJ, 6.83E+07 1.61E4+05 7.64E+07 149E-02 3.08E-05 2.22E-02
3d5CPyp *SY, 2.45E+07 4.24E+07 3.55E+07 4.43E-03 7.67E-03 6.43E-03
3d%("S)dp °Pg 8.46E+08 8.28E+07 7.66E+08 1.59E-01  8.17E-03  1.30E-01

3d’(*F)4s4p °F; n  L96E+03  1.71E+01 - 2.49E-07 2.18E-09 -
3d7(*F)dsdp °GS,,  247E+01  1.90E+00 - 3.34E-09  2.30E-10 -
3d7(*F)4s4p °D3,,  9.86E+01  1.53E-01 - 1.34E-08  1.87E-11 -
3d7(*F)4s4p *F ,  6.69E+03  1.65E+03 - 7.27E-07  1.79E-07 -
3d7(CF)4s4p *D3,, 3.79E+04  5.73E+03 - 3.96E-06 5.99E-07 -
3d°CPys *Piy  3d°CP)4p DY,  5.14E+06  6.22E+06 - 8.95E-03  1.08E-02 -
3d5CPyp *PY 3.10E+07  3.37E+07 - 2.61E-02 2.84E-02 -
3d%('D)4p 2PY n 1.87E+07  1.72E+07 - 1.48E-02 1.37E-02 -
3d°CPyp“D{,  3.08E+08 3.28E+08 - 2.20E-01  2.34E-01 -
3d5CPyp °P] 771E+05  2.52E+06 - 4.80E-04 1.57E-03 -
3d°CPyp °SY 2.34E+05  3.61E+05 - 1.44E-04  2.22E-04 -
3d°CFy4p“D§,  229E+06 2.74E+06 - 8.27E-03  9.91E-03 -
3d°CFyp *Fg 2.99E+04  4.43E+04 - 8.98E-05 1.33E-04 -
3d°CFy4p°Dg,  3.76E+04 7.25E+04 - 9.82E-05  1.89E-04 -
3d8(P)4p P4 2 7.40E+07  6.65E+07 - 1.27E-01  1.14E-01 -
3d('D)4p D3,  LISE+07  3.62E+07 - 1.88E-02  5.78E-02 -
3d%('Dy4p *Pj,  4.24E+07 1.58E+07 - 6.53E-02  2.43E-02 -
3d*CPy4p ‘D3, 1.68E+08  1.83E+08 - 2.39E-01  2.61E-01 -
3dCPyp DY,  3.89E+06 4.24E+06 - 6.21E-03  5.63E-03 -
3d°CPyp 'S, 7.64E+07  8.37E+07 - 9.36E-02  1.03E-01 -
3d%("S)dp °P3, 2.76E+06  9.07E+04 - 3.57E-03  4.73E-05 -
3d7(*F)4sdp °Ff,  2.24E+04  6.99E+03 - 1.65E-05  5.16E-06 -
3d7(*F)4sdp °F],,  1.24E+05 5.88E+04 - 4.54E-05  1.50E-05 -
3d7(*F)4sdp °G3,,  7.95E+04  3.35E+03 - 6.38E-05  2.31E-06 -
3d’(*F)4s4p °D§ , 1.52E+05  LI3E+05 - 1.23B-04  7.94E-05 -
3d7(*F)4s4p °D],, 1.22E+05 5.88E+04 - 4.87E-05  2.05E-05 -
3d7(*F)4sdp *Fg,  2.85E+06  1.53E+06 - 1.69E-03  9.08E-04 -
3d7(CF)4s4p ‘D3,  LIIE+08  2.20E+08 - 6.27E-02  5.53E-02 -
3d(F4sdp ‘D], 2.31E+08  1.45E+08 - 6.46E-02  2.59E-02 -
3d°CPys *P1y 3d°CP)M4p*D{,  LOTE+04 1.78E+04 - 2.65E-05 4.42E-05 -
3d°CPyp *PY 7.85E+06  8.63E+06 - 8.39E-03  9.23E-03 -
3d('Dy4p *P{,  2.22E+07 3.88E+07 - 2.22E-02  3.89E-02 -
3d3CPy4p ‘DY 2 8.82E+05 2.70E+06 - 7.82E-04 2.39E-03 -
3d5CPyp °P] 1.82E+08  3.22E+08 - 1.39E-01  2.46E-01 -
3d5CPyp °SY , L.61E+08  6.90E+05 - 1.21E-01  5.18E-04 -
3d°CF4p“Dj,  S5.06E+02  2.24E+03 - 2.68E-06  1.16E-05 -
3d5CFp *F3 , L47E+03  1.28E+04 - 6.13E-06  5.35E-05 -
3d°CFy4p°D,  9.59E+04  5.00E+05 - 3.39E-04 1.77E-03 -
3d%('Dy4p*D3,  1.O3E+07  1.00E+06 - 2.08E-02 2.02E-03 -
3d3('D)4p 2P¢ 4.23E+06  1.71E+07 - 8.18E-03  3.30E-02 -

32
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Table 5. Comparison of our fine-tuned oscillator strengths in the length gauge with the limited experimental determinations currently available.

Lower level Upper level Aexp (A) Model 2 Ferrero ZF FL Fechalk JT
3d° ?Ds), 3d3(1Gydp 2F§/2 131722 0.0686 - - - - 0.0571
3d3('Dydp ZD‘S’ n  1454.84  0.0520 - 0.0276 - 0.0323  0.0260
3d%('Dy4p 2D5,  1467.26  0.0037 - 00060 - 00063 @ -
3d3('Dydp 2F‘7’ n 146776 0.1750 - 0.0097 - 0.0099 -
3d3('Dydp ZF‘S’/2 1477.22  0.0011 - 0.0010 - - -
3d%CFdp?Ds, 170340  0.0115 - - - 00060 -
3d*CF)4p 2Fy,  1709.60  0.0181 ~ 00356 00351 00324 -
3d3CP)4p ?F;, 175191  0.0423 - - 0.0264  0.0227 -
3d°CF)4s “Fo,  3d°CP)4p *Fg, 212591 00053 00050 - 00022 - -
3d°CF)4s “Fr,  3d°CP)4p*F,  2138.58 00137 00173 - 0.0091 - -
3d%CF)4s “Fs;;  3d°CP)4p *F5, 215874  0.0234  0.0233 - 0.0171 - -
3d%CF)4s “Fo,  3d°CP)4p *Fj,, 216555 01378 02596 - 01660 - -
3d°CF)4s “Fr,  3d°CP)pFg,  2169.09 01109 0567 - 01064 - -
3d3CF)ds *Fs;,  3dCF)4p 4F‘5’ po 217514 01297 0.1959 - 0.1264 - -
3d3CRMs *Fyy  3d°CP4p Gy, 217945  0.0035 - - 0.0015 - -
3d°CF)4s “Fs,  3d°CP)4p *F3, 218460 02370 03250 - 02032 - -
3d3CF)ds 2F7,  3d3CP)4p ZFg n o 222436 0.0900 - - 0.0173 - -
3d%CRMs 2Fy;,  3dCP)4p DS, 227877 0.1145 - - 0.1936 - -
3d3CF)ds 2F7,  3dCP)4p 2F‘7’ no 229655 0.2444 - - 0.1725 - -
3d%CF)4s °Fs,  3d°CF)pFg, 229827  0.1554 - - 0.2197 - -
3d%CP)4s *Frp  3d°CRMp Gy, 233459  0.0357  0.0818 - 0.0656 - -
3d3CF)ds *Fs;, - 3dCF)4p ZD‘S’ n o 235640 0.0397 - - 0.0247 - -
3d%CFMs 2Fs;y  3dCP)4p°F;, 237542 0.0441 - - 0.0728 - -
3d%CRMs 2Fy;  3dCP)4p Gy, 239452 03248 0.2473 - 0.1849 - -
3d%CF)4s °Fs,  3d°CP)4p2G3, 241614 03315 03094 - 02248 - -

References. The quoted oscillator strengths are from the works of Ferrero: Ferrero et al. (1997), ZF: Zsargé & Federman (1998), FL: Fedchak &
Lawler (1999), Fedchalk: Fedchak et al. (2000), and JT: Jenkins & Tripp (2006).

Table 6. Oscillator strengths of Nill for transitions from the ground
state to levels containing the S5p orbital and the ratio between the velocity
and length gauge for the f-values.

Lower Upper f-value vel/length

level level (length) ratio

3d°2Ds;;  3d35p 4Dg n 5.69E-04 1.00E+00
3d85p 4P‘5’ n  3.85E-05  8.60E-01
3d85p 4G§ n  2.94E-04  9.70E-01
3d85p 4Gg/2 3.52E-09 8.90E-01
3d35p 2F‘7’ n  622E-03  1.10E+00
3d85p 4F‘3’/2 2.53E-06 8.20E-01
3d85p zDg n LOSE-02  L1OE+00
3d35p 4D$ n  0.19E-07  9.50E+00
3d85p 4F§ »  L90E-03  9.70E-01
3d85p 4D§ 2 6.40E-06 8.40E-01
3d85p 4Gg/2 9.18E-06  8.60E-01

non-resonant background. For this reason many astrophysicists
and plasma modellers prefer to use thermally or Maxwellian-
averaged effective collision strengths, v;;, defined in Eq. (11), for
a range of electron temperatures of importance. We present in

Figs. 5 and 6 these effective collision strengths for several tran-
sitions and for temperatures in the range from log 7. = 3.0 to
6.0 K. In order to predict the effective collision strength values
for the higher temperatures we extrapolated the results from the
lower temperature range. As the scattering computations were
performed twice for each model, we will present the effective
collision strengths for all sets of data. The shifted data sets were
calculated by adjusting the energy values to their predicted NIST
values where possible.

In all figures the 11 configuration 800 level DARC calcula-
tion (both shifted and unshifted) and the less sophisticated five
configuration 149 level work (shifted and unshifted) are com-
pared with the previous theoretical predictions of Cassidy et al.
(2011) and where possible Bautista (2004). In Fig. 5 emphasis
is given to four low-lying forbidden transitions from the ground
state 3d” ?Ds)p, 1-2, 1-3, 1-4, and 1-5. The low-lying energies
near threshold are very susceptible to the atomic structure used
in the target models, and the corresponding Rydberg resonances
converging onto these target thresholds are sensitive to the tar-
get description. For the three transitions where the final level
is a metastable, 3d° 2D‘c,/2—3d84s 4F9/2, 7/2, 552 (transitions 1-3,
1-4, and 1-5) excellent agreement is found between all calcu-
lations across the entire temperature range and convergence at
the higher temperatures is achieved. In addition, shifting of the
energy levels to their observed values does not have a significant
effect on the results. For the lowest-lying 3d° 2Ds/,—3d° *Ds,
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Fig. 2. Collision strengths for the 3d’ 2Ds;,—3d° 2Djj, (1-2) and
3d° 2Ds;,-3d%4s “Fo, (1-3) lines respectively, comparing the 200, 500
and 800 level calculations.

(1-2) transition among the split levels of the ground state, how-
ever, slighter wider discrepancies appear particularly between
logT. = 4.0-5.0K. The 800 level DARC calculation produces
effective collision strengths in the low temperature region show-
ing excellent agreement with the earlier work of Cassidy et al.
(2011) and Bautista (2004). At the higher temperatures all six
evaluations appear to converge but it should be noted that the
highest temperature considered by the work of Cassidy et al.
(2011) was logT. = 5.0 K and for Bautista (2004) log T, =
4.5 K. In Fig. 6 we present the effective collision strength
and the corresponding collision strength for the spin changing
3d° 2D5/2—3d84p 4D‘7’ n (1-22) intercombination line. Agree-
ment between all four evaluations in the present work (800 level
shifted/unshifted, 149 level shifted/unshifted) is good in the low
temperature region from log 7, = 3.5 K to log 7. = 4.25K. The
data of Cassidy et al. (2011) show excellent agreement with the
DARCS00 calculation for all temperatures considered, however
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Fig. 3. Collision strengths for the 3d” *Ds/,~3d*4p *Dj , (1-22) and 3d’
*Ds),—-3d*4p “Dg, (1-23) intercombination lines respectively, compar-
ing the 200, 500 and 800 level calculations.

the data appears to increase at the highest temperatures included,
a behaviour inconsistent for a forbidden transition of this type.

Finally, in Fig. 7 we turn our attention to two strong low-lying
dipole transitions, 3d° ?Ds,~3d%4p 2P} ; (1-51) and 3d° 2Ds -
3d%4p °Dg,, (1-39). Good agreement is evident for all theoretical
works up to the highest temperature considered in the Cassidy
et al. (2011) work. Above this temperature the 800 and 149 level
DARC evaluations deviate as we approach the highest tempera-
ture T, = 8 x 10° K, the 800 level model increases at a faster
rate. This is due to the differing A-values and f-values produced
by these two models in the structure calculations, and will have
a direct effect on the infinite energy point.

In order to analyse the overall effect that shifting energies
has on the calculation we can compare the effective collision
strengths. We find that for the DARC149 calculation on average
there is a 2.89% difference for shifted and not shifted sets of data,
and for the DARCS800 calculation on average there is a 1.75%
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Fig. 4. Collision strengths for 20, 40, and 60 partial waves (PW) for
the dipole transitions between the ground state 3d° 2Ds,, and the 3d%4p
2P‘3’ 1, (1-51) configuration, and the ground state and the 3d34p ZDg (1=
39). The 40 partial wave plot is identical to that of the 60 partial wave
plot.

difference between the shifted and not shifted sets of data. This
shows that shifting of the target state level does not have a sig-
nificant impact on the scattering data. We realise that this may
not encompass the full uncertainty, and furthermore we accept
there will be greater uncertainties at low temperatures due to the
fine structure resonances which are very sensitive to the target
description. This is reflected in Figs. 5 and 6. At higher temper-
atures this uncertainty is decreased as we only have background
resonances.

5. Ni 11 spectra

To illustrate the accuracy and usefulness of the data calcu-
lated in this paper, we construct a collisional-radiative model
(Bates & McWhirter 1962) for Ni II using the effective collision
strengths from the scattering calculation outlined in Sect. 4 and
the radiative transition probabilities from the atomic structure

calculations discussed in Sect. 2. A preliminary study is com-
pleted on the line spectra of NiII using our collisional radiative
code in order to show the potential applications for our data
set. However, as our data set had been formatted for integra-
tion within the more powerful CLOUDY modelling programme
(Ferland et al. 2017), there is an opportunity to undergo a more
extensive modelling evaluation at a later date.

In order to form a collisional-radiative matrix C; we must
balance the electron impact excitation and radiative decay rates.
This allows the calculation of the photon emissivity coefficients
(PECs) defined as,

= —Aji ) (Ch'Cu,

k>1

PEC”

1,j—i

14)

which is in units of number of photons cm™. C’/k is a reduced

collisional-radiative matrix which has the ground state row
removed. To further assess the accuracy of our data, we are ini-
tially looking at the 125-250 nm wavelength window. Figure 8
shows the shifted spectrum based upon Ni 11, modelled using our
scattering data using the colrad code (Bates & McWhirter 1962)
to calculate the PEC’s. We highlight the observed lines from
previous investigations. Good agreement for both strength and
position is evident for well observed lines such as the 170.90 nm
(Zsargd & Federman 1998; Fedchak et al. 2000; Fedchak &
Lawler 1999) and 241.61 nm (Ferrero et al. 1997; Fedchak et al.
2000). Also, there is reasonable agreement for lesser observed
lines such as the 131.72 nm line observed by Jenkins & Tripp
2006 theoretically predicted at a wavelength of 131.18 nm from
our calculation. The unshifted spectrum results in a similar plot,
except some of the smaller wavelengths are not in the correct
positions, for example the 145.48 nm was at 150.22 nm. The
intensity of the lines was also not as strong for the unshifted spec-
trum using this diagnostic line. In order to emphasise this strong
diagnostic line we present in Fig. 9 the line ratio as a function of
log electron temperature in K. We can clearly see that this line
is heavily dependent on temperature, but has little dependence
on density. The dashed lines on Fig. 9 indicate the upper and
lower bounds of the unshifted model. The agreement between
both models is good, which corresponds to the small percentage
difference found between the two sets of data. Data of more inter-
est for astrophysical modelling, is that pertaining to the florescent
wavelength region witnessed in gaseous nebulae. The work by
Bautista et al. (1996) discusses strong line ratios for the flores-
cent line spectrum focused particularly on the spectrum observed
in the Orion and Crab Nebulae. Other work which explores
the florescent spectrum is the work of Lucy (1995), which
investigates whether continuum florescence can account for the
anomalous intensities observed in the spectra of many gaseous
nebulae for particular lines of Nill. Figure 10 presents the
line spectrum of NiII in the florescent wavelength region 650—
750 nm for a density of 1 x 10% cm™ and electron temperature
of 3eV. Reasonable agreement is found with the position of the
737.8 and 741.2 nm lines discussed in both Bautista et al. (1996)
and Lucy (1995) and found at 737.25 and 741.56 nm, respectively,
using our modelling code. Good agreement is found with the
666.7 nm wavelength (Lucy 1995), seen in Fig. 10 at 666.69 nm.

6. Conclusion

The atomic data most reported in this paper represents the largest
and most comprehensive dataset for electron impact excitation
of Ni IT currently available in the literature. Eleven configura-
tions were included in the description of the target ion (Model 2)
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and the fully relativistic DARC R-Matrix package was employed
in the collision calculations. Collision strengths were evalu-
ated for all transitions, both forbidden and allowed, between
the lowest 800 fine structure levels for incident electron ener-
gies up to 2 Ryd. We ensured that the Rydberg resonances
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converging onto the target state thresholds were properly
resolved and the convergence of the high partial wave contri-
butions was achieved. In order to access the accuracy of the
collision strengths, two calculations were completed, a 149 jj
level (Model 1) and a more substantial 800 jj level (Model 2).
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(218.46 nm), 3d8(F)4s 2F;,-3d%4p ZF;’/Z (222.44 nm), 3d3(*F)4s 2F7/,-3d3 CF)4p ZD’S’/2 (227.88 nm), 3d*(*F)4s 2F;,,-3d3 CF)dp 2F§/2 (229.66 nm),
3d3(F)4s 2Fs;-3d*CF)4p 2F2/2 (229.83 nm), 3d*CF)4s 2F;,-3d°CCF)dp ZG;’/Z (233.46 nm), 3d*(CF)4s ?Fs;,-3d3CCF)4p zDg’/z (235.64 nm),
3d8(3.F.)4s F5,,-3d3CCF)dp 2F3/2 (237.54 nm), 3d8CF)4s 2F7;,-3d3CF)4p ng/z (239.45 nm), and 3d*(F)4s *Fs;,-3d3CF)4p 2G$/2 (241.61 nm)
transitions.

Furthermore, to investigate the effect of adjusting the energy lev-
els during the collision calculation we have produced data sets
with and without energy adjustments to enable us to clearly see
the effect of such fine-tuning. The corresponding Maxwellian-
averaged effective collision strengths were evaluated for a large
range of electron temperatures log T, = 3.5-6.0 K, exceeding all
other previous works. This data should provide the necessary

quantity and quality of atomic data for modern day modelling
of many astrophysical objects.

Comparisons were made with the earlier theoretical works
of Cassidy et al. (2011) and Bautista (2004), where good agree-
ment was found for many transitions. The exceptions were for
those lines among split levels of the ground state at low temper-
atures, several intercombination lines which were significantly
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Fig. 10. Spectrum of NiII for an electron temperature of 3 eV and elec-
tron density of 1 x 10® cm=>. The following highlighted lines correspond
to transition lines of the forbidden multiplet 2F(a’D-a’F).

enhanced by high lying resonance features in the cross sections,
and the high temperature region of the strong dipole lines. In
addition, it was found that adjusting the energy levels to their
NIST values did not significantly alter the results in either the
149 or 800 level evaluations.

Previous works (Ferrero et al. 1997; Fedchak & Lawler 1999;
Fedchak et al. 2000; Zsargé & Federman 1998; Jenkins & Tripp
2006; Bautista et al. 1996; Lucy 1995) were used to compare with
the Ni I1 spectrum modelled using our scattering data. Observed
lines where identified between wavelengths of 125-250 nm and
650-750 nm, and show good agreement. There is an opportunity
for more extensive modelling at a later stage using modelling
programmes such as CLOUDY (Ferland et al. 2017).

The effective collision strengths produced from the present
work shall be made available in adf04 format, along with
the associated collision strengths via OPEN-ADAS website at
https://open.adas.ac.uk.
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