Ionization potential depression and ionization balance in dense carbon plasma under solar and stellar interior conditions
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ABSTRACT

Recent quantitative experiments on the ionization potential depression (IPD) in dense plasma show that the observational results are difficult to explain with the widely used analytical models for plasma screening. Here, we investigate the effect of plasma screening on the IPD and ionization balance of dense carbon plasma under solar and stellar interior conditions using our developed consistent nonanalytical model. The screening potential can be primarily attributed to the free electrons in the plasma and is determined by the microspace distribution of these free electrons. The ionization balance is determined by solving the Saha equation, including the effect of IPD. The predicted IPD and average ionization degree are larger than those obtained using the Stewart–Pyatt model for mass densities that are greater than $3.0 \text{ g cm}^{-3}$. Under solar interior conditions, our results are in better agreement with the Ecker–Kröll model at electron temperatures and densities lower than 250 eV and $2.1 \times 10^{23} \text{ cm}^{-3}$ and in the best agreement with the ion-sphere model at 303 eV and $4.3 \times 10^{23} \text{ cm}^{-3}$. Finally, our results are compared with those obtained via a recent experiment on a CH-mixture plasma that has been compressed six times. The predicted average ionization degree of C in a CH mixture agrees better with the experiment than the Stewart–Pyatt and Thomas–Fermi models when the screening from free electrons contributed by hydrogen atoms is included. Our results provide useful information concerning the ionization balance and can be applied to investigate the opacity and equations of state for dense plasma under the solar and stellar interior conditions.
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1. Introduction

The ionization potential and ionization balance of hot dense plasma play vital roles in understanding the solar and stellar interiors, brown dwarfs, giant planets, inertial confinement fusion (Hurricane 2014), and the interaction of intense X-ray lasers with solid-density matter (Seddon et al. 2017). In dense systems, the effective potential of an electron in an atom or ion is modified by the surrounding charged particles; thus, ionization potential depression (IPD) can be attributed to plasma screening. We note that IPD is a crucial physical quantity to determine the ionization balance in dense systems, which is considerably difficult to describe accurately. The Stewart–Pyatt (SP) model (Stewart & Pyatt 1966) interpolates between the Debye–Hückel model (Debye & Hückel 1923) at a low density and high temperature and the ion-sphere (IS) model (Rozsnyai 1972) at a high density and low temperature; the SP model captures most of the essential physics associated with plasma screening. Therefore, this model has been widely applied in the plasma field. However, recent quantitative experiments on IPD (Cricosta et al. 2012, 2016; Fletcher et al. 2014; Kraus et al. 2016) indicate that the model underestimates IPD. An experiment using solid-density aluminum at a temperature of $\sim 100 \text{ eV}$ (Cricosta et al. 2012) shows that the IPDs predicted by the Ecker–Kröll model (Ecker & Kröll 1963) are in much better agreement with the experimental values than those of the SP model (Stewart & Pyatt 1966). However, laser-driven shock experiments on aluminum plasmas in the density range of 1.2–9.0 g cm$^{-3}$ at a higher temperature of $\sim 600 \text{ eV}$ using the ORION laser system (Hoarty et al. 2013) suggest that both of these analytical models cannot explain the experimental observations, although the SP model agrees better with the experiment than the Ecker-Kröll model. Later experimental investigations (Cricosta et al. 2016; Fletcher et al. 2014; Kraus et al. 2016) show that the widely used analytical models (Stewart & Pyatt 1966; Rozsnyai 1972; Ecker & Kröll 1963; Debye & Hückel 1923) fail to explain these experiments. Thus, they are not applicable to the solid-density plasma. Hence, the opacity calculations using the Debye–Hückel model (Debye & Hückel 1923) may be unreliable because of the inaccurate atomic structure and ionization balance (Gao et al. 2011).

This has stimulated renewed theoretical investigations on IPD (Preston et al. 2013; Son et al. 2014; Iglesias 2014; Hansen et al. 2014; Crowley 2014; Calisti et al. 2015; Vinko et al. 2014; Hu 2017; Stransky 2016; Lin et al. 2017; Rosmej 2018; Kasim et al. 2018; Ali et al. 2018; Röpke et al. 2019; Lin 2019). An accurate description of IPD is essential for determining the number of bound states available to an embedded atom and plays a crucial role in determining the charge-state distribution and ionization balance. The information about ionization balance is important for determining the physical properties of the equations of state and opacity. However, little is known about the effect of improved IPD on the ionization balance of dense plasma. Furthermore, the relation between the improved IPD and ionization balance must be established.

Carbon is the second most abundant metal element in the Sun. Accurate information concerning the IPD and ionization balance of C plasma is vital for providing accurate inputs to the standard solar model (Bahcall & Ulrich 1988;
Thus, the discrepancies between the observed and predicted solar structures can be resolved using more accurate opacity (Basu & Antia 2008; Serenelli et al. 2009). The internal structure predicted by the updated standard solar model disagrees with the helioseismic observations (Bahcall et al. 2004). It is difficult to accurately predict the ionization balance under solar and stellar interior conditions (Kraus et al. 2016). The dense carbon and oxygen cores of the white-dwarf stars of the hot-DQ class are surrounded by an envelope, which is mostly comprised of carbon (Dufour et al. 2007; Fontaine & Van Horn 1976). The ionization balance of dense C plasma affects the equations of state (Andrea et al. 2020) and opacity, influencing the properties of the convection zones of the pulsating white-dwarf stars. To benchmark the ionization balance of C plasma, Kraus et al. (2016, 2019) developed an experimental platform to accurately measure the IPD via spectrally resolved X-ray scattering. These results have important implications (e.g., modeling ablators in inertial confinement fusion) as well as many astrophysical objects and in studies regarding the physical properties of hot dense plasmas such as the equation of state and opacity) for investigations under extreme solar and stellar interior conditions and research on inertial confinement fusion.

Herein, we investigate the IPD and ionization balance of C plasma under the solar and stellar interior conditions using the plasma screening potential obtained previously (Zeng et al. 2020). This is a nonanalytical model of plasma screening potential on which the energy shifts of the levels and cross sections of microscopic atomic processes, including photoionization and electron-impact excitation and ionization, can be investigated. The plasma screening potential is obtained based on the free-electron microparticle distribution, which is determined by the chemical potential of dense plasma in an average-atom model (Yuan 2002). The IPDs predicted by our model (Zeng et al. 2020) and the experimental values of the solid-density Si plasma (Circosta et al. 2016) exhibit good agreement. Our theoretical model is validated by comparing the average ionization degree predictions with the experimental results (Kraus et al. 2016).

2. Theoretical method

An atom embedded in a dense-plasma environment experiences an additional screening induced by the plasma particles of free electrons and ions. This screening potential is assumed to be predominantly contributed by free electrons in the plasma; hence, the screening potential is determined by the charge density of free electrons (Zeng et al. 2020; Li et al. 2008) (atomic units are used unless specified otherwise)

$$\text{V}_{\text{scr}}(r) = -\frac{Z}{r} + 4\pi \int_0^r \left( 1 + \int_0^{r_1} r_1 \rho(r_1) dr_1 \right) \frac{3}{2} \frac{3}{\pi} \rho(r) \left( \int_0^r \frac{d^k}{dk} \right)^{1/3},$$  \hspace{1cm} (1)

where $Z$ is the nuclear charge of the considered atom and its radius is determined by the ion number density $n_i$ of the plasma as $R_0 = (\frac{1}{Z})^{1/3}$. The free-electron charge density abides by the Fermi–Dirac distribution:

$$\rho(r) = \frac{1}{\pi^2} \int_{k_0(r)}^{\infty} \frac{k^2 dk}{e^{\sqrt{k^2 - c^2 - r^2} + V(r) - \mu/kT + 1}},$$  \hspace{1cm} (2)

where $c$ denotes the speed of light in vacuum, $k$ is the free-electron momentum, $\mu$ is the chemical potential of plasma, $k_0(r) = \sqrt{2V(r) + 2\mu/kT}$, and $V(r)$ is the total potential which includes the contribution of $V_{\text{scr}}(r)$. The chemical potential associated with plasma in local thermodynamic equilibrium can be determined via the Saha equation using a detailed level accounting approximation (Gao et al. 2013) or an average atomic model (Yuan 2002). The exchange-correlation functional of Dharma-Wardana and Taylor (Dharma-Wardana & Taylor 1981) were employed to determine the potential of an average atom. A central potential approximation has been assumed for the screening potential.

For an isolated atom (IA), the atomic structure and properties are determined by the effective single-electron Dirac equation:

$$\left( \frac{d}{dr} + \frac{\kappa}{r} \right) P_{ne} = \alpha \left( e_{\text{ne}} - V(r) + \frac{2}{\alpha^2} \right) Q_{ne},$$  \hspace{1cm} (3)

where $\tau$ is the ionization stage and $\rho(r)$ is the effective single-electron Dirac equation. For isolated and screened atoms, the wave function $\psi(r)$ was constructed from the one-electron Dirac spinors.

$$\psi_{\text{ne}}(r) = \alpha \left( e_{\text{ne}} - V(r) + \frac{2}{\alpha^2} \right) Q_{ne},$$  \hspace{1cm} (4)

where $n, \kappa, \text{and} m$ are the principal, relativistic angular, and magnetic quantum numbers of the electron orbital, respectively; $P_{ne}(r)$ and $Q_{ne}(r)$ are the large and small components of the radial wave functions, respectively; and $\chi_{\text{ne}}(\theta, \psi, \sigma)$ is a two-component spherical spinor.

The large and small components of the radial wave functions were determined by the following coupled radial equations:

$$\frac{d}{dr} + \frac{\kappa}{r} P_{ne} = \alpha \left( e_{\text{ne}} - V(r) + \frac{2}{\alpha^2} \right) Q_{ne},$$  \hspace{1cm} (3)

$$\frac{d}{dr} - \frac{\kappa}{r} Q_{ne} = \alpha \left( e_{\text{ne}} - V(r) + \frac{2}{\alpha^2} \right) P_{ne},$$  \hspace{1cm} (5)

where $\sigma$ denotes the fine-structure constant and $e_{\text{ne}}$ is the energy eigenvalue of the one-electron orbital. Both the bound and continuum electron orbitals were determined using the same potential of the isolated or screened atoms (Gu 2008). In the above equation, $V(r)$ is considered to be $V_{\text{IA}}(r)$ for IA and $V_{\text{scr}}(r)$ for the screened atom.

The IPDs of different ionization stages were obtained by the difference in the ionization potentials of the isolated screened atoms, which were determined by solving Dirac Eq. (3). These quantities were used to solve the Saha equation:

$$\frac{N_{i+1}N_{\text{c}}}{N_i} = Z_{\text{c}}Z_{i+1} e^{-\Delta\phi_{\text{ne}}/kT},$$  \hspace{1cm} (6)

where $N_c$ is the number density of free electrons, $\phi$ is the ionization potential of the isolated ionization stage $i$, and $\Delta\phi_{\text{ne}}$ is the potential induced by the plasma environment obtained according to the above procedure. For comparison, the IPDs obtained by the analytical models (Stewart & Pyatt 1966; Rozsnyai 1972; Ecker & Kröll 1963; Debye & Hückel 1923) were used to solve the above Saha equation. Furthermore, $Z_i$ and $Z_c$ are the partition functions of free electrons and the ionization stage $i$, respectively:

$$Z_i = 2 \left( \frac{2\mu m kT}{\hbar^3} \right)^{3/2},$$  \hspace{1cm} (7)
electron temperature and density of 120 eV and 4.3 \times 10^{22} \text{ cm}^{-3} (A), 189 \text{ eV} and 8.7 \times 10^{22} \text{ cm}^{-3} (B), 250 \text{ eV} and 2.1 \times 10^{23} \text{ cm}^{-3} (C), 303 \text{ eV} and 4.3 \times 10^{23} \text{ cm}^{-3} (D), and 373 \text{ eV} and 1.1 \times 10^{24} \text{ cm}^{-3} (E).

### Table 1. Level energies and ionization potential (IP; in eV) for the isolated atom (IA) and screened atom of C^{4+} embedded in C plasmas at an electron temperature and density of 120 eV and 4.3 \times 10^{22} \text{ cm}^{-3} (A), 189 eV and 8.7 \times 10^{22} \text{ cm}^{-3} (B), 250 eV and 2.1 \times 10^{23} \text{ cm}^{-3} (C), 303 eV and 4.3 \times 10^{23} \text{ cm}^{-3} (D), and 373 eV and 1.1 \times 10^{24} \text{ cm}^{-3} (E).

<table>
<thead>
<tr>
<th>Level</th>
<th>IA (NIST) (a)</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s^2 1S_0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1s_1/2 2s_1/2 1S_1</td>
<td>298.960</td>
<td>298.094</td>
<td>297.626</td>
<td>295.987</td>
<td>294.491</td>
<td>...</td>
</tr>
<tr>
<td>1s_1/2 2s_1/2 1S_0</td>
<td>304.384</td>
<td>303.643</td>
<td>303.115</td>
<td>301.061</td>
<td>299.242</td>
<td>...</td>
</tr>
<tr>
<td>1s_1/2 2p_1/2 1P_0</td>
<td>304.401</td>
<td>303.547</td>
<td>303.178</td>
<td>302.128</td>
<td>300.396</td>
<td>...</td>
</tr>
<tr>
<td>1s_1/2 2p_3/2 1P_0</td>
<td>304.401</td>
<td>303.538</td>
<td>303.167</td>
<td>302.323</td>
<td>300.364</td>
<td>...</td>
</tr>
<tr>
<td>1s_1/2 2p_3/2 3P_1</td>
<td>304.418</td>
<td>303.569</td>
<td>303.199</td>
<td>301.812</td>
<td>300.882</td>
<td>...</td>
</tr>
<tr>
<td>1s_1/2 2p_3/2 3P_0</td>
<td>307.899</td>
<td>307.477</td>
<td>307.066</td>
<td>305.556</td>
<td>303.659</td>
<td>...</td>
</tr>
<tr>
<td>IP 1s_1/2 2S_1/2</td>
<td>392.091</td>
<td>349.545</td>
<td>340.157</td>
<td>325.109</td>
<td>307.762</td>
<td>291.666</td>
</tr>
</tbody>
</table>

Notes. The temperature and electron-density values for C plasmas are deduced from the standard solar model (Bahcall & Ulrich 1988; Guenther et al. 1992). (a) The NIST values are listed for IA (Kramida et al. 2020).

\[
Z_i = \sum_j g_{ij} e^{-E_{ij}/kT}, \quad (8)
\]

where \(g_{ij}\) and \(E_{ij}\) are the statistical weights and energies of level \(j\), respectively, belonging to the ionization stage \(i\). The sum of \(Z_i\) was calculated over all the available bound states determined by the plasma environment. To determine the available bound states, we performed calculations on the photoionization cross sections with the explicit inclusion of the plasma screening potential in the Dirac equation and we obtained the level structures of the ionization stages \(i\) and \(i+1\). The ionization potential of the ionization stage \(i\) was determined by the energy difference of the respective ground levels of \(i\) and \(i+1\). Thus the potential induced by the plasma environment was put directly into the Hamiltonian of the physical system and then the Dirac equation was solved with the plasma screening effect being considered. The ionization potential with the inclusion of plasma screening determines the highest valence electron orbital (with a principal and angular quantum numbers of \(n_{\text{max}}\) and \(l_{\text{max}}\)) which is still bound in the ion under the given plasma environment. The available bound states of the ionization stage \(i\) are made up of levels belonging to the ground configuration and all possible excitations to electron orbitals up to \(n_{\text{max}}l_{\text{max}}\). The Sahal equation was solved under the particle-conservation constraint

\[
N = \sum_{il} N_{il}, \quad (9)
\]

and the condition of electric neutrality

\[
N_e = \sum_{il} q_i N_{il}. \quad (10)
\]

Here, \(N\) is the total population and \(q_i\) is the charge of ion stage \(i\).

The ionization balance of mixture plasma can be determined by including all pure elements in the Sahal equation (Li et al. 2015).

### 3. Results and discussion

#### 3.1. Dense carbon plasma under solar interior conditions

The Sun, being the best-known star, has always been considered as a reference prototype for other stars. Herein, we investigate the effect of the screening potential on the atomic structure, IPD, and ionization balance for dense C plasma under solar interior conditions. We consider C plasma at electron temperatures and densities of 120 eV and 4.3 \times 10^{22} \text{ cm}^{-3}, 189.00 eV and 8.70 \times 10^{22} \text{ cm}^{-3}, 251 eV and 2.06 \times 10^{23} \text{ cm}^{-3}, 303 eV and 4.32 \times 10^{23} \text{ cm}^{-3}, 373 eV and 1.06 \times 10^{24} \text{ cm}^{-3}, and 496 eV and 3.51 \times 10^{24} \text{ cm}^{-3}. These plasma conditions are deduced from the standard solar model (Bahcall & Ulrich 1988; Guenther et al. 1992) at radius fractions of 0.796 \(R_\odot\), 0.7133 \(R_\odot\), 0.6195 \(R_\odot\), 0.5442 \(R_\odot\), 0.4597 \(R_\odot\), and 0.3529 \(R_\odot\), respectively. The dominant charge states in the plasma under these plasma conditions are the C^{4+} and C^{5+} ionization stages.

In Tables 1 and 2, we provide level energies and ionization potentials for the isolated and screened atoms of C^{4+} and C^{5+}, which are immersed in the aforementioned plasma environment. For an IA, the data are obtained from the NIST database (Kramida et al. 2020). Electron orbitals with a principal quantum number larger than 2 (3s, 3p, 3d, etc.) start to merge into the continuum region below an electron temperature of 373 eV and a density of 1.06 \times 10^{24} \text{ cm}^{-3}. Above this temperature and density, the 2s and 2p orbitals start to become delocalized due to plasma screening.

Significant IPDs can be observed for C^{4+} and C^{5+} under solar interior conditions. With the increasing plasma temperature and density toward the inner core of the Sun, the ionization potential (IP) of C^{4+} decreased from 392.091 eV for the IA to 349.545 eV at 120 eV and 4.3 \times 10^{22} \text{ cm}^{-3}, 340.157 eV at 189 eV and 8.7 \times 10^{22} \text{ cm}^{-3}, 325.109 eV at 250 eV and 2.1 \times 10^{23} \text{ cm}^{-3}, 309.762 eV at 303 eV and 4.3 \times 10^{23} \text{ cm}^{-3}, and 291.666 eV at 373 eV and 1.1 \times 10^{24} \text{ cm}^{-3}. Under the condition of 303 eV and 4.3 \times 10^{23} \text{ cm}^{-3}, the level energies belonging to the configurations of 1s2s and 1s2p (in the energy range of 294.491 eV–303.659 eV) are just below the IP of 309.762 eV. Above the electron temperature and density of 373 eV and 1.1 \times 10^{24} \text{ cm}^{-3}, the plasma-screening effect is so strong that the energies of the 1s2s and 1s2p levels are greater than the IP. The 2s and 2p electron orbitals become delocalized and merge into the continuum region.

Plasma screening shows larger energy shifts with increasing density and different effects in the case of different electron orbitals for a specific ionization stage. Plasma screening shows a red shift for the level energies of C^{4+} and C^{5+}, which is predicted to be 0.854, 1.223, 2.273, and 4.345 eV for the inter-combination line of 1s^2 1S_0 – 1s1/2 2P_1/2 1P_1 of C^{4+} and 0.422, 0.833, 2.343, and 4.240 eV for the dipole-allowed transition line of 1s^2 1S_0 – 1s1/2 2P_1/2 1P_0 of C^{4+} at 120 eV and 4.3 \times 10^{22} \text{ cm}^{-3}, 189 eV and...
8.7 \times 10^{22} \text{ cm}^{-3}, 250 \text{ eV} and 2.1 \times 10^{23} \text{ cm}^{-3}, and 303 \text{ eV} and 4.3 \times 10^{23} \text{ cm}^{-3} respectively. For C^{5+}, the shift is predicted to be 0.663, 1.229, 2.922, and 3.954 eV for the transition line of 1s1/2 2S1/2 → 2p1/2 2P0 1/2 and 0.476, 0.883, 2.102, and 3.398 eV for 1s1/2 2S1/2 → 2p3/2 2P3/2 under the aforementioned plasma conditions.

Figure 1 shows our predicted IPDs of C^{3+}–C^{5+} when immersed in C plasma under the solar interior conditions and the results obtained using the Debye–Hückel (Debye & Hückel 1923), SP (Stewart & Pyatt 1966), IS (Rozsnyai 1972), and Ecker–Kröll (Ecker & Kröll 1963) models. The ionization potentials decrease considerably when the ions are immersed in a dense-plasma environment. A large difference is observed for different plasma screening models. Under all the given plasma conditions, the Debye–Hückel and Ecker–Kröll models predicted the lowest and highest IPDs, respectively. The Debye–Hückel model can be applied to weakly coupled plasma but not to dense plasma. For densities lower than 2.06 \times 10^{23} \text{ cm}^{-3}, our predicted IPDs are in optimal agreement with the Ecker–Kröll model (Figs. 1a–c). However, with the increasing temperature and density, our predicted IPDs become smaller than those of the Ecker–Kröll model (Figs. 1d–f). At an electron temperature and density of 373 eV and 3.65 \times 10^{24} \text{ cm}^{-3}, our model and the IS model exhibit good agreement (Rozsnyai 1972). The IPDs predicted by our model are in better agreement with the SP model (Stewart & Pyatt 1966) with the further increase in plasma density at 496 eV and 3.51 \times 10^{25} \text{ cm}^{-3}.

The results shown in Fig. 1 demonstrate that the proper description of the screening potential induced by dense plasma is vital for obtaining accurate IPDs. The ionization balance of plasma is closely related to the IPDs and affects physical properties such as the opacity and the equations of state. In Fig. 2, we show the population fraction of different charge states in C plasma under the above plasma conditions. Excellent agreement is found for the charge-state distributions (CSDs) obtained by our model and the Ecker–Kröll model in all the studied cases, even at electron densities higher than 4.32 \times 10^{23} \text{ cm}^{-3}. Our predicted CSDs are consistent with those of the SP and IS models at 251 eV and 2.06 \times 10^{22} \text{ cm}^{-3}, 303 eV and 4.32 \times 10^{23} \text{ cm}^{-3}, and 496 eV and 3.51 \times 10^{24} \text{ cm}^{-3}.

### Table 2

<table>
<thead>
<tr>
<th>Level</th>
<th>IA (NIST) (a)</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1s1/2 2S1/2</td>
<td>367.474</td>
<td>366.811</td>
<td>366.245</td>
<td>364.552</td>
<td>363.520</td>
<td>...</td>
</tr>
<tr>
<td>2p1/2 2P1/2</td>
<td>367.477</td>
<td>366.999</td>
<td>366.593</td>
<td>365.385</td>
<td>363.712</td>
<td>...</td>
</tr>
<tr>
<td>2s1/2 2S1/2</td>
<td>367.533</td>
<td>367.057</td>
<td>366.650</td>
<td>365.431</td>
<td>364.135</td>
<td>...</td>
</tr>
<tr>
<td>IP</td>
<td>490.054</td>
<td>439.550</td>
<td>427.903</td>
<td>409.018</td>
<td>389.154</td>
<td>363.085</td>
</tr>
</tbody>
</table>

**Notes.** The temperature and electron-density values for carbon plasmas are deduced from the standard solar model (Bahcall & Ulrich 1988; Guenther et al. 1992). (a) The NIST values are listed for IA (Kramida et al. 2020).

3.2. Carbon plasma under stellar interior conditions

In stellar interiors, plasma conditions can vary over a wide temperature range (up to several keV) and a mass-density range (up to several thousands of g cm^−3) (Chabrier & Baraffe 2000). Subsequently, we constrained our case studies below a temperature and mass density of 500 eV and 10 g cm^−3, respectively. These plasma conditions also exist in inertial confinement fusion experiments (Hurricane 2014) and are meaningful for interpreting the experiments (Kraus et al. 2016, 2019).

Figure 3 shows the IPDs of C plasma at temperatures of 200 and 400 eV and mass densities of 2.25, 3.75, and 5.0 g cm^−3. The dependence of the predicted IPDs on different theoretical models shows different features, as discussed above under solar interior conditions. The best overall agreement is obtained with the IS model (Rozsnyai 1972), particularly at densities higher
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than 3.75 g cm$^{-3}$. Under these circumstances, the IS model captures the essential features at a high-density limit in the case of C plasma. The second-best agreement is found with the prediction of the SP model (Stewart & Pyatt 1966), which obtains smaller IPDs than our theoretical results. The Ecker–Kröll model (Ecker & Kröll 1963) always predicted the highest IPDs; however, the IPDs obtained using the Debye–Hückel model (Debye & Hückel 1923) were considerably lower than our theoretical results. The discrepancies between the Debye–Hückel model and our model increase with an increasing temperature and density.

In Fig. 4, we compare the CSDs of C$^{4+}$, C$^{5+}$, and bare-ion C$^{6+}$ obtained herein with those of the analytical models. The CSDs are shown as a function of the plasma temperature at mass densities of 2.25, 3.75, and 5.0 g cm$^{-3}$. At a mass density of 2.25 g cm$^{-3}$, the population fractions of different ionization stages predicted by our model are in reasonable agreement with those of the SP (Stewart & Pyatt 1966) and IS (Rozsnyai 1972) models, whereas large discrepancies are found with the Ecker–Kröll (Ecker & Kröll 1963) and Debye–Hückel (Debye & Hückel 1923) models. The reasonable agreement of our predicted CSDs with those of the SP and IS models indicates the consistency of the predicted IPDs of this theory, as demonstrated in Fig. 3. The Debye–Hückel model is not applicable to such dense plasma, where the CSDs are predicted toward the lower ionization stages. The unreasonable prediction of the Debye–Hückel model abruptly increases the population fraction of C$^{5+}$ and decreases that of C$^{6+}$. However, the Ecker–Kröll model (Ecker & Kröll 1963) predicts a much higher population fraction of C$^{6+}$ compared with that obtained using our model. This differs from the conclusion drawn using the solid-density Mg, Al, and Si plasma (Ciricosta et al. 2012, 2016; Zeng et al. 2020), where the IPDs determined by the Ecker–Kröll model were in much better agreement with the experimental results than those of the SP model.

We obtained the best agreement with the Ecker–Kröll model (Ecker & Kröll 1963) for the CSDs at a mass density of 3.75 g cm$^{-3}$. The SP (Stewart & Pyatt 1966), IS (Rozsnyai 1972), and Debye–Hückel (Debye & Hückel 1923) models predicted a higher population fraction for C$^{5+}$ and a lower fraction for C$^{6+}$ than those predicted by our model and the Ecker–Kröll model. With the increasing mass density up to 5.0 g cm$^{-3}$, our theoretical IPDs and those of the IS and Ecker–Kröll models exhibited good agreement. The SP and Debye–Hückel models predicted a higher population fraction for C$^{5+}$ and a lower fraction for C$^{6+}$.

The aforementioned results can be seen in Fig. 5, which shows the average ionization degree of C plasma as a function of the plasma temperature (100–500 eV) at mass densities of 2.25, 3.75, and 5.0 g cm$^{-3}$. Our predicted average ionization degree is consistent with those of the Ecker–Kröll model (Ecker & Kröll 1963) at a density of 3.75 g cm$^{-3}$ and the IS and Ecker–Kröll models at a density of 5.0 g cm$^{-3}$, which is completely in accordance with the features observed with respect to CSDs (Fig. 4).

3.3. Analysis and explanation of a recent experiment

Here, we verify the validity of our proposed model of screening potential by comparing its predictions with the results of a recent experimental measurement of the average ionization degree of C in a CH-mixture plasma (Kraus et al. 2016). In this experiment, a highly compressed CH-mixture plasma (polystyrene) was
created via spherically convergent shocks at the National Ignition Facility. Then, the spectrally resolved X-ray scattering of line radiation at 9.0 keV was recorded. The experiment measured an average ionization degree of $4.92 \pm 0.15$ for C at an average temperature of $86 \pm 20$ eV (radiation–hydrodynamics simulations show that the temperature varies during the shocks) and a density of $6.74$ g cm$^{-3}$.

Figure 6 shows our theoretical average ionization degree of C in a CH-mixture plasma as a function of the temperature in comparison with the SP (Stewart & Pyatt 1966) and Thomas–Fermi (TF; More et al. 1988) models. From Figs. 3–5, the widely used SP model predicted a lower average ionization degree than our model. Our results are compared with the Debye–Hückel (Debye & Hückel 1923), Stewart–Pyatt (Stewart & Pyatt 1966), ion-sphere (Rozsnyai 1972), and Ecker–Kröll (Ecker & Kröll 1963) analytical models.

4. Summary and conclusions

Herein, we investigate the effect of the plasma screening potential on the shifts in the energy levels and IPDs of the ions embedded in dense C plasma under solar and stellar interior conditions using our recently developed consistent nonanalytical model. We then focus on the screening effect on ionization balance using our model and the SP, IS, Ecker–Kröll, and Debye–Hückel analytical models. Under the solar interior conditions, our IPD and CSD were close to those of the Ecker–Kröll model below the electron temperature and density of 303 eV and $4.32 \times 10^3$ cm$^{-3}$. At $373$ eV and $1.06 \times 10^4$ cm$^{-3}$, better agreement is found with the IS model. This difference increases with the increasing temperature and density. The Debye–Hückel model underestimates the IPD and average ionization degree. For dense C plasma with mass densities of $2.25$–$5.0$ g cm$^{-3}$, the IPD, CSD, and average ionization degree predicted by our model are in better agreement with the IS model than the SP model. The widely used SP model underestimates the IPD and average ionization degree, whereas the Ecker–Kröll model overestimates them. Our theoretical model is further validated by comparing the predicted average ionization degree of C in a dense CH-mixture plasma with the experimental results. The results demonstrate that our plasma screening model provides an accurate description of the CH-mixture plasma. Practical calculations indicate that this effect is small in the experimental sample (Kraus et al. 2016) and under the given plasma conditions; however, the screening of C ions contributed by the free electrons of H atoms must be considered.
Ionization balance with a better understanding of IPDs is expected to be one of the major factors in improving the accuracy of opacity and equations of state in solar and stellar interiors.
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Fig. 6. Comparison of the average ionization degree of C in a CH-mixture plasma obtained herein with the experimental and theoretical predictions obtained by the Stewart–Pyatt (SP) and Thomas–Fermi (TF) models at various plasma conditions (Kraus et al. 2016). The average ionization degree is given as a function of the plasma temperature at mass densities of 3.0 g cm$^{-3}$, 5.0 g cm$^{-3}$, 6.74 g cm$^{-3}$, and 9.0 g cm$^{-3}$.

Fig. 7. Ionization potential depressions of pure C and CH-mixture plasma at a temperature of 100 eV and a mass density of 6.74 g cm$^{-3}$ of the CH mixture, which corresponds to 6.2 g cm$^{-3}$ for pure C plasma.