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ABSTRACT

Context. Galaxy-galaxy-galaxy lensing (G3L) is a powerful tool for constraining the three-point correlation between the galaxy and matter distribution and thereby models of galaxy evolution.

Aims. We propose three improvements to current measurements of G3L: (i) a weighting of lens galaxies according to their redshift difference, (ii) adaptive binning of the three-point correlation function, and (iii) accounting for the effect of lens magnification by the cosmic large-scale structure. Improvement (i) is designed to improve the precision of the G3L measurement, whereas improvements (ii) and (iii) remove biases of the estimator. We further show how the G3L signal can be converted from angular into physical scales.

Methods. The improvements were tested on simple mock data and simulated data based on the Millennium Run with an implemented semi-analytic galaxy model.

Results. Our improvements increase the signal-to-noise ratio by 35% on average at angular scales between 0.1 and 10° and physical scales between 0.02 and 2.6°−1 Mpc. They also remove the bias of the G3L estimator at angular scales below 1°, which was originally up to 40%. The signal due to lens magnification is approximately 10% of the total signal.
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1. Introduction

In the current standard model of cosmology the majority of matter in the Universe is dark and only interacts gravitationally (Planck Collaboration XIII 2016; Hildebrandt et al. 2017). While the formation of dark matter halos and the cosmic large-scale structure (LSS) has been successfully modelled by N-body simulations (see e.g. Springel et al. 2005), the interplay between dark and baryonic matter is still not well understood. Observational tools are needed to distinguish between various semi-analytic models of galaxy evolution (SAMs; see e.g. Henriques et al. 2015; Lacey et al. 2016) and to test the predictions of hydrodynamical simulations (see e.g. Crain et al. 2015; Vogelsberger et al. 2014).

One promising tool is galaxy-galaxy-galaxy-lensing (G3L), first proposed by Schneider & Watts (2005). It involves measuring the connected three-point correlation function between the galaxy and matter distribution by either evaluating the gravitational lensing shear of background galaxies around foreground galaxy pairs (lens-lens-shear correlation) or the lensing shear of background galaxy pairs around single foreground galaxies (lens-shear-shear correlation).

Here, we concentrate on the lens-lens-shear correlation function on small sub-megaparsec scales, where it is most sensitive to galaxy pairs residing in the same matter halo. This function is a powerful discriminator between models of galaxy formation and evolution. In particular, Saghiha et al. (2017) showed that it can better distinguish between galaxy evolution models than galaxy-galaxy-lensing (GGL), where the average shear of individual source galaxies around individual lens galaxies is measured (e.g. Mandelbaum et al. 2006).

The G3L correlation function on small scales was measured successfully by Simon et al. (2008) in the Red Cluster Sequence Lensing Survey and by Simon et al. (2013) in the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS).

However, these measurements were based on photometric data without precise redshift estimates. Consequently, pairs of lens galaxies that are physically close and therefore highly correlated were treated with the same weight as galaxy pairs that are separated along the line of sight and have little to no correlation. As discussed by Simon et al. (2019), these separated galaxies decrease the signal and lower the signal-to-noise ratio (S/N).

Related measurements of the correlation of galaxy pairs and the matter distribution were also undertaken on larger scales, with galaxy pairs separated by several megaparsec, to detect inter-cluster filaments (Mead et al. 2010; Clampitt et al. 2016; Epps & Hudson 2017; Kondo et al. 2019; Xia et al. 2020). These studies relied on precise galaxy redshift estimates provided by spectroscopic surveys. This paper investigates how similarly precise redshift information can be used to enhance the S/N of G3L at smaller scales.

Additionally, G3L is affected by the magnification of lens galaxies caused by the LSS in front of the lenses (Bartelmann & Schneider 2001). This magnification affects the selection function and thereby the number density of lens galaxies in a survey. Because source galaxies are also lensed by the LSS, the shear of sources is correlated with the lens magnification, and an additional correlation signal arises. This signal has
not yet been quantified for G3L, but was found to affect GGL by up to 5% in CFHTLenS (Simon & Hilbert 2018).

We introduce three improvements to the G3L estimator used by Simon et al. (2008, 2013): (i) weighting the lens galaxy pairs according to their redshift difference, (ii) using a new, adaptive binning method for the correlation function to reduce biases, and (iii) estimating the magnification bias with lens galaxies that are separated along the line of sight. We also show how the correlation can be measured in terms of physical instead of angular separation and weight the signal by the critical surface mass density \( \Sigma_{\text{crit}} \) as is common for GGL (e.g. Mandelbaum et al. 2006). Thereby, the signal no longer depends on the redshift distribution of source galaxies. To test the effect of our improvements, we apply the new estimator to simple mock data, for which we can directly calculate the expected aperture statistics, and to simulated data based on the Millennium Run (Springel et al. 2005, MR) with the SAM by Henriques et al. (2015, H15).

This paper is structured as follows: Sect. 2 defines the fundamental quantities of G3L, and gives the estimator for the three-point correlation function by Simon et al. (2008). Section 3 explains our new estimator with redshift weighting and the new binning scheme, as well as how the estimator can be converted into physical units and the effect of lens magnification can be estimated. We describe our simulated data set from the MR in Sect. 4. The results of applying our improved measurement scheme to the data are given in Sect. 5, and they are discussed in Sect. 6.

2. Fundamentals of galaxy-galaxy-galaxy-lensing

The G3L is a weak gravitational lensing effect, first discussed by Schneider & Watts (2005, for a review on weak lensing, see Bartelmann & Schneider 2001). We concentrate on systems of two lens and one source galaxy, whose geometric configuration projected onto the sky is shown in Fig. 1. The main observable of G3L in these systems is the three-point correlation function \( \tilde{G}(\theta) \) of the projected lens galaxy number density \( N(\theta) \) and tangential gravitational lensing shear \( \gamma_t \), given by

\[
\tilde{G}(\theta_1, \theta_2) = \frac{1}{N} \left\langle N(\theta + \theta_1) N(\theta + \theta_2) \gamma_t(\theta) \right\rangle.
\]

The tangential shear is measured with respect to the bisector of the angle \( \phi \) between the lens positions \( \theta + \theta_1 \) and \( \theta + \theta_2 \). Because of the isotropy and homogeneity of the matter density field, \( \tilde{G} \) only depends on the lens-source separations \( \theta_1 \) and \( \theta_2 \) and on the opening angle \( \phi \), so we write

\[
\tilde{G}(\theta_1, \theta_2) \equiv \tilde{G}(\theta_1, \theta_2, \phi).
\]  

We can estimate \( \tilde{G}(\theta_1, \theta_2, \phi) \) by averaging the tangential ellipticities of all lens-lens-source triplets where \( \theta_1, \theta_2 \) is the separation between the first (second) lens and the source. As discussed by Simon et al. (2008), this average is an estimator of

\[
\frac{\langle N(\theta + \theta_1) N(\theta + \theta_2) \gamma_t(\theta) \rangle}{\langle N(\theta + \theta_1) N(\theta + \theta_2) \rangle} = \frac{\tilde{G}(\theta_1, \theta_2, \phi)}{1 + \omega(|\theta_1 - \theta_2|)}.
\]

with the angular two-point correlation function \( \omega \) of lens galaxies. When the complex ellipticity \( \epsilon \) of source galaxies is used as estimator of their complex lensing shears, Eq. (3) implies that \( \tilde{G} \) can be estimated for each bin \( b \) of \( \theta_1, \theta_2 \) and \( \phi \) by a triple sum over all \( N_L \) lenses and \( N_s \) sources by

\[
\tilde{G}_{\text{est}}(b) = \frac{-\sum_{i,j=1}^{N_L} \sum_{k=1}^{N_s} w_k e^{-i\varphi_{ik}} [\langle 1 + \omega(|\theta_i - \theta_j|) \rangle \Delta_{ijk}(b)]}{\sum_{i,j=1}^{N_L} \sum_{k=1}^{N_s} w_k \Delta_{ijk}(b)}.
\]  

with

\[
\Delta_{ijk}(b) = \begin{cases} 1 & \text{for } \{ |\theta_i - \theta_j|, |\theta_i - \theta_k|, \phi_{ijk} \} \in b \ , \\ 0 & \text{otherwise} \end{cases}
\]  

The angle \( \varphi_{ik}(\varphi_{jk}) \) is the polar angle of the lens-source separation vector \( \theta_i - \theta_k \) (\( \theta_i - \theta_j \)), and \( \phi_{ijk} \) is the opening angle between \( \theta_i - \theta_k \) and \( \theta_j - \theta_k \) (see Fig. 1). \( \omega \) is the measured ellipticity. To apply the estimator to observational data, a higher weight should be assigned to sources with more precise shape measurements, whereas sources with less precise shapes should be down-weighted. Because we apply the estimator to simulated data, we set \( w_i = 1 \) throughout this work. The phase factor and minus sign in Eq. (4) are due to the definition of tangential and cross shear in terms of the Cartesian shear components.

In order to estimate \( \omega \), we use "randoms". These are mock galaxies that are distributed unclustered on the sky, but obey the same selection function as the lens galaxies. With these randoms, we estimate \( \omega \) with the Landy–Szalay estimator (Landy & Szalay 1993)

\[
\omega(\theta) = \frac{N_r^2 DD(\theta)}{N_s^2 RR(\theta)} - 2 \frac{N_r DR(\theta)}{N_s RR(\theta)} + 1.
\]

Here, \( DD(\theta) \) is the pair-count of the \( N_L \) lens galaxies, \( RR(\theta) \) is the pair-count of the \( N_s \) randoms and \( DR(\theta) \) is the cross pair-count of lenses and randoms at separation \( \theta \).

The correlation function \( \tilde{G} \) mixes second- and third-order statistics. This becomes evident when we rewrite \( \tilde{G} \), using the galaxy density contrast \( \epsilon_g = N_g/N - 1 \), as

\[
\tilde{G}(\theta_1, \theta_2) = (\epsilon_g(\theta + \theta_1) \epsilon_g(\theta + \theta_2) \gamma_t(\theta))
+ (\epsilon_g(\theta + \theta_1) \gamma_t(\theta)) + (\epsilon_g(\theta + \theta_2) \gamma_t(\theta)).
\]
with the projected galaxy number density \( N \), the lensing convergence \( \kappa \), and the filter function \( U_\theta(\theta) \) with characteristic scale \( \theta \). This filter function needs to be compensated for, that is, \( \int_0^\infty d\theta \ U_\theta(\theta) = 0 \). Because of this property, the aperture number count can be written in terms of the galaxy number density contrast as

\[
N_\theta(\theta') = \int d^2\theta' \ U_\theta(\theta' - \theta') \kappa(\theta').
\]

For each \( U_\theta \), an associated filter function \( Q_\theta \) can be defined by

\[
Q_\theta(\theta') = \frac{2}{\theta^2} \int_0^\theta d\theta'' \theta'' U_\theta(\theta' - \theta'').
\]

With this filter \( Q_\theta \),

\[
M_{ap,\theta}(\theta) + i M_{ap,\theta}(\theta) = \int d^2\theta' Q_\theta(\theta - \theta') [\gamma_1(\theta') + i \gamma_2(\theta')] ,
\]

where \( M_{ap,\theta} \) is the \( B \)-mode of the aperture mass.

With the lens-shear-correlation function, we study the aperture statistics \( \langle N^2 M_{ap} \rangle \) and \( \langle N^2 M_L \rangle \), given by

\[
\langle N^2 M_{ap} \rangle(\theta_1, \theta_2, \theta_3) = \frac{1}{N} \int d^2\theta_1 \int d^2\theta_2 \int d^2\theta_3 \ U_\theta(\theta_1) U_\theta(\theta_2) Q_\theta(\theta_3) \times \langle N(\theta_1) N(\theta_2) \gamma(\theta_3) + i \gamma(\theta_3) \rangle .
\]

These aperture statistics can be related to \( \hat{g} \) for a chosen filter function \( U_\theta \). Provided the exponential filter function, \( U_\theta(\theta) = \frac{1}{2\theta^2} [1 - \frac{\theta^2}{2\theta^2}] \exp(-\frac{\theta^2}{2\theta^2}) \),

\[
\langle N^2 M_{ap} \rangle(\theta_1, \theta_2, \theta_3) = \int d^2\theta_1 \int d^2\theta_2 \int d^2\theta_3 \ U_\theta(\theta_1) U_\theta(\theta_2) Q_\theta(\theta_3) \times \langle \kappa(\theta_1) \kappa(\theta_2) \ [\gamma(\theta_3) + i \gamma(\theta_3)] \rangle ,
\]

which leads to

\[
\langle N^2 M_{ap} \rangle(\theta_1, \theta_2, \theta_3) = \int_0^\infty d\theta_1 \int_0^\infty d\theta_2 \int_0^\infty d\theta_3 \int_0^{2\pi} d\phi \ \hat{g}(\theta_1, \theta_2, \phi) \times A_{NN/NN}(\theta_1, \theta_2, \phi) | \theta_1, \theta_2, \theta_3 \rangle ,
\]

with the same kernel function as Eq. (17). Consequently, the aperture statistics depend only on the additional correlation due to G3L, while the impact of GGL is removed by the compensated filter function.

As discussed in Schneider (2003), the imaginary part of the integral in Eq. (17), the \( B \)-mode \( \langle N^2 M_L \rangle \), is expected to vanish unless systematic effects cause a parity violation. We do not expect such a violation by any physical process; even the occurrence of \( B \)-modes for the gravitational shear, which might be due to intrinsic alignments or clustering of source galaxies (Schneider et al. 2002), cannot induce a non-zero \( \langle N^2 M_L \rangle \). We nevertheless measure \( \langle N^2 M_L \rangle \), as a consistency check alongside the \( E \)-mode \( \langle N^2 M_{ap} \rangle \) with \( \hat{g}_{est} \). We only measure the aperture statistics for equal aperture scale radii \( \theta \) and use the short-hand notations \( \langle N^2 M_{ap} \rangle(\theta, \theta, \theta) = \langle N^2 M_{ap} \rangle(\theta) \) and \( \langle N^2 M_L \rangle(\theta, \theta, \theta) = \langle N^2 M_L \rangle(\theta) \).

### 3. Methods

#### 3.1. Redshift weighting

To reduce the signal degradation by uncorrelated lens pairs, we define a redshift-weighted correlation function \( \hat{g}_Z \), for which lens pairs are weighted according to their redshift difference \( \delta z \). To this end, we introduce the redshift-weighting function \( Z(\delta z) \), for which we choose a Gaussian,

\[
Z(\delta z) = \exp\left(-\frac{\delta z^2}{2\sigma_z^2}\right)
\]

The width \( \sigma_z \) is a free parameter that should correspond to the typical redshift difference of correlated lens pairs. The weighting function is normalized such that it is unity if the galaxies have the same redshift. Averaging over the tangential ellipticities of lens-shear-source triplets weighted with \( Z \) leads to an estimate of

\[
\int d\Delta z_1 \int d\Delta z_2 Z(\Delta z_1) \langle N(\theta_1 + \theta, z_1) N(\theta_2 + \theta, z_2) \gamma(\theta_3 + \theta) \rangle
\]

\[
\int d\Delta z_1 \int d\Delta z_2 Z(\Delta z_1) \langle N(\theta_1 + \theta, z_1) N(\theta_2 + \theta, z_2) \gamma(\theta_3 + \theta) \rangle
\]

\[
\hat{g}_{Z}(\theta_1, \theta_2, \phi) = 1 + \omega_z [\hat{g}(\theta_1 - \theta_2)]
\]

where \( N(\theta, z) \) is the number density of lens galaxies at angular position \( \theta \) and redshift \( z \), and \( \Delta z_1 = z_1 - z_2 \). Equation (21) defines the redshift-weighted correlation function \( \hat{g}_Z \) and uses the redshift-weighted two-point angular correlation function \( \omega_z \). We estimate \( \hat{g}_Z \) with

\[
\hat{g}_{Z,est}(b) = -\sum_{ijk} w_i \ w_j \ w_k \ e^{-(p_i+p_j+p_k)} \left[ 1 + \omega_z (\theta_i - \theta_j) \right] Z(\Delta z_j) \Delta_{ij}(b)
\]

\[
\sum_{ijk} w_i \ w_j \ w_k \ Z(\Delta z_j) \Delta_{ij}(b)
\]

where

\[
\Delta_{ij}(b) = \frac{\int d\Delta z_1 \int d\Delta z_2 Z(\Delta z_1) \langle N(\theta_1 + \theta, z_1) N(\theta_2 + \theta, z_2) \gamma(\theta_3 + \theta) \rangle}{\sum_{ijk} w_i \ w_j \ w_k \ Z(\Delta z_j) \Delta_{ij}(b)}
\]

\[
\sum_{ijk} w_i \ w_j \ w_k \ Z(\Delta z_j) \Delta_{ij}(b)
\]
To estimate the redshift-weighted two-point correlation \( \omega_z \), we use the \( N_r \) randoms, located at \( \theta' \), the \( N_d \) lenses at the positions \( \theta \), and the estimator
\[
\omega_z(\theta) = \frac{N_d^2 DR_z(\theta)}{N_d^2 RR_z(\theta)} - 2 \frac{N_r DR_z(\theta)}{N_d RR_z(\theta)} + 1, \tag{23}
\]
with the modified pair-counts
\[
DD_z(\theta) = \sum_{i=1}^{N_d} \sum_{j=1}^{N_d} \Theta_H \left( \theta + \Delta \theta / 2 - |\theta' - \theta'| \right) \\
\times \Theta_H \left( - \theta + \Delta \theta / 2 + |\theta' - \theta'| \right) Z(\Delta z_i), \tag{24}
\]
\[
RR_z(\theta) = \sum_{i=1}^{N_d} \sum_{j=1}^{N_d} \Theta_H \left( \theta + \Delta \theta / 2 - |\theta_i - \theta| \right) \\
\times \Theta_H \left( - \theta + \Delta \theta / 2 + |\theta_i - \theta'| \right) Z(\Delta z_i), \tag{25}
\]
and
\[
DR_z(\theta) = \sum_{i=1}^{N_d} \sum_{j=1}^{N_d} \Theta_H \left( \theta + \Delta \theta / 2 - |\theta' - \theta'| \right) \\
\times \Theta_H \left( - \theta + \Delta \theta / 2 + |\theta_i - \theta'| \right) Z(\Delta z_i). \tag{26}
\]
Here, \( \Theta_H \) is the Heaviside step function and \( \Delta \theta \) is the bin size for which \( \omega_z \) is estimated. For \( Z = 1 \), this estimator reduces to the standard Landy–Szalay estimator in Eq. (7).

The aperture statistics from the redshift-weighted correlation function \( \hat{G}_z \) are expected to have a higher S/N than the aperture statistics from the original \( \hat{G} \). This expected improvement can be estimated with simplified assumptions. For this, we assume that the \( N_{tot} \) lens-lens-source triplets can be split into \( N_{true} \) physical triplets, each carrying the signal \( s \), and \( N_{tot} - N_{true} \) triplets carrying no signal. We further assume that all triplets carry the same uncorrelated noise \( n \). Then, the measured total signal \( \bar{s} \), noise \( \bar{n} \) and S/N are
\[
S = \frac{N_{true} s}{N_{tot} s}, \quad N = \frac{1}{\sqrt{N_{tot} n}}, \quad \text{and} \quad S/N = \frac{N_{true} \bar{s}}{\sqrt{N_{tot} \bar{n}}}. \tag{27}
\]

With redshift weighting we decrease the effective number of triplets from \( N_{true} \) to \( N_{tot} \), while retaining the same number of physical triplets \( N_{true} \). The signal \( \bar{s} \), the noise \( \bar{n} \) and the new S/N \( \bar{S} / \bar{N} \) are then
\[
\bar{s} = \frac{N_{true} s}{N_{tot} s}, \quad \bar{n} = \frac{1}{\sqrt{N_{tot} n}}, \quad \text{and} \quad \bar{S} / \bar{N} = \frac{N_{true} \bar{s}}{\sqrt{N_{tot} \bar{n}}}. \tag{28}
\]

Consequently, redshift weighting increases the noise by a factor of \((N_{true} / N_{tot})^{1/2}\). Nonetheless, the S/N improves by \((N_{true} / N_{tot})^{1/2}\) because the signal increases by \(N_{true} / N_{tot}\). Accordingly, we expect the S/N to increase approximately by the square root of the signal increase.

The critical parameter for the redshift weighting is the width \( \sigma_z \) of the weighting function. For our application on the observational and simulated data described in Sect. 4, we choose \( \sigma_z = 0.01 \). Because lens pairs that carry signal and those that do not are not clearly divided, the choice of this parameter needs to remain somewhat arbitrary. However, three arguments can be made to motivate our choice.

The first argument considers the galaxy correlation length. Farrow et al. (2015) measured the two-point correlation function of galaxies in the Galaxy and Mass Assembly survey (GAMA) and found correlation lengths between 3.28 ± 0.42 \( h^{-1} \) Mpc and 38.17 ± 0.47 \( h^{-1} \) Mpc, depending on the stellar masses of the galaxies. The same function was measured by Zehavi et al. (2011) in the Sloan Digital Sky Survey (SDSS). They found similar correlation lengths between 4.2 \( h^{-1} \) Mpc and 10.5 \( h^{-1} \) Mpc. These correlation lengths correspond to redshift differences between 0.001 and 0.005 at the median redshift of GAMA of \( z = 0.21 \). We assume that galaxies separated by more than twice the correlation length are only weakly correlated, and therefore our choice of \( \sigma_z = 0.01 \) seems appropriate.

The second argument relates to the distribution of lens galaxy pairs with their redshift difference. The blue histogram in Fig. 2 shows the number of galaxy pairs per redshift difference \( \delta z \) with fixed angular separation between 4.5 and 5.5 in our lens sample from the MR (see Sect. 4). This distribution has a prominent peak for small \( \delta z \) and a broad background distribution. Thus, most galaxy pairs that appear close on the sky are also close in redshift space. These physical pairs make up the peak. However, the background distribution shows that there are also many galaxy pairs with small angular separation whose redshift difference is large. The redshift weighting function should now be chosen in such a way that pairs inside the peak are preserved, while the background is suppressed.

The other histograms in Fig. 2 show different weighted distributions, where the number of galaxy pairs is multiplied by the redshift-weighting function from Eq. (20). This gives the effective number of galaxy pairs per redshift difference bin that are considered for the improved \( \hat{G} \) estimator. Here, the effect of different \( \sigma_z \) is visible. The peak is preserved when we use \( \sigma_z = 0.1 \) and 0.05, but a high percentage of the background is still present in the weighted distribution. For \( \sigma_z = 0.005 \) and \( \sigma_z = 0.001 \), the background is removed, but parts of the peak are also suppressed. A middle ground is found for \( \sigma_z = 0.01 \). Here, the tails of the peak still contribute, whereas most of the background galaxy pairs are suppressed. Consequently, we adopt this value for the measurement of \( \hat{G} \) and subsequently \((N^2M_{up})\).

The third argument for our choice of \( \sigma_z \) considers the peculiar velocities of galaxies in clusters, which can cause redshift differences of correlated galaxy pairs inside the same halo. The
weighting function \( Z \) needs to be broad enough to avoid discarding galaxy pairs whose redshift differences are induced simply by their peculiar motion. Velocities of galaxies inside halos can reach up to 1000 km s\(^{-1}\), leading to redshift differences of up to 0.006. This is a lower bound for \( \sigma_z \), therefore choosing \( \sigma_z = 0.01 \) appears valid.

### 3.2. New binning scheme

In previous work (Simon et al. 2008, 2013), \( \hat{G} \) was measured on a regular grid with logarithmic spacing in the lens-source separations \( \theta_1 \) and \( \theta_2 \) and linear spacing in the opening angle \( \phi \). The aperture statistics were then calculated by summing over this grid.

However, in this approach, the estimator for \( \hat{G} \) is undefined in any bin for which no triplet was found. In previous work, \( \hat{G} \) was therefore set to zero in these empty bins. As a result (\( N^2 M_\text{ap} \)), which is obtained by integrating over the estimated \( G \), was underestimated (Simon et al. 2008). This bias occurs for both small and large scales: At small scales, the bins for \( \theta_1 \) and \( \theta_2 \) are small because of the logarithmic binning, therefore many bins remain empty. At large scales, certain bins automatically remain empty because the opening angle \( \phi \) cannot assume all values between 0 and \( 2\pi \) if \( \theta_1 \) or \( \theta_2 \) are larger than the side length of the field of view.

The bin sizes and number of lens-lens-source triplets affect how much \( \langle N^2 M_\text{ap}\rangle \) is underestimated. If the bins are smaller, the probability of encountering empty bins is higher and the bias is stronger. If the number of triplets increases, there are fewer empty bins and the bias decreases.

To account for this effect, we introduce an adaptive binning scheme, illustrated in Fig. 3. In this new scheme, bins are defined such that they contain at least one triplet, and therefore the estimator for \( \hat{G} \) is always well defined. For this, \( \hat{G} \) is first estimated on a regular grid, together with the average side lengths of the triplets in each bin. Then, in all bins for which triplets are found, the measured \( \hat{G} \) is associated with the average \( \theta_1 \), \( \theta_2 \), and \( \phi \) of the corresponding bin. We use the averages of the triplets in filled bins as seeds to divide the parameter space by a Voronoi tessellation, using the library voro++ by Rycroft (2009). Each Voronoi cell is then considered as a new bin for which \( \hat{G} \) is estimated. These bins by definition contain at least one triplet. The aperture statistics are obtained by integrating over the \( N_{\text{new}} \) new bins, using the numerical approximation of Eq. (17).

\[
\langle N^2 M_\text{ap}\rangle(\theta) = \frac{1}{N_{\text{new}}} \sum_{i=1}^{N_{\text{new}}} V(b_i) \hat{G}_{\text{est}}(b_i) \Lambda_{N_{\text{bin}}}(b_i|\theta),
\]

where \( b_i \) is the \( i \)-th bin, \( V(b_i) \) is the volume of this bin, and \( \Lambda_{N_{\text{bin}}}(b_i|\theta) \) is the kernel function of Eq. (17) evaluated at the seed of \( b_i \). We estimate \( \hat{G} \) on a grid with 128 \( \times \) 128 \( \times \) 128 bins with \( \theta_1 \) and \( \theta_2 \) between 0.15 and 320 for the data based on the MR (see Sect. 4.1) and between 0.15 and 200 for the simple mock data (see Sect. 4.2). The tessellation reduces the number of bins by approximately 3% in both cases.

#### 3.3. Conversion into physical units

With the lens redshifts \( z_1 \) and \( z_2 \), we can transform the projected angular separation vectors \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) into physical separations \( r_1 \) and \( r_2 \) on a plane midway between the two lenses, using

\[
r_{1,2} = D_A(0, z_{12}) \hat{\theta}_{1,2} = D_A(z_{12}) \hat{\theta}_{1,2},
\]

with the angular diameter distance \( D_A(z_a, z_b) \) between redshifts \( z_a \) and \( z_b \) and the average lens redshift \( z_{12} = (z_1 + z_2)/2 \).

The correlation function \( \tilde{G}_{Z=0}(b) \) can therefore be estimated in physical scales in the bin \( b \) of \( r_1 \), \( r_2 \) and \( \phi \) as

\[
\tilde{G}_{Z=0}(b) = \frac{-\sum_{i,j,k} w_{ik} e^{-|\phi_{ijk}+\phi|} \left[ 1 + \omega (|\theta_i - \theta_j|) \right] Z(\Delta z_i)\Delta_{\phi b}^i(b)}{\sum_{i,j,k} w_{ik} Z(\Delta z_i)\Delta_{\phi b}^i(b)},
\]

with

\[
\Delta_{\phi b}^i(b) = \begin{cases} 1 & \text{for } (D_A(z_{12})|\theta_i - \theta_j|, D_A(z_{12})|\theta_i - \theta_j|, \phi_{ijk}) \in b \\ 0 & \text{otherwise.} \end{cases}
\]

This \( \tilde{G}_{Z} \) still depends on the redshift distribution of sources because the gravitational shear \( \gamma_i \) depends on the lensing efficiency, which in turn depends on the distances between observer and source and lens and source. To compare the measurements of different surveys with varying source redshift distributions, it is therefore useful to correlate the galaxy number density not with the tangential shear \( \gamma_i \), but instead with the projected excess mass density \( \Delta \Sigma \), given by

\[
\Delta \Sigma(\theta, z_d, z_s) = \begin{cases} \frac{\gamma_i(\theta)}{\Sigma^{-1}(z_d, z_s)} & \text{for } z_d < z_s \\ 0 & \text{else} \end{cases},
\]

with the inverse critical surface mass density

\[
\Sigma^{-1}(z_d, z_s) = \left( \frac{4\pi G}{c^2} \right) D_A(z_d) D_A(z_s) \Theta_{\text{df}}(z_s - z_d).
\]

Thus, we are interested in the correlation function \( \tilde{G}_{\text{phys}}(r_1, r_2) \), defined by

\[
\tilde{G}_{\text{phys}}(r_1, r_2) = \frac{1}{N^2} \int dz_1 \int dz_2 p(z_1) p(z_2) Z(\Delta z_{12})
\]
To estimate this quantity with a maximum likelihood estimator, we need to multiply the weight \( w_0 \) of each source galaxy with \( \Sigma_{\text{crit},ijk}^2 \) (Sheldon et al. 2004). This leads to the estimator

\[
\hat{G}_{\text{est,phys}}(b) = \frac{\sum_{ijk} w_{ijk} e^{-\theta_{ijk}^2} \left[ 1 + \omega \left( \theta_i - \theta_j, \theta_j - \theta_k \right) \right] Z(\Delta_{3\ell}) \sum_{\text{crit,ijk}} \Delta_{\text{phys}}^b(b)}{\sum_{ijk} w_{ijk} \Sigma_{\text{crit,ijk}}(z_{\ell}, z_k) Z(\Delta_{3\ell}) \Delta_{\text{phys}}^b(b)},
\]

with \( \Sigma_{\text{crit,ijk}} = \Sigma_{\text{crit}}(z_{\ell}, z_k) \).

This estimator requires a precise knowledge of the source redshifts. For the application to real data, however, only photometric redshift estimates are often available for source galaxies. Therefore, we do not use the exact \( \Sigma_{\text{crit}}^1 \) for each triplet, but instead \( \Sigma_{\text{crit}}^1 \) which is averaged over the source distribution \( p_s(z) \) as

\[
\tilde{\Sigma}_{\text{crit}}^1(z_{\ell}) = \int d\Delta \rho_s(z) \Sigma_{\text{crit}}^1(z_{\ell}, z_k).
\]

Consequently, we estimate \( \hat{G}_{\text{phys}} \) with

\[
\hat{G}_{\text{est,phys}}(b) = \frac{\sum_{ijk} w_{ijk} e^{-\theta_{ijk}^2} \left[ 1 + \omega \left( \theta_i - \theta_j, \theta_j - \theta_k \right) \right] Z(\Delta_{3\ell}) \sum_{\text{crit,ijk}} \Delta_{\text{phys}}^b(b)}{\sum_{ijk} w_{ijk} \Sigma_{\text{crit,ijk}}(z_{\ell}, z_k) Z(\Delta_{3\ell}) \Delta_{\text{phys}}^b(b)}.
\]

We convert this physical three-point correlation function into physical aperture statistics with

\[
\langle N^2 M_{ap,\theta}(R) \rangle = \int d\tau_1 \int d\tau_2 \int d\phi \hat{G}_{\text{phys}}(r_1, r_2, \phi) \times A_{\text{NNM}} \left[ D_A^1(z_{\ell}), D_A^1(z_k), D_A^1(z_{\ell}, z_k) \right] R.
\]

These aperture statistics are in units of mass over area.

### 3.4. Magnification of lens galaxies

Magnification of lens galaxies by the LSS affects G3L because the apparent magnitude and number density of lenses is changed (Bartelmann & Schneider 2001). In the weak-lensing limit, the number density of lens galaxies at angular position \( \theta \) and redshift \( z \) is changed from the intrinsic number density \( N_0(\theta, z) \) to

\[
N(\theta, z) = N_0(\theta, z) + 2 |\alpha(z) - 1| \frac{N}{N} \kappa(\theta, z),
\]

where \( \kappa(\theta, z) \) is the convergence caused by all matter in front of redshift \( z \), and \( \alpha(z) \) is the negative slope of the luminosity function \( \Phi(S, z) \) at the flux limit \( S_{\text{lim}} \) of lens galaxies. We define \( \alpha \) by

\[
\alpha = -\frac{d \ln \Phi}{d \ln S(S_{\text{lim}})}.
\]

Consequently, the correlation function \( \hat{G}_Z \) with the effect of lens magnification is

\[
\hat{G}_Z(\theta_1, \theta_2, \phi) = \int \frac{1}{N} \langle N_0(\theta_1, \theta_2, z) N_0(\theta_2, \theta_2, z) \rangle \kappa(\theta_1, \theta_2, z) \gamma(\theta_2)
\]

\[
+ 2 \frac{\alpha(z)}{N} \langle N_0(\theta_1, \theta_2, z) \alpha(\theta_2, \theta_2, z) \rangle \gamma(\theta_2)
\]

\[
+ \frac{2}{N} \langle |\alpha(z) - 1| \rangle \langle \kappa(\theta_1, \theta_2, z) N_0(\theta_2, \theta_2, z) \rangle \gamma(\theta_2)
\]

\[
+ 4 \frac{\alpha(z)}{N} \langle |\alpha(z) - 1| \rangle \langle \kappa(\theta_1, \theta_2, z) \kappa(\theta_2, \theta_2, z) \rangle \gamma(\theta_2)
\).

With the intrinsic aperture number count

\[
N_{0,\theta}(\theta, z) = \int d^2\theta' U_{\theta}(\theta - \theta') N_0(\theta', z),
\]

and \( M_{ap,\theta} \) as defined in Eq. (11), the aperture statistics are

\[
\langle N^2 M_{ap,\theta} \rangle = \int d\tau_1 \int d\tau_2 \int d\phi \hat{G}_Z(\theta_1, \theta_2, \phi)
\]

\[
+ \frac{1}{N} \langle N_0(\theta_1, \theta_2, z) N_0(\theta_2, \theta_2, z) \rangle \gamma(\theta_2)
\]

\[
+ 2 \frac{\alpha(z)}{N} \langle N_0(\theta_1, \theta_2, z) \alpha(\theta_2, \theta_2, z) \rangle \gamma(\theta_2)
\]

\[
+ \frac{2}{N} \langle |\alpha(z) - 1| \rangle \langle \kappa(\theta_1, \theta_2, z) N_0(\theta_2, \theta_2, z) \rangle \gamma(\theta_2)
\]

\[
+ 4 \frac{\alpha(z)}{N} \langle |\alpha(z) - 1| \rangle \langle \kappa(\theta_1, \theta_2, z) \kappa(\theta_2, \theta_2, z) \rangle \gamma(\theta_2).
\]

This means that only lens pairs with a redshift difference larger than \( \Delta z > z_1 \) are counted in the estimator in Eq. (22). As explained in Sect. 3.1, we expect lens pairs with redshift differences larger than 0.01 to be intrinsically uncorrelated. When we choose \( \Delta z = 0.01 \), the first term in Eq. (44), which contains only the correlation of intrinsic number densities, should vanish. The measured \( \langle N^2 M_{ap,\theta} \rangle \) is then purely the correlation due to the lens magnification. We measure this \( \langle N^2 M_{ap,\theta} \rangle \) with the estimator in Eq. (22), using the step function weighting. If this signal is then subtracted from the measured \( \langle N^2 M_{ap,\theta} \rangle \) of all lenses, we obtain the intrinsic aperture statistics.

Because we tested our approach on simulated data from the MR, for which both the number density and convergence are available at different redshift planes, we can also use another approach to measure the terms due to lens magnification. In this approach we use the relation of the observed aperture number count \( N_0 \) to the intrinsic aperture number count \( N_{0,\theta} \) and aperture mass \( M_{ap,\theta} \) through

\[
N_0(\theta, z) = \frac{1}{N} \int d^2\theta' U_{\theta}(\theta - \theta') N_0(\theta', z)
\]

\[
= N_{0,\theta} + 2 |\alpha(z) - 1| M_{ap,\theta}(\theta, z).
\]

Consequently, Eq. (44) with the step function weighting in Eq. (45) leads to
\begin{equation}
\begin{split}
\langle N^2 M_{ap}(\theta) \rangle \\
= \int_0^{z_{\text{max}}} \int_{z_{\text{min}}}^{z_{\text{max}}} \int_{z_{\text{min}}}^{z_{\text{max}}} \langle N_0(0, \theta, z_i) N_0(0, \theta, z_j) M_{ap}(\theta) \rangle \\
+ 2 \{a(z_i) - 1\} \langle N_0(0, \theta, z_i) M_{ap}(\theta, z_i) M_{ap}(\theta) \rangle \\
+ 2 \{a(z_j) - 1\} \langle M_{ap}(\theta, z_j) N_0(0, \theta, z_j) M_{ap}(\theta) \rangle \\
- 4 \{a(z_i) - 1\} \{a(z_j) - 1\} \langle M_{ap}(\theta, z_i) M_{ap}(\theta, z_j) M_{ap}(\theta) \rangle \\
\end{split}
\end{equation}

where the terms due to lens magnification are given by the observed instead of by the intrinsic aperture number count. For a numerical evaluation, the integrals can be converted into sums over \( M \) redshift slices, so

\begin{equation}
\begin{split}
\langle N^2 M_{ap}(\theta) \rangle \\
= \sum_{i=0}^{M} \sum_{j=0}^{M} \Delta z_i \Delta z_j \langle N_0(0, \theta, z_i) N_0(0, \theta, z_j) M_{ap}(\theta) \rangle \\
+ 2 \{a(z_i) - 1\} \langle N_0(0, \theta, z_i) M_{ap}(\theta, z_i) M_{ap}(\theta) \rangle \\
+ 2 \{a(z_j) - 1\} \langle M_{ap}(\theta, z_j) N_0(0, \theta, z_j) M_{ap}(\theta) \rangle \\
- 4 \{a(z_i) - 1\} \{a(z_j) - 1\} \langle M_{ap}(\theta, z_i) M_{ap}(\theta, z_j) M_{ap}(\theta) \rangle \\
\end{split}
\end{equation}

Using Eq. (50), we measure the lens magnification terms \( L_{\text{MMAM}}, L_{\text{MM}, \text{MM}} \) and \( L_{\text{NMAM}} \) directly in the simulated data based on the MR for \( z_j < 0.5 \) and \( z_i < z_j \).

For this, we first convolve the number density and convergence maps at each redshift plane with the filter function \( U_\gamma \) to obtain \( N_0(0, \theta, z_i) \) and \( M_{ap}(\theta, z_i) \). We then multiply the aperture statistics for each combination of \( z_i \) and \( z_j \) and spatially average the products to obtain \( \langle N_0(0, \theta, z_i) M_{ap}(\theta, z_i) M_{ap}(\theta) \rangle \) and \( \langle M_{ap}(\theta, z_j) M_{ap}(\theta, z_j) M_{ap}(\theta) \rangle \). These averages are then multiplied by the appropriate \( a \) and summed over \( \vartheta \). We repeat this procedure for different aperture scale radii \( \vartheta \) between 0.5 and 8'.

For this calculation, the slope \( a(z) \) of the lens luminosity function needs to be known. To obtain \( a(z) \), we extract the luminosity function \( \Phi(S, z) \) at each redshift plane of the MR, with \( S \) measured in the \( r \)-band filter. We then fit a power law to \( \Phi(S, z) \) in the proximity of the limiting flux. This flux is given in our case by the limiting \( r \)-band magnitude, chosen to be \( r_{\text{lim}} = 19.8 \) mag. The slopes for each redshift \( z \) are the \( a(z) \) given in Table 1.

### 4. Data

#### 4.1. Simulated data based on the MR

We tested our new estimator with simulated data sets from the MR. The MR (Springel et al. 2005) is a dark matter-only cosmological N-body-simulation. It traces the evolution of 2160 \(^3\) dark matter particles of mass \( m = 8.6 \times 10^8 \) h \(^{-1}\) M\(_\odot\) from redshift \( z = 127 \) to today in a cubic region with co-moving side length 500 h \(^{-1}\) Mpc. For this, a flat ΛCDM cosmology was assumed, with matter density \( \Omega_m = 0.25 \), baryon density \( \Omega_b = 0.045 \), dark energy density \( \Omega_{\Lambda} = 0.75 \), Hubble constant \( H_0 = 73 \) km s \(^{-1}\) Mpc \(^{-1}\), and power spectrum normalization at \( z = 0.9 \).

Using the multiple-lens-plane ray-tracing algorithm by Hilbert et al. (2009), we created maps of the complex gravitational shear \( \gamma \) caused by the matter distribution for a set of source redshift planes. For each redshift, 64 maps of \( \gamma \) on a regular mesh with 4096 \(^2\) pixels, corresponding to 4 \( \times \) 4 deg \(^2\), were obtained. We combined the shear of nine different redshifts between \( z = 0.5082 \) and \( z = 1.7374 \) by summing \( \gamma \) weighted by an assumed source redshift distribution \( p_\gamma(z) \). This redshift distribution, shown in Fig. 4, was modelled after the redshift distribution of galaxies in Hildebrandt et al. (2020).

![Fig. 4. Assumed source redshift distribution. This distribution is used to weigh the shear maps at different redshifts in the MR. It is modelled after the redshift distribution of galaxies in Hildebrandt et al. (2020).](image)

<table>
<thead>
<tr>
<th>Table 1. Slopes ( a(z) ) of the luminosity function at different redshifts ( z ) in the MR.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z )</td>
</tr>
<tr>
<td>0.46</td>
</tr>
<tr>
<td>0.41</td>
</tr>
<tr>
<td>0.36</td>
</tr>
<tr>
<td>0.32</td>
</tr>
<tr>
<td>0.28</td>
</tr>
<tr>
<td>0.24</td>
</tr>
<tr>
<td>0.21</td>
</tr>
<tr>
<td>0.17</td>
</tr>
<tr>
<td>0.14</td>
</tr>
<tr>
<td>0.12</td>
</tr>
<tr>
<td>0.09</td>
</tr>
<tr>
<td>0.06</td>
</tr>
<tr>
<td>0.04</td>
</tr>
</tbody>
</table>

Notes. The limiting magnitude of galaxies is \( r_{\text{lim}} = 19.8 \) mag.
maps, we subtracted the lensing signal around random points. This is similar to GGL studies, where the shear around random positions is measured and subtracted from the original measurement (Singh et al. 2017). However, for G3L, this task is in general more difficult because it requires a catalogue of unclustered galaxy pairs. Creating such a catalogue is in general non-trivial because the number of galaxy pairs depends on the selection function of individual galaxies in the survey. Nevertheless, we created a map of unclustered galaxies, similar to GGL, for each simulated lens map by distributing the same number of galaxies as on the lens map at random points on a $4 \times 4$ deg$^2$ area. We measured the correlation function $\mathcal{G}$ for each of these random maps and subtracted it from the correlation function measured for the actual lens map.

The total number of triplets to consider for our measurement of $\mathcal{G}_L$ and $\mathcal{G}_{\text{phys}}$ is $5 \times 10^7$. This makes the evaluation of the sums in Eqs. (22) and (38) computationally involved. Because of this computational complexity, third-order correlation functions are usually computed involving some approximation, such as kd-Tree codes (Simon et al. 2013), where galaxy triplets with similar $\theta_1$, $\theta_2$, and $\phi$ are averaged. However, we implemented the estimator brute force and calculated it with graphics processing units (GPUs). This approach has two advantages compared to the usual methods. First, it is exact, even at the smallest scales. Second, due to the highly parallelized execution on a GPU, which allows for several thousand simultaneous calculations, the computing time is drastically reduced. In our case, the computational time to process the MR decreased from 200 h with a kd-Tree code executed on 8 CPU cores to just 9 h with the brute-force code on a single GPU. Details for our computational implementation are given in Appendix B.

The covariance matrices of the measured $\langle N^2 M_{ap} \rangle$ and $\langle N^2 M_{ap,\text{phys}} \rangle$ were computed with jackknifing. For this, we assumed that each of the 64 fields is an independent realization and combined these fields to a total $\langle N^2 M_{ap} \rangle(\theta)$ and 64 jackknife samples $\langle N^2 M_{ap} \rangle_k(\theta)$, where all but the $k$th tile were combined. The covariance matrix is then

$$C(\theta_i, \theta_j) = \frac{64}{64 - 1} \sum_{k=1}^{64} \left[ \langle N^2 M_{ap} \rangle_k(\theta_i) - \langle N^2 M_{ap} \rangle(\theta_i) \right] \times \left[ \langle N^2 M_{ap} \rangle_k(\theta_j) - \langle N^2 M_{ap} \rangle(\theta_j) \right],$$

where $\langle N^2 M_{ap} \rangle_k(\theta_i)$ is the average of all $\langle N^2 M_{ap} \rangle_k(\theta_i)$. The statistical uncertainty of $\langle N^2 M_{ap} \rangle_k(\theta_i)$ is $\sigma_i = \sqrt{C(\theta_i, \theta_i)}$. We define the S/N at each scale radius $\theta_i$ as

$$S/N(\theta_i) = \frac{\langle N^2 M_{ap} \rangle(\theta_i)}{\sigma_i}.$$  

4.2. Simple mock data

Some of our tests also employed simple mock data. These were chosen such that it was easy to create them and to calculate their expected aperture statistics theoretically. For this we used the following assumptions:

A. All matter and galaxies are distributed inside $N_h$ halos over an area $A$.

B. All halos are situated on the same lens plane.

C. All halos have the same axisymmetric convergence profile $\kappa(\theta) = K u(\theta)$, where $\int d\theta u(\theta) = 1$, and also the same number of galaxies $N_{\text{gal}}$.

D. There is no galaxy bias, so the discrete galaxy distribution follows the matter distribution up to Poisson shot-noise.

E. Halo centres are distributed randomly within $A$.

With these assumptions and the calculations in Appendix A, the theoretical expectation for the aperture statistics using the exponential filter function in Eq. (16) is

$$\langle N^2 M_{ap} \rangle(\theta_1, \theta_2, \theta_3) = 2\pi A K \rho_h \int_0^\infty d\theta \theta \int_0^\infty dy_i \int_0^\infty dy_j \frac{y_i y_j}{\theta_i^2} \exp \left[ -\frac{(y_i - \theta)^2}{2\theta_i^2} \right] \times \left[ (1 - \frac{y_1^2 + \theta^2}{2\theta_i^2}) f_0 \left( \frac{y_1}{\theta_i^2} \right) + \frac{y_1 \theta}{\theta_i^2} f_1 \left( \frac{y_1}{\theta_i^2} \right) \right].$$

with $f_n(x) = I_n(x)e^{-x}$ and the modified Bessel functions of the first kind $I_n(x)$. We evaluated the integrals numerically with a Monte Carlo integration using the multi-vegas-routine of the GNU Scientific Library (Gough 2009).

We used the Brainerd-Blandford-Smail (BBS) profile (Brainerd et al. 1996) as halo convergence profile $\kappa(\theta)$, which is

$$\kappa(\theta) = \frac{K}{2\pi \theta} \left( 1 - \frac{\theta}{\sqrt{\theta^2 + \theta_0^2}} \right)$$  

The BBS profile corresponds to a singular isothermal sphere (SIS) for $\theta$ much smaller than the scale radius $\theta_0$ that smoothly drops outside the sphere. In contrast to the SIS profile, it has a finite total mass. We chose $K = 1$ arcmin$^2$ and $\theta_0 = 5'$.

We created mock lens galaxies following assumptions A to E in a circular area with a radius of 700 arcmin. The lens galaxies were distributed in 2170 halos with 200 galaxies each. These numbers were chosen such that the average number density of lens galaxies was $\overline{N_h} = 0.287$ arcmin$^{-2}$, the lens number density in our lens sample from the MR. We distributed $3 \times 10^6$ source galaxies, whose shear was computed from the halo convergence profiles, in the central $750 \times 750$ arcmin$^2$ area. We only considered lens-lens-source triplets in this area to ensure that the shear of each source was affected by halos from all directions. No shape noise was added to the shears because our aim was not to create a realistic simulation, but only a simple test case. Because $\mathcal{G}$ is linear in the ellipticities, any shape noise would not bias its estimate and only lead to a larger uncertainty of the measurement. The central area was cut into quadratic tiles with a side length of 150 arcmin$^2$, so that finally 25 maps of source and lens galaxies were used.

5. Results

5.1. Effect of the new binning scheme

Before measuring the aperture statistics in the data based on the MR, we estimated the effect of the new binning scheme by measuring the aperture statistics for equal-scale radii $\theta$ in the simple mock data, described in Sect. 4.2. The aperture statistics measured in this mock data are displayed in Fig. 5. The theoretically expected $\langle N^2 M_{ap} \rangle$ follows a power law for scale radii above 2 arcmin and steepens for larger scales. The $\langle N^2 M_{ap} \rangle$ measured with the old and the new binning scheme both show the same steepening for $\theta$ larger than 2 arcmin, but the slope of the $\langle N^2 M_{ap} \rangle$ measured with the old binning scheme is considerably shallower for scales between 0.1 and 0.6 than the one measured with the new binning scheme. We confirm that the measurement with the new binning scheme agrees with the theoretical expectation within its statistical uncertainty. This agreement of the measured aperture statistics with the theoretical prediction validates our code for estimating $\mathcal{G}$ and for converting $\mathcal{G}$ to $\langle N^2 M_{ap} \rangle$. 
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To quantify the effect of the new binning scheme, Fig. 6 shows the difference of the measured $\langle N^2 M_{ap}\rangle$ to the theoretical prediction for both binning schemes, normalized by the theoretical prediction. While the $\langle N^2 M_{ap}\rangle$ from the old method has no bias at scales between 1' and 5', it underestimates $\langle N^2 M_{ap}\rangle$ both above and below these scales. At large scales, this bias grows to 10% at $\theta = 10'$, whereas at small scales, the bias increases with decreasing scale to 40% at $\theta = 0'1$. The new binning scheme does not show this behaviour. Instead, the bias of the $\langle N^2 M_{ap}\rangle$ measured with the new method is consistent with zero at all considered scales.

5.2. Effect of lens magnification

As outlined in Sect. 3.4, the redshift weighting enables us to measure the impact of lens magnification on G3L. We estimated this effect in the data based on the MR with the two different methods outlined in Sect. 3.4. In the following, the terms “first” and “second” lens plane refer to the redshift plane in which the lens galaxy lies closer to the observer and closer to the source, respectively.

The result for the first method, using the step function weighting in the estimation of $G_{Z,2}$, is shown in Figs. 7 and 8 for $\langle N^2 M_{ap}\rangle$ and $\langle N^2 M_{ap}\rangle_{\text{phys}}$, respectively. The figures show the aperture statistics measured for lens pairs with redshift differences larger than 0.01. If there were no lens magnification, this signal should vanish. The figures also show the aperture statistics measured when all lens pairs are taken into account, as well as the intrinsic aperture statistics “corrected” for the effect of lens magnification by subtracting the signal of physically distant lens pairs from the total measured aperture statistics.

For both $\langle N^2 M_{ap}\rangle$ and $\langle N^2 M_{ap}\rangle_{\text{phys}}$, the signal of physically separated lens pairs is non-zero. We attribute this signal to the magnification terms in Eq. (44). The green dash-dotted line shows the signal measured at scale radii smaller than the smoothing lengths, the flattened profile then leads to a smaller measured signal.

At angular scales smaller than 0'2, the signal due to lens magnification for $\langle N^2 M_{ap}\rangle$ decreases. This is probably due to smoothing in the simulation, which is no longer accurate at these small angular scales. Smoothing flattens the centre of halo convergence profiles in the simulation. If the aperture statistics are measured at scale radii smaller than the smoothing lengths, the flattened profile then leads to a smaller measured signal.

To verify that the measured signal for distant lens pairs is indeed related to lens magnification, Fig. 9 shows the magnification terms measured with the second method from Sect. 3.4, using the convolution of the aperture filter function with the convergence and number density maps. For comparison, the measured $\langle N^2 M_{ap}\rangle$ from the first method is also shown.

The figure shows that $L_{N\times M}(\theta)$, which is due to the correlation of the number density of galaxies at smaller redshift to the convergence measured at higher redshifts, is the dominating term. It is larger than $L_{M\times M}$ and $L_{M\times M}$ by three orders of magnitude. Furthermore, the correlation of three convergence
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LSS influences \( N, M \) and the correlation between matter and galaxies at the same plane, and they are mainly caused by the LSS in front of the first lens plane. This LSS influences \( N_\theta \) and \( M_{\theta,0} \) at the lens planes and the source plane and thereby induces the non-zero \( L_{MNN} \) and \( L_{MMN} \). However, as shown in Fig. 9, this effect is secondary, and the LSS in front of the lenses does not have a strong effect on the overall signal.

The total lens magnification signal is of the same order of magnitude as the \( \langle N^2 M_{ap} \rangle \) measured with separated lens pairs. At scales above 1', it indeed agrees with the measured \( \langle N^2 M_{ap} \rangle \) for separated lens pairs within its statistical uncertainty. At smaller scales, the difference between the two quantities is still smaller than twice the statistical uncertainty. According to Eq. (48), the intrinsic aperture statistics are

\[
\langle N_{0,0} (\theta, z_1) N_{0,0} (\theta, z_2) M_{ap,0} (\theta) \rangle = \langle N^2 M_{ap} (\theta) \rangle - L_{NMM}(\theta) - L_{MMN}(\theta) - L_{MMM}(\theta),
\]

where \( \langle N^2 M_{ap} \rangle \) are the measured aperture statistics for separated lens pairs. Therefore, the intrinsic aperture statistics for separated lens pairs vanishes, as expected.

5.3. Effect of redshift weighting

The results for \( \langle N^2 M_{ap} \rangle \) for the data based on the MR with and without redshift weighting are shown in Fig. 10a. The measured \( \langle N^2 M_{ap} \rangle \) is consistent with zero, both with and without redshift weighting. This signifies that no indication of parity violation and B-modes is found in the simulation.

Redshift-weighting increases the \( S/N \), as indicated by the decreasing error region in Fig. 10a. Simultaneously, the measured \( \langle N^2 M_{ap} \rangle \) is increased by a factor of approximately two. This is expected because redshift weighting is assumed to increase both signal and \( S/N \), as discussed in Sect. 3.1. The lower plot in Fig. 10a shows the \( S/N \) of \( \langle N^2 M_{ap} \rangle \) with and without redshift weighting as function of the aperture scale radius \( \theta \). Redshift weighting increases the \( S/N \) on all scales. On average, the \( S/N \) of \( \langle N^2 M_{ap} \rangle \) with redshift weighting is 1.35 times the \( S/N \) of \( \langle N^2 M_{ap} \rangle \) without redshift weighting.

The measured physical aperture statistics \( \langle N^2 M_{ap} \rangle_{\text{phys}} \) are displayed in Fig. 10b. Again, the \( B \)-mode is consistent with zero at all scales. Redshift weighting increases the signal by a factor of two, similar to the increase of \( \langle N^2 M_{ap} \rangle \), whereas the error region decreases. The increase of the \( S/N \) of \( \langle N^2 M_{ap} \rangle_{\text{phys}} \), shown in the lower plot of Fig. 10b, is at the same level as for \( \langle N^2 M_{ap} \rangle \); on average, the \( S/N \) increases by 34%. In Fig. 10 the \( S/N \) of \( \langle N^2 M_{ap} \rangle_{\text{phys}} \) is higher than the \( S/N \) of \( \langle N^2 M_{ap} \rangle \), both with and without redshift weighting.

6. Discussion

We proposed three improvements to the measurement of the G3L signal: Using a redshift weighting of lens galaxies to improve the precision, removing biases on the estimator with a new binning scheme, and accounting for the impact of lens magnification. We furthermore showed how the G3L signal can be measured in physical units.

The effect of the improved binning scheme can be seen by comparing our measurement on the simple mock data with the theoretical expectation. The original binning leads to a discrepancy between the theoretical expectation and the measurement both for aperture scale radii below 1' and above 5', whereas the aperture statistics measured with the improved binning agrees with the expectation at all scales. At \( \theta = 0'1 \), the original binning underestimates \( \langle N^2 M_{ap} \rangle \) by 40%, whereas the result of the new binning scheme agrees with the theoretical expectation. Thus, our new method extends the reliability of the measurement. This is achieved by the tessellation because now the three-point correlation function is not incorrectly set to zero in bins for which no lens-lens-source triplet is found.

The signal due to the magnification of lens galaxies is approximately 10% of the total G3L signal and can therefore not
be neglected in theoretical modelling of the G3L signal. Previous studies (Simon et al. 2008, 2013) did not account for lens magnification. Nonetheless, even though it has a significant effect on the measured G3L signal, the conclusions of Saghiha et al. (2017), who found good agreement between the G3L measured in CFHTLenS and the MR with the SAM by H15, are not impaired by this because the observational data and the simulations both included lens magnification.

We also demonstrated how the effect of lens magnification can be corrected. The additional signal due to this effect can be measured with our redshift weighting by considering only lens pairs that are sufficiently far separated along the line of sight. The resulting signal matches the expectation for lens magnification from the convergence and number density maps at different redshift slices. We therefore conclude that the lens magnification signal can indeed be measured using physically separated lens pairs that have no intrinsic correlation. Because lens magnification only causes an additive signal, the intrinsic correlation can be found by subtracting the additional component from the overall measurement.

By directly measuring the different terms due to lens magnification, we found that the dominating term because galaxies at the closer lens plane are correlated to the convergence measured at the second lens plane and the convergence measured at the source plane, whereas the other terms are three orders of magnitude smaller. This finding explains why we measure a significant signal due to lens magnification, even though previous studies (e.g. Simon et al. 2013) expected this effect to be negligible: In these evaluations, only the $M_{ap}^{0}$ term was considered, which is indeed much smaller than any $\langle N^2 M_{ap}^{\perp} \rangle$ signal. However, as we have shown here, it is not the dominant term for lens magnification.

The magnification signal is mainly due to correlation of galaxies with matter at the first lens plane, which influences the convergence at the second lens and the source plane. Matter in front of both lenses, which influences the observed lens number density and the convergence at both lens and the source plane, also contributes to the magnification signal, although its measured contribution is minor. Nonetheless, because our lens sample has a low median redshift of 0.2, the effect of foreground matter might be stronger for lens samples at higher redshifts.

Using redshift weighting, we increased the S/N of both $\langle N^2 M_{ap} \rangle$ and $\langle N^2 M_{ap}^{\perp} \rangle$ by approximately 35% between 0.1 and 10$^{-1}$ and 0.1 and 0.1 $h^{-1}$ Mpc and 2 $h^{-1}$ Mpc. Simultaneously, the
signal was increased by a factor of approximately two. This meets our expectation that the signal increases by the square of the increase in S/N.

Our choice of $\sigma_z$ was motivated by the correlation length between galaxies, the redshift distribution of galaxy pairs, and the typical peculiar velocities of galaxies in clusters. Choosing a different $\sigma_z$ will lead to a different measured signal and to a different increase in S/N. However, the choice of $\sigma_z$ does not affect the physical interpretation of the aperture statistics as long as the same $\sigma_z$ is chosen in the theoretical modelling. Moreover, for each survey, different values of $\sigma_z$ can be chosen, and the value that provides the highest S/N increase can be retained.

For the redshift-weighting scheme in the MR, we could use exact redshifts for all lens galaxies. This is generally not possible for observations. Although the redshift weighting with a broad weighting function might be possible for lens galaxies with photometric redshifts, so that a narrow weighting function, most useful for data sets that include spectroscopic redshifts. The uncertainties of spectroscopic redshifts are much smaller than those photometric redshifts, so that a narrow weighting function, such as the one chosen for this work, can be used.

At first glance, the measurement of the aperture statistics in physical units $\langle N^2 M_{ap} \rangle_{phys}$ does not appear to provide additional information to the measurement in angular units. However, in contrast to $\langle N^2 M_{ap} \rangle_{phys}$, independent of the source redshift distribution. Direct comparisons of $\langle N^2 M_{ap} \rangle_{phys}$ between surveys with different galaxy distributions are possible. Furthermore, the S/N of $\langle N^2 M_{ap} \rangle_{phys}$ is slightly higher than for $\langle N^2 M_{ap} \rangle$, independent of the redshift weighting. This is because for $\langle N^2 M_{ap} \rangle_{phys}$, triplets are weighted according to their lensing efficiency.

We only applied our improvements on the lens-lens-shear correlation function and the aperture statistics $\langle N^2 M_{ap} \rangle$ here. However, the new binning scheme can also be applied to measurements of the lens-shear-shear correlation and $\langle N M^2_{ap} \rangle$. We expect that this might extend the accuracy of measurement of this aperture statistics to scales below 1′, which were not taken into account in previous measurements (Simon et al. 2013). The transformation into physical units can also be applied to $\langle N M^2_{ap} \rangle$.
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Appendix A: Calculation of aperture statistics for mock data

Averages in the halo model are given by

\[
\langle f \rangle = \int dm_1 \ldots dm_N \frac{P_\text{m}(m_1, \ldots, m_N)}{\text{Probability that halos have masses } m_1, \ldots, m_N} \times \int d^3x_1 \ldots d^3x_N \frac{P_\text{halo}(x_1, \ldots, x_N | m_1, \ldots, m_N)}{\text{Probability that halo centres are at } x_1, \ldots, x_N} \times \int d^3\Delta x_1 \ldots d^3\Delta x_N \frac{P_\text{gal}(\Delta x_1, \ldots, \Delta x_N | x_1, \ldots, x_N, m_1, \ldots, m_N)}{\text{Probability that galaxies are at } \Delta x_1, \ldots, \Delta x_N \text{ if the halos are at } x_1, \ldots, x_N} f.
\]

(A.1)

Using assumption B in Sect. 5.1, we can reduce this integration to two spatial dimensions and use the projected halo centres \( \theta_i \) and the projected separation \( \Delta \theta_{ij} \) of the \( j \)-th galaxy to the \( i \)-th halo centre instead of \( x_i \) and \( \Delta x_i \). Furthermore, due to assumption C, the mass integrals are trivial. Assumption D leads to

\[
P_\text{gal}(\Delta \theta_{11}, \ldots, \Delta \theta_{NN}, \theta_1, \ldots, \theta_N, m_1, \ldots, m_N) = u(\Delta \theta_{11}) \ldots u(\Delta \theta_{NN}) f.
\]

(A.2)

Assumption E means that

\[
P_\text{halo}(\theta_1, \ldots, \theta_N) = \begin{cases} A^{-N} & \text{for } (\theta_1, \ldots, \theta_N) \in A, \\ 0 & \text{else} \end{cases}
\]

(A.3)

so that the average of a quantity is given by

\[
\langle f \rangle = A^{-N} \int d^2 \theta_1 \ldots d^2 \theta_N \times \int d^2 \Delta \theta_{11} \ldots d^2 \Delta \theta_{NN} \frac{u_1(\Delta \theta_{11}) \ldots u_N(\Delta \theta_{NN})}{\text{Probability that halos have masses } m_1, \ldots, m_N} f.
\]

(A.4)

Consequently, the correlation function \( \langle N(\theta_1) N(\theta_2) \kappa(\theta_3) \rangle \) of the galaxy number density \( N(\theta) \) and the projected matter density \( \kappa \) is

\[
\langle N(\theta_1) N(\theta_2) \kappa(\theta_3) \rangle = A^{-N} \int d^2 \theta_1 \ldots d^2 \theta_N \times \int d^2 \Delta \theta_{11} \ldots d^2 \Delta \theta_{NN} \frac{u_1(\Delta \theta_{11}) \ldots u_N(\Delta \theta_{NN})}{\text{Probability that halos have masses } m_1, \ldots, m_N} \times N(\theta_1) N(\theta_2) \kappa(\theta_3).
\]

(A.5)

The matter density \( \kappa \) is the sum of the convergence profiles of all halos,

\[
\kappa(\theta) = K \sum_{i=1}^{N} u(|\theta - \theta_i|).
\]

(A.6)

We treat galaxies as discrete objects, therefore their number density is

\[
N(\theta) = \sum_{i=1}^{N}\sum_{j=1}^{N_{\text{gal}}} \delta(\theta - \theta_i - \Delta \theta_j).
\]

(A.7)

Inserting Eqs. (A.6) and (A.7) into Eq. (A.8) leads to

\[
\langle N(\theta_1) N(\theta_2) \kappa(\theta_3) \rangle = A^{-N} K \int d^2 \theta_1 \ldots d^2 \theta_N \times \int d^2 \Delta \theta_{11} \ldots d^2 \Delta \theta_{NN} \frac{u_1(\Delta \theta_{11}) \ldots u_N(\Delta \theta_{NN})}{\text{Probability that halos have masses } m_1, \ldots, m_N} \times \int d^2 \theta_1 \ldots d^2 \theta_N u(\theta_1 - \theta_i) \int_{i=1} d^2 \theta_2 \ldots u(\theta_2 - \theta_j) \int_{j=1} d^2 \theta_3 \ldots u(\theta_3 - \Delta \theta_l).
\]

(A.8)

The delta “functions” reduce the integrals, therefore the expression simplifies to

\[
\langle N(\theta_1) N(\theta_2) \kappa(\theta_3) \rangle
= A^{-N} K \int d^2 \theta_1 \ldots d^2 \theta_N \sum_{i=1}^{N}\sum_{j=1}^{N} \sum_{k=1}^{N_k} \delta(\theta_1 - \theta_i) \delta(\theta_2 - \theta_j) \delta(\theta_3 - \Delta \theta_l)
\]

(A.9)

We can split this triple sum into a one-halo term with \( i = j = k \), three two-halo terms with \( i = j \neq k, i = k \neq j, j = k \neq i \), and a three-halo term with \( i \neq j \neq k \). When we use \( \int d^2 \theta = A \) and \( \int d^2 \theta u(\theta) = 1 \), this leads to

\[
\langle N(\theta_1) N(\theta_2) \kappa(\theta_3) \rangle
= A^{-N} K N_{\text{gal}} \int d^2 \theta_1 \ldots d^2 \theta_N \sum_{i=1}^{N_k} \sum_{j=1}^{N_k} u(\theta_1 - \theta_i) u(\theta_2 - \theta_j) u(\theta_3 - \theta_i)
\]

(A.10)

\[
+ A^{-N} K N_{\text{gal}} \sum_{i=1}^{N_k} \sum_{j=1}^{N_k} \sum_{l=1}^{N} u(\theta_1 - \theta_i) u(\theta_2 - \theta_j) u(\theta_3 - \theta_l)
\]

(A.11)

\[
+ A^{-N} K N_{\text{gal}} \sum_{i=1}^{N_k} \sum_{j=1}^{N_k} \sum_{l=1}^{N} u(\theta_1 - \theta_i) u(\theta_2 - \theta_j) u(\theta_3 - \theta_l)
\]

(A.12)
From this, we can infer \( \langle N^2 M_{\text{ap}} \rangle \) with Eq. (15). Because the filter function \( U_0 \) is compensated for, the integrals over constant terms vanish and only the first term in the sum remains. Therefore, with the exponential filter function from Eq. (16) and \( \bar{N} = N_h N_{\text{gal}}/A \) leads to Eq. (15),

\[
\langle N^2 M_{\text{ap}} \rangle(\theta_1, \theta_2, \theta_3) = \frac{A K}{N_h (2\pi)^3} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 \int_0^{2\pi} d\theta_3 \frac{1}{\theta_1^2} \times \int_0^{2\pi} d\theta_1 u(u(\theta_1 - \theta_2)) \left( 1 - \frac{\theta_2^2}{2\theta_1^2} \right) \exp \left( \frac{-\theta_2^2}{2\theta_1^2} \right) \]

\[
= \frac{A K}{N_h (2\pi)^3} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 \int_0^{2\pi} d\theta_3 \frac{1}{\theta_1^2} \times \exp \left( -\frac{y_i^2 + \theta^2}{2\theta_i^2} \right) \left( 1 - \frac{y_i^2 + \theta^2}{2\theta_i^2} - \frac{y_i \theta \cos(\phi_i)}{\theta_i^2} \right) \]

\[
(A.13)
\]

\[
\text{We can now use that}
\]

\[
\int_0^{2\pi} dx \cos(x) \exp(-a \cos(x)) = -2\pi I_1(a), \quad (A.15)
\]

\[
\int_0^{2\pi} dx \exp(-a \cos(x)) = 2\pi I_0(a), \quad (A.16)
\]

with the modified Bessel functions of the first kind \( I_n \). We also introduce the scaled Bessel functions \( f_n(x) = I_n(x) \exp(-x) \), so that the aperture statistics are finally

\[
\langle N^2 M_{\text{ap}} \rangle(\theta_1, \theta_2, \theta_3)
\]

\[
= \frac{2\pi A K}{N_h} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 \int_0^{2\pi} d\theta_3 \frac{1}{\theta_1^2} \times \left[ 1 - \frac{y_i^2 + \theta^2}{2\theta_i^2} \right] f_0 \left( \frac{y_i \theta}{\theta_i} \right) + \frac{y_i \theta}{\theta_i^2} f_1 \left( \frac{y_i \theta}{\theta_i} \right) \right]. \quad (A.17)
\]

**Appendix B: Computational implementation with graphics processing units**

Our estimates of \( \hat{G} \) are computed by calculating the sums in Eqs. (4), (22), and (38) brute-force on a GPU. Our algorithm (see Algorithm 1) for the estimation of \( \hat{G} \) works similar to the procedures proposed by Bard et al. (2013) for the calculation of the galaxy two-point correlation and by Cárdenas-Montes et al. (2014) for the calculation of the galaxy two- and three-point function and the shear-shear correlation. It can be used for calculating the correlation between lenses from the same and from different samples.

**Algorithm 1** Algorithm for computing \( \hat{G} \)

- **Read in lens and source galaxy positions and source ellipticities into main memory (RAM)**
- **Copy galaxy positions and ellipticities from RAM to the GPU**
- **Initialize container for \( \hat{G} \) with \( N_{\text{bins}} \) bins on RAM**
- **Initialize container for \( \hat{G} \) with \( N_{\text{bins}} \) bins on GPU**
- **Initialize \( N_{\text{th}} \) threads on GPU**

**In each thread**

- **for all sources** \( j \) with \( i, i + N_{\text{th}}, i + 2N_{\text{th}}, \ldots, N_s \) do
  - **for all lenses** do
    - **Get index of \( \hat{G} \) bin for this galaxy triplet**
    - **Add contribution of this triplet to \( \hat{G} \) on GPU**
  - end for
- end thread

**Copy \( \hat{G} \) from GPU to RAM**

**Write \( \hat{G} \) to file**

This algorithm is implemented in CUDA 10 using double floating point precision. For the calculation we used an NVIDIA RTX 2080 Ti GPU, which has CUDA capability 7.5 and therefore enables \( 46 \times 1024 \) parallel threads. Data were read from and written to ASCII files on an SSD hard drive, enabling fast data transfer.