Variability of the near-infrared extinction curve towards the Galactic centre
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ABSTRACT

Context. Due to the extreme extinction towards the Galactic centre ($A_V \sim 30$ mag), its stellar population is mainly studied in the near-infrared (NIR) regime. Therefore, a proper analysis of the NIR extinction curve is necessary to fully characterise the stellar structure and population of the inner part of the galaxy.

Aims. We studied the dependence of the extinction index ($\alpha$) in the NIR on the line of sight, wavelength, and extinction.

Methods. We used the GALACTICNUCLEUS imaging survey, a high angular resolution catalogue ($0.2''$) for the inner part of the Galaxy in $JHK_s$, and studied the spatial variation in the extinction index. We also applied two independent methods based on red clump stars to compute the extinction index between different bands and its variation with wavelength.

Results. We did not detect any significant line-of-sight or extinction variation in $\alpha$ within the studied region in the nuclear stellar disc. The extinction index between $J$ and $HK_s$ differs by $0.19 \pm 0.05$. We obtained mean values for the extinction indices $\alpha_{JH} = 2.43 \pm 0.03$ and $\alpha_{HK_s} = 2.23 \pm 0.03$. The dependence of the extinction index on the wavelength could explain the differences obtained for $\alpha$ in the literature since it was assumed constant for the NIR regime.
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1. Introduction

The Galactic centre (GC) is a crucial astrophysical laboratory since it is the closest galactic nucleus and the only one where we can resolve individual stars down to milliparsec scales. Nevertheless, very little is known about its structure and stellar population, due to the strong crowding and the large interstellar extinction ($A_V \gtrsim 30$ mag, $A_K_s \gtrsim 2.5$ mag, e.g. Scoville et al. 2003; Nishiyama et al. 2008; Fritz et al. 2011; Schödel et al. 2010). Therefore, a proper characterisation of the near-infrared (NIR) extinction law is fundamental to better understand the GC.

It is generally accepted that the extinction curve in the NIR can be approximated by a power law (e.g. Nishiyama et al. 2008; Fritz et al. 2011) of the form $A_J \propto \lambda^{-\alpha}$, where $\lambda$ and $\alpha$ are the wavelength and the extinction index, respectively. However, the value of the extinction index has changed significantly in recent decades from values of $\sim 1.5$ (e.g. Rieke & Lebofsky 1985; Draine 1989) to $\alpha > 2.0$ or even $\sim 2.5$ (e.g. Nishiyama et al. 2006; Stead & Hoare 2009; Gosling et al. 2009; Schödel et al. 2010; Fritz et al. 2011; Alonso-García et al. 2017; Nogueras-Lara et al. 2018a). In addition to this discrepancy, some evidence of a possible variation in the extinction index between the NIR bands $J$ and $HK_s$ has been reported recently (Nogueras-Lara et al. 2018a; Hosek et al. 2018). These different values can lead us to generate an incorrect picture of the inner structure of the galaxy. Namely, a small change in $\alpha$ ($\sim 10$–15%) can result in a change in absolute extinction of $\sim 0.3$ mag, which corresponds to a bias in the estimation of distances, based on the distance modulus, of $\sim 1$ kpc (Matsumaga et al. 2016) at the GC distance ($\sim 8$ kpc). The situation is even more complicated when inferring the stellar type of a star using NIR photometry, where a small variation correcting the extinction completely changes the type of a star (e.g. Figs. 33 and 34 Nogueras-Lara et al. 2018a).

In this Letter we characterise the extinction curve in the NIR bands $JHK_s$ towards the nuclear bulge (NB) using the GALACTICNUCLEUS survey (Nogueras-Lara et al. 2018a, 2019a) and two independent methods based on red clump (RC) stars (e.g. Girardi 2016).

2. Data

We used for this study the GALACTICNUCLEUS survey (Nogueras-Lara et al. 2018a, 2019a). This is a $JHK_s$ NIR photometric survey carried out with the HAWK-I camera (Kissler-Patig et al. 2008) located at the ESO VLT unit telescope 4. This survey uses the speckle holography technique described by Schödel et al. (2013) to reach a high angular resolution of $0.2''$. The photometry and astrometry are obtained by means of point spread function (PSF) fitting using the StarFinder software package (Diolaïti et al. 2000). The catalogue reaches 5σ detection limits of approximately $J = 22$, $H = 21$, and $K_s = 20$ mag.
The studied region is produced combining the $K_s$, $H$, and $J$ bands in red, green, and blue, respectively. Sagittarius A* and the Arches and Quintuplet clusters are indicated by arrows. The black rectangle near the Arches cluster corresponds to a field with incomplete data. The white dashed contours indicate regions dominated by dark clouds. The cross-shaped region corresponds to a low completeness region due to crowding (the nuclear star cluster, NSC).

The photometric uncertainties are less than 0.05 mag at $J \leq 20$, $H \leq 17$, and $K_s \leq 16$ mag. The zero point (ZP) is calibrated using the SIRIUS/IRSF GC survey (e.g. Nagayama et al. 2003; Nishiyama et al. 2006) and its associated uncertainty is $\sim 0.036$ mag in all three bands.

In the study presented in this Letter, we used the $J$, $H$, and $K_s$ photometry of 14 different fields of the survey that cover a rectangular region of $90$ pc $\times$ $20$ pc centred on Sgr A* and corresponding to the central part of the NB (Nogueras-Lara et al. 2019b), as shown in Fig. 1.

3. Colour-magnitude diagrams

Figure 2 depicts the colour-magnitude diagrams (CMD) $H$ versus $J - H$ and $K_s$ versus $H - K_s$. The highly populated region located at $J - H > 2.5$ and $H - K_s > 1.3$ corresponds to the GC stellar population, whereas stars at $J - H < 2.5$ and $H - K_s < 1.3$ trace foreground stars probably belonging to three spiral arms (Nogueras-Lara et al. 2018a). The high density regions within the blue dashed trapezoids show the GC RC feature following the reddening vector due to differential extinction. We clearly distinguish a bright and a faint RC, which trace an old stellar population ($\geq 8$ Gyr) and stars formed in a younger star formation burst ($\sim 1$ Gyr), respectively (Nogueras-Lara et al. 2019b).

4. Extinction index analysis

We analysed the line-of-sight variability and the variation as a function of the wavelength of the extinction index.

4.1. Spatial variability of the extinction index

We employed the method described in Sect. 6.1. of Nogueras-Lara et al. (2018a; the grid method), increasing the area of the region analysed by a factor of $\sim 10$. This method uses RC stars (giant stars in their helium core burning stage) (e.g. Girardi 2016) to compute simultaneously the extinction index and the extinction at a fixed wavelength ($\lambda = 1.61 \mu m$). We used atmosphere models (Kurucz 1993) to compute synthetic magnitudes of the RC stars for the filters used in our observations and minimised the corresponding $\chi^2$. We reddened the synthetic stellar models using a grid of extinctions and $\alpha$ (with a step of 0.016 for both of them). To model RC stars we used an effective temperature of 4750 K, log $g = +2.5$ (Bovy et al. 2014), a radius of $10.0 \pm 0.5 R_\odot$ (e.g. Chaplin & Miglio 2013; Girardi 2016), and twice solar metallicity according to recent work (e.g. Do et al. 2015, 2018; Feldmeier-Krause et al. 2017; Nandakumar et al. 2018; Schultheis et al. 2019), which allowed us to decrease the uncertainty of the results. We also assumed a distance to the GC...
of $8.0 \pm 0.1$ kpc with lower uncertainty, averaging the last results obtained by Abuter (2018) and Do et al. (2019). We selected the RC stars shown in the blue dashed parallelograms in Fig. 2. We expected some contamination of the red giant branch bump (RGBB) (see e.g. Nataf et al. 2011; Wegg & Gerhard 2013), but since the intrinsic colour is similar to the RC (Nogueras-Lara et al. 2018b) it does not have a significant influence on our results. We computed the extinction index and $A_{\text{JH},61}$ for all the RC stars detected in all three bands ($JHK_s$) with an uncertainty less than 0.05 mag in all three bands ($\sim 62,000$ stars in total). To study the variability of the extinction index with the line of sight, we computed extinction index maps using the results obtained for $\alpha_{\text{JH}}, \alpha_{\text{HK}s}$, and $\alpha_{\text{JK}}$. We defined a pixel size of 1 arcmin and computed the extinction index using a $3\sigma$ clipping algorithm for all the RC stars within a pixel. We computed the maps for $\alpha_{\text{JH}}, \alpha_{\text{HK}s}$, and $\alpha_{\text{JK}}$, to study the variation with wavelength. We only calculated the extinction index value for a given pixel if more than 80 stars were detected. Figure 3 shows the obtained results for $\alpha_{\text{JH}}, \alpha_{\text{HK}s}$, and $\alpha_{\text{JK}}$. We estimated the statistical uncertainties via the standard deviation of the distribution of the obtained values for each pixel. We found that the uncertainties are below 0.016 for all the maps. The systematic uncertainties were not considered since they change all the pixels for each map in the same way, and we analysed the relative difference between the pixels of the same map.

We observed some variation between different pixels, as can be seen in Fig. 3. Nevertheless, we found that the systematic uncertainty of the ZP of the pointings used to produced the catalogue ($\sim 0.036$ mag in all three bands) can explain this variation. For this, we recomputed the extinction indices ($\alpha_{\text{JH}}, \alpha_{\text{HK}s}$, and $\alpha_{\text{JK}}$) considering that, for each band independently, the magnitude of the RC stars used is affected by the systematic uncertainty of the ZP. We combined quadratically the obtained extinction index uncertainty for each band and found that the expected variation in the extinction index is $\Delta \alpha_{\text{JH}} = 0.05$, $\Delta \alpha_{\text{HK}s} = 0.08$, and $\Delta \alpha_{\text{JK}} = 0.03$. We also created histograms of the extinction-index values per pixel. Figure 4 shows the results. The standard deviation of the distributions are below the ZP systematic uncertainties. We conclude that there is no significant variation in the extinction index with the line of sight within the uncertainties of our data. This agrees with the non-variation in the extinction index measured between a region in the GC (Nogueras-Lara et al. 2018a) and two regions in the inner bulge (Galactic north) from Sgr A* (Nogueras-Lara et al. 2018b).

We also produced the corresponding maps for the extinction $A_{\text{JH},61}$ and checked that for all the band combinations ($JH$, $HK_s$, and $JK$), we obtained equivalent maps, as was expected since we used stars common to all three bands.

4.2. Unique extinction index in the NIR?

To analyse the variation in the extinction index with wavelength, we created histograms for the values obtained for $\alpha_{\text{JH}}, \alpha_{\text{HK}s}$, $\alpha_{\text{JK}}, \alpha_{\text{JHK}}$, and the corresponding extinctions $A_{\text{JH},61}$, for all the stars used in the analysis. The obtained distributions are well fitted by a Gaussian model (Fig. 5). Table 1 summarises the results. The uncertainties refer to systematics and were computed varying independently all the parameters involved in the calculation.
Table 1. Extinction index calculation following the method described in Sect. 4.1.

<table>
<thead>
<tr>
<th>Bands</th>
<th>$\alpha$</th>
<th>$A_{1,61}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$JH$</td>
<td>$2.41 \pm 0.09$</td>
<td>$3.94 \pm 0.15$</td>
</tr>
<tr>
<td>Common stars</td>
<td>$2.19 \pm 0.14$</td>
<td>$3.40 \pm 0.14$</td>
</tr>
<tr>
<td>$JK_s$</td>
<td>$2.29 \pm 0.09$</td>
<td>$3.47 \pm 0.18$</td>
</tr>
<tr>
<td>$JHK_s$</td>
<td>$2.33 \pm 0.09$</td>
<td>$3.43 \pm 0.16$</td>
</tr>
</tbody>
</table>

Notes. Only stars belonging to the RC detected in all three bands have been used.

Table 2. Extinction index calculation for different extinctions (see Sect. 4.1).

<table>
<thead>
<tr>
<th>$J - K_s$</th>
<th>$\alpha_{JH}$</th>
<th>$\alpha_{HK_s}$</th>
<th>$A_{JH}$</th>
<th>$A_{HK_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4−4.25</td>
<td>$2.41 \pm 0.10$</td>
<td>$2.14 \pm 0.16$</td>
<td>$2.83 \pm 0.15$</td>
<td>$2.83 \pm 0.15$</td>
</tr>
<tr>
<td>4.25−4.5</td>
<td>$2.40 \pm 0.09$</td>
<td>$2.16 \pm 0.15$</td>
<td>$3.04 \pm 0.14$</td>
<td>$3.03 \pm 0.14$</td>
</tr>
<tr>
<td>4.75−5.5</td>
<td>$2.39 \pm 0.09$</td>
<td>$2.19 \pm 0.15$</td>
<td>$3.22 \pm 0.15$</td>
<td>$3.22 \pm 0.15$</td>
</tr>
<tr>
<td>5−5.25</td>
<td>$2.39 \pm 0.08$</td>
<td>$2.20 \pm 0.14$</td>
<td>$3.44 \pm 0.14$</td>
<td>$3.43 \pm 0.14$</td>
</tr>
<tr>
<td>5.25−5.5</td>
<td>$2.40 \pm 0.08$</td>
<td>$2.22 \pm 0.13$</td>
<td>$3.61 \pm 0.16$</td>
<td>$3.61 \pm 0.15$</td>
</tr>
</tbody>
</table>

Notes. Only stars belonging to the RC detected in all three bands have been used.

Table 3. Extinction index calculation using the slope of the RC.

<table>
<thead>
<tr>
<th>Bands</th>
<th>Extinction index</th>
</tr>
</thead>
<tbody>
<tr>
<td>$JH$</td>
<td>$\alpha_1 \pm 0.03$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2 \pm 0.06$</td>
</tr>
<tr>
<td>$HK_s$</td>
<td>$\alpha_1 \pm 0.01$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2 \pm 0.01$</td>
</tr>
</tbody>
</table>

Notes. $\alpha_1$ is the extinction index found for the bright RC. $\alpha_2$ is the extinction index found for the faint RC. The uncertainties correspond to statistics and systematics, respectively.

in their uncertainty ranges, as described in Nogueras-Lara et al. (2018a). We used a different range to estimate the uncertainties only in the case of the distance to the GC and the metallicity of the GC stellar population, where the updated values allowed us to reduce the systematics in comparison to our previous work. The statistical uncertainties were estimated using the error of the mean of the distributions, and are negligible given the number of stars used for the calculation.

Our results suggest that the extinction index depends on wavelength in the NIR. We obtained $\Delta \alpha = \alpha_{JH} - \alpha_{HK_s} = 0.22 \pm 0.13$, which supposes a $\sim 2\sigma$ detection of a different extinction index between $JH$ and $HK_s$. We estimated the uncertainty computing the difference between the extinction indices when varying all the parameters specified in Sect. 4.1. The uncertainty is lower than the value obtained simply using the quadratic propagation because the variation in some parameters produces a change in both $\alpha_{JH}$ and $\alpha_{HK_s}$, in the same direction.

4.3. Variation in the extinction index with the extinction

The spread of the RC along the reddening vector shown in Fig. 2 is mainly due to differential extinction. In this way, we analysed the variation in $\alpha_J$ with the extinction ($A_{1,61}$), dividing the RC stars in the CMD into small bins of $J - K_s = 0.25$. We only used stars detected in all three bands with uncertainties $<0.05$ mag. The results are shown in Table 2. The uncertainties are computed as explained in the Sect. 4.1. We found some dependence of $\alpha_{HK_s}$ on the extinction, whereas $\alpha_{JH}$ appears to be constant. Nevertheless, we conclude that both extinction indices can be considered constant within the estimated uncertainties. On the other hand, we confirmed the previously computed value of $\alpha_{JH} - \alpha_{HK_s} \sim 0.2$ that is also observed for different $A_{1,61}$.

4.4. Slope of the RC features

To check the $\Delta \alpha = \alpha_{JH} - \alpha_{HK_s}$ obtained with the grid method, we studied the slopes of the RC features. We used all the RC stars shown in the blue dashed parallelograms in Fig. 2. Firstly, we divided the RC region in the CMD into small vertical bins to apply the SCIKIT-LEARN python function GaussianMixture (GMM, Pedregosa et al. 2011) to compare a one-Gaussian model with a two-Gaussian model to fit the $K_s$ stellar distribution for each bin (Nogueras-Lara et al. 2018b). Using the Bayesian information criterion (Schwarz 1978) and the Akaike information criterion (Akaike 1974), we found that a double-Gaussian model fits the data better as expected (Rui et al. 2019; Nogueras-Lara et al. 2019b). We computed the slope of both RC features using a jackknife resampling method and calculated the systematic uncertainties varying the bin width, the RC selection, and the width and the number of bins used, as described in Nogueras-Lara et al. (2018b). We repeated the same analysis for the CMDs $K_s$ versus $J - K_s$ and $H$ versus $J - H$. The secondary RC feature is more sensitive to extinction and completeness problems given that it is fainter than the main feature. For this reason, we removed the last bins in the calculation of the slope of the secondary feature. Moreover, we excluded regions affected by dark clouds (using as reference the $J$ band, as it is more prone to extinction) that can influence the slopes of the features as they could change the relative number of stars in each feature for faint magnitudes. We also masked the central region belonging to the nuclear star cluster (NSC) because it could have a different star formation history and a lower completeness (Nogueras-Lara et al. 2019b). Using the slope of the features, we computed the extinction index by means of Eq. (1) in Nogueras-Lara et al. (2018b):

$$\alpha = \frac{\log (1 + m)}{\log (\frac{\lambda_2}{\lambda_1})}$$

Here $m$ is the slope of the features in the CMD $\lambda_{eff}$ versus $\lambda_{eff}$, $\lambda_{eff}$ is the effective wavelength. Table 3 summarises the results obtained for each colour.

Combining the values for both clumps, we computed $\alpha_{HK_s} = 2.39 \pm 0.02$ and $\alpha_{JH} = 2.52 \pm 0.09$, where the uncertainties were quadratically propagated. We obtained $\Delta \alpha = 0.23 \pm 0.09$. The uncertainty is even smaller if we just consider the bright RC, $\Delta \alpha = 0.19 \pm 0.05$, which supposes that the difference in the inter-band extinction index is detected with $\sim 4\sigma$ significance. The results fully agree within the uncertainties with the previous values estimated using a completely independent method.

The extinction indices computed using this method are somewhat higher than those obtained in Sect. 4.1. This could be a consequence of a small shift, within the uncertainties, of the ZP calculation that affects the first method (which is considered in the estimation of the uncertainties) but does not affect the second method. Nevertheless, all the values agree within the uncertainties. Moreover, the ZP uncertainty does not affect the estimation.
of $\Delta \alpha$ in the second method. Therefore, we considered the value $\Delta \alpha = 0.19 \pm 0.05$ as the best estimation.

5. Discussion and conclusion

We have analysed the spatial variability of the extinction index and its dependence on the extinction, $A_{161}$. We find that there is no variation within the uncertainties. Therefore, it is possible to assume a constant $\alpha$ for the studied region of the NB in the NIR. We detected a difference in the extinction index between $JH$ and $HK_s$ of $\Delta \alpha = 0.19 \pm 0.05$, combining the values obtained using two independent methods ($\Delta \alpha = 0.22 \pm 0.13$ and $\Delta \alpha = 0.19 \pm 0.05$). We used a weighted average for the calculation and the uncertainty estimation. We also obtain the mean values of the extinction indices $\alpha_{JH} = 2.43 \pm 0.03$ and $\alpha_{HK_s} = 2.23 \pm 0.03$, computed combining the results from Tables 1 and 3 (bright feature), and calculating the uncertainties via the difference between values (also coincident with the standard deviation). We did not use a weighted mean given the much lower uncertainties of the values obtained with the slope of the RC, which might lead to a biased result. Comparing our findings with those of previous works, we suggest that some discrepancies towards different extinction-index values could be explained via the direct assumption of having just one single $\alpha$ for $JHK_s$ (e.g. Nishiyama et al. 2006; Stead & Hoare 2009; Gosling et al. 2009; Fritz et al. 2011; Alonso-García et al. 2017). This depends on the methodology used. In particular applying the method described in Sect. 4.1, we obtained a value $\alpha_{JHK_s} = 2.32 \pm 0.09$, which lies between the two values computed for $\alpha_{JH}$ and $\alpha_{HK_s}$. On the other hand, using the slope of the RC to derive the extinction curve implies that it is necessary to know whether one or more RC features are present in the RC in the CMDs. Moreover, this method is quite dependent on the completeness of the photometry. The slope of the RC feature(s) might change at the faint end if the completeness is not sufficient.

To the best of our knowledge this is the first time that the extinction curve in the GC has been shown not to depend on the line of sight or extinction, and to depend on wavelength. Previous studies always used a uniform extinction curve with different values. The great accuracy of this work has only been possible thanks to the high angular resolution GALACTICNUCLEUS survey.
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