X-ray and UV emission of the ultrashort-period, low-mass eclipsing binary system BX Trianguli
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ABSTRACT

Context. Close binary systems provide an excellent tool for determining stellar parameters such as radii and masses with a high degree of precision. Due to the high rotational velocities, most of these systems exhibit strong signs of magnetic activity, postulated to be the underlying reason for radius inflation in many of the components.

Aims. We extend the sample of low-mass binary systems with well-known X-ray properties.

Methods. We analyze data from a singular \textit{XMM-Newton} pointing of the close, low-mass eclipsing binary system BX Tri. The UV light curve was modeled with the eclipsing binary modeling tool \texttt{phoebe} and data acquired with the EPIC cameras was analyzed to search for hints of orbital modulation.

Results. We find clear evidence of orbital modulation in the UV light curve and show that \texttt{phoebe} is fully capable of modeling data within this wavelength range. Comparison to a theoretical flux prediction based on \texttt{phoebe} models shows that the majority of UV emission is of photospheric origin. While the X-ray light curve does exhibit strong variations, the signal-to-noise ratio of the observation is insufficient for a clear detection of signs of orbital modulation. There is evidence of a Neupert-like correlation between UV and X-ray data.
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1. Introduction

The increasing number of well-studied close eclipsing binary (EB) systems with low-mass components, partly driven by large-scale exoplanet search programs (see, e.g., Borucki et al. 2010; Neuhäuser et al. 2011), has opened up the opportunity to benchmark stellar evolutionary models such as those developed by Baraffe et al. (2015) and Feiden & Chaboyer (2012). Utilizing light curves and radial velocity data, stellar parameters such as radius and mass can be determined to a higher degree of precision than for single stars. Various authors, such as Ribas (2006), López-Morales (2007), and Morales et al. (2010), have shown that evolutionary models can underestimate the radii of low-mass components of EBs by as much as 15% and overestimate their temperatures by up to 5%. Although several phenomena have been proposed as the underlying reason (Feiden 2015), there seems to be a correlation between the deviations and magnetic activity (López-Morales 2007; Morales et al. 2010; Feiden & Chaboyer 2012). Most of these close EBs are known to be tidally locked and therefore exhibit high levels of activity caused by their rapid rotation. Based on surface magnetic flux levels published in Reiners (2012), Feiden & Chaboyer (2013) have computed an empirical scaling law between the X-ray luminosity $L_X$ of a star (based on ROSAT all-sky survey data; Voges et al. 1999) and its magnetic flux $\Phi$, allowing the incorporation of magnetic fluxes derived from X-ray observations into evolutionary models.

With the advent of the large X-ray facilities \textit{XMM-Newton} (Jansen et al. 2001) and \textit{Chandra} (Weisskopf et al. 2000) it is possible to use longer pointings of EBs to derive more accurate values for $L_X$ and eliminate systematic errors such as flaring events and phase-dependent modulation. Furthermore, in the same way that photometric light curves in the optical regime provide a precise value for the shape and extent of the photosphere, X-ray observations enable the study of coronal extent and structure previously limited to the sun (Güdel et al. 2001, 2005).

In this paper, we analyze a singular \textit{XMM-Newton} observation of the close, low-mass binary system BX Tri to search for orbital modulations in the UV and X-ray regime and derive a precise estimate of the X-ray luminosity of the system. The paper is structured in the following way. After summarizing previous studies on the system in Sect. 2, we describe the observations and data products in Sect. 3. The data analysis and results are then presented in Sect. 4, and we give a summary and conclusion of our findings in Sect. 5.

2. BX Tri: Previous knowledge

BX Tri was first identified as a short-period variable star by Norton et al. (2007) and classified as a W UMa-type binary by Dimitrov & Kjurkchieva (2010), who find that it consists of a 0.51 $M_\odot$ primary and a 0.26 $M_\odot$ secondary with a separation of 1.28 $R_\odot$ and an orbital period of 0.19 d, making it one of the closest known binary systems comprised of main sequence stars, below the short-period limit of eclipsing binaries of 0.22 d given by Rucinski & Pribulla (2008).

Like most close binary systems, BX Tri exhibits strong magnetic activity in photospheric, chromospheric, and coronal indicators. Strong chromospheric activity was reported in $H\alpha$ (Dimitrov & Kjurkchieva 2010) and in $H\beta$ and $H\gamma$.
Mass-radius diagram of EB components. Data are adapted from Kraus et al. (2011), Cruz et al. (2018), and the DEBCat catalog (Southworth 2015). Primary components are displayed as black symbols, secondaries as gray. The two components of BX Tri are displayed with the parameters determined by Dimitrov & Kjurkchieva (2010). The solid line represents a 1 Gyr isochrone model by Chabrier et al. (2000). 

(Zhang et al. 2014). These authors also find stable configurations of large spots as well as high flare rates. The system is identified with the RASS source 1RXS J022050.7+332049 by Norton et al. (2007) with a count rate of $0.07 \pm 0.02 \text{ cts}^{-1}$ and was found to be a variable X-ray source by Fuhrmeister & Schmitt (2003). When applying the empirical conversion formula derived by Schmitt et al. (1995) the detected ROSAT count rate corresponds to a flux of $F_X = 4.4 \times 10^{-13} \text{ erg s}^{-1} \text{ cm}^{-2}$; when using the bolometric luminosities given in Dimitrov & Kjurkchieva (2010), this corresponds to $\log(L_X/L_{bol}) = -3.2$, close to the saturation limit of $-3.13$ (Wright et al. 2011). Gaia DR2 (Gaia Collaboration 2018) states a parallax of $18.83 \pm 0.05 \text{ mas}$ (corresponding to a distance of $53.11 \pm 0.14 \text{ pc}$) and confirms the finding of Dimitrov & Kjurkchieva (2011) that BX Tri has a visual companion (** LDS 3372) at a separation of 1.2″.

As is the case in many active M Dwarfs, the radius of one of the components is enlarged substantially with respect to model predictions. Figure 1 shows the mass-radius relationship of close binary systems based on data from Kraus et al. (2011), Southworth (2015), and Cruz et al. (2018), as well as the two components of BX Tri, assuming the values derived by Dimitrov & Kjurkchieva (2010). A comparison to a 1 Gyr isochrone model (Chabrier et al. 2000) shows that most stars within the sample are significantly enlarged with respect to model predictions.

Lohr et al. (2013) found period variations of $\Delta P/\Delta t = (0.030 \pm 0.007) \text{ yr}^{-1}$ (Lohr, priv. comm.) with a $4\sigma$ significance level based on SuperWASP data (Pollacco et al. 2006). The system parameters derived by Dimitrov & Kjurkchieva (2010) and Zhang et al. (2014) are listed in Table 1.

### 3. Observations

Observations of BX Tri were carried out with XMM-Newton on 2013 July 19 (Obs. ID 0720180101) for a duration of 43 ks with the optical monitor (OM) and 35 ks with the EPIC detectors, covering two full periods of the system. All data were reduced using the XMM-Newton science analysis system (sas) version 14.0.0. and barycentric correction was carried out.

All EPIC cameras were operated in full frame mode using the medium filter. In order to detect eclipses or other signs of periodicity, light curves were extracted for an energy range of 0.2–5 keV for all EPIC detectors and binned to 100 s time intervals. Throughout the exposure the background level was substantial, but particularly towards the end of the pointing, the X-ray data quality deteriorated significantly and all EPIC detectors switched off 35 ks into the observation. Since the Reflection Grating Spectrometer (RGS) spectra exhibit a low signal-to-noise ratio, spectroscopy was performed with the EPIC detectors only.

The XMM-Newton OM (Mason et al. 2001) observed in fast mode setting using the UVW1 filter (effective wavelength of 291 nm and effective width of 83 nm) in order to acquire data in the ultraviolet. Data reduction was performed with the SAS OM pipeline omfchain and light curves were binned to 60 s intervals. Figure 2 shows the light curves of the entire observation in the UV (upper panel) and X-ray range (lower panel). Both wavelength regimes exhibit significant flaring events, with the count rates rising by a factor of 7 in the UV and 4 in the X-ray. In Fig. 2 these flaring regions, determined by visual inspection, are marked with shaded areas, along with solid and dashed lines representing the locations of primary and secondary eclipses.

As a first look at the OM light curve gives the impression that primary eclipses are present at phases 0.0 and 1.0, while the third at phase 2.0 is obscured by a fading flare. The secondary eclipses, however, appear to be indistinguishable from noise. A similar inspection of the X-ray light curve yields no obvious signs of orbital modulation.

### 4. Data analysis and results

In this section we discuss the analysis of the UV and X-ray light curves as well as EPIC spectra. For this purpose, both the UV and X-ray light curves were phase-folded according to the ephemerides derived by Dimitrov & Kjurkchieva (2010), and the orbital modulations in both wavelength regimes were utilized to draw conclusions on the origin of the UV emission as well as the distribution of the coronal plasma. We then conclude the section with a discussion of the flaring events.

### Table 1. System parameters of BX Tri.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DK2010</th>
<th>Z2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$ (d)</td>
<td>0.192637</td>
<td>0.19263595</td>
</tr>
<tr>
<td>$T_1$ (K)</td>
<td>3735 ± 10</td>
<td>3735 ± 10</td>
</tr>
<tr>
<td>$T_2$ (K)</td>
<td>3106 ± 10</td>
<td>3359 ± 28</td>
</tr>
<tr>
<td>$M_1$ ($M_\odot$)</td>
<td>0.51 ± 0.02</td>
<td>0.578 ± 0.04</td>
</tr>
<tr>
<td>$M_2$ ($M_\odot$)</td>
<td>0.26 ± 0.02</td>
<td>0.280 ± 0.02</td>
</tr>
<tr>
<td>$R_1$ ($R_\odot$)</td>
<td>0.55 ± 0.01</td>
<td>0.59 ± 0.01</td>
</tr>
<tr>
<td>$R_2$ ($R_\odot$)</td>
<td>0.29 ± 0.01</td>
<td>0.27 ± 0.01</td>
</tr>
<tr>
<td>$L_1$ ($L_\odot$)</td>
<td>0.053 ± 0.002</td>
<td>–</td>
</tr>
<tr>
<td>$L_2$ ($L_\odot$)</td>
<td>0.0070 ± 0.0006</td>
<td>–</td>
</tr>
<tr>
<td>$i$ (°)</td>
<td>72.5</td>
<td>66.89 ± 0.45</td>
</tr>
<tr>
<td>$a$ ($R_\odot$)</td>
<td>1.28 ± 0.04</td>
<td>1.33 ± 0.03</td>
</tr>
<tr>
<td>$d$ (pc)</td>
<td>59 ± 2</td>
<td>–</td>
</tr>
</tbody>
</table>

Notes. Column 2 lists the values derived by Dimitrov & Kjurkchieva (2010), Col. 3 those by Zhang et al. (2014) for a semi-detached configuration.
The phase based on the model light curve was determined to be
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(4 ± 0.29) s. Here we used the conversion factor of 4.53 × 10^{-13} erg s^{-1} cm^{-2} Å cm^{-2} as stated on the SAS website. A geometrical model assuming two spheres yields a primary eclipse depth of around 10%, which is below the observed variation, indicating that Roche geometry and heating effects play an important role in the modeling of the system. We compare the out-of-eclipse flux to a theoretical flux prediction based on a PHOENIX (Hauschildt et al. 1999) composite model with temperatures \( T_1/T_2 = 3700/3100 \) K, surface gravities \( \log g = 4.5/5.0 \), and solar metallicities. The model spectra \( S(\lambda) \) of the primary and secondary component are multiplied with the respective stellar surfaces and folded with the OM effective area. The theoretical flux prediction at quarter phase can then expressed as

\[
F_q = \int_0^\infty (S_p(\lambda)A_p + S_s(\lambda)A_s) \times \Phi_{\text{eff}}(\lambda) \, d\lambda \times \sigma_{\text{eff}},
\]

where \( A_p/s = 4\pi R_p^2/s \) are the surfaces of the primary and secondary component, \( \Phi_{\text{eff}}(\lambda) \) is the effective area of the UVW1 filter (Talavera 2009), \( d = 53.11 \) pc is the distance of BX Tri, and \( \sigma_{\text{eff}} = 830 \) Å is the effective width of the filter. This approximation yields an out-of-eclipse flux of \( F_q = 5.20 \times 10^{-13} \) erg s^{-1} cm^{-2}, which corresponds to 77% of the measured flux. Since this approach neglects Roche geometry and surface heating effects, both of which should increase the predicted flux, we conclude that at least three-quarters of the UV flux is of photospheric origin since the PHOENIX models do not include chromospheric emission. Since the PHOEBE model and the PHOENIX spectra both give a good approximation of the observed UV flux, we assume that both components contribute to the UV emission, despite the absence of clear secondary eclipses in the light curve.

Using a least-squares analysis, we determined the phase of the primary eclipse in the folded light curve. Assuming the ephemerides given in Zhang et al. (2014), we find a substantial phase shift in the OM data of 0.024 ± 0.005 s yr^{-1} in the optical O–C data, which is consistent with an updated value of (0.030 ± 0.007) s yr^{-1} derived by Lohr et al. (2013) and Lohr (priv. comm.). The O–C value of the UV minimum does not fit the trend of the optical data within the margins of error. This indicates that the emitting material is not distributed

---

1. ftp://xmm.esac.esa.int/pub/ccf/constituents/extras/responses/OM/
2. https://www.cosmos.esa.int/web/xmm-newton/sas-watchout-uvflux
in a spherically symmetric way across the surface of each stellar component, which is in agreement with Dimitrov & Kjurkchieva (2010), who found large spots in the photospheres of the binary.

4.2. X-ray range

As a first attempt to identify orbital modulation, we phase-folded the entire EPIC PN light curve. While the result shown in Fig. 5 shows eclipse-like modulations at the location of the primary and secondary eclipse, a closer look at the lower panel of Fig. 2 reveals that this impression is caused by two large flaring events. An increase in flare rates at quarter-phase has been observed in a number of other binary systems (Gao et al. 2016). The same light curves were then phase-folded after removal of the large flaring events by visual inspections (shaded regions in Fig. 2). The resulting light curve is shown in Fig. 6 and does not exhibit any clear signs of eclipses.

If we assume both stars to be magnetically saturated ($L_X/L_{bol} = 10^{-3.15}$), the distribution of the coronal emission then follows the ratio of the bolometric luminosities, or $L_X/L_{bol} = L_{bol_1}/L_{bol_2}$. Even under optimal conditions for the detection of eclipses, i.e., with no coronal extent above the photosphere, the depth of primary and secondary eclipse would be on the order of 0.015 cts s$^{-1}$ and 0.007 cts s$^{-1}$, respectively, which is well below the noise level of the light curve.

For an estimate of the coronal scale height, a higher signal-to-noise ratio would be required.

Without the presence of eclipses, we cannot determine the contribution of each stellar corona to the overall X-ray luminosities. Considering that both components are extremely fast rotators, we can make the reasonable assumption that the secondary component also exhibits coronal activity and contributes to the X-ray emission.

**Time-resolved spectroscopy**

We divided the EPIC data into nine time intervals centered on times corresponding to quarter phases and extracted the individual spectra. Spectral analysis was performed with xspec version 12.8.1 (Arnaud 1996) by simultaneously fitting MOS1, MOS2, and PN spectra with an apec model with two plasma temperatures. Table 2 contains the center phase of the time intervals, the time span relative to the start of the observation, as well as temperatures and emission measures of the two plasma components. The reduced $\chi^2$ of all spectral fits was below 1.2, indicating that the two-temperature plasma model describes the coronal emission well. Figure 7 shows the plasma temperatures and emission measures derived from time-resolved spectroscopy, which exhibit no signs of periodicity but rather follow the trend of the X-ray light curve, which we attribute to the presence of large flares during the observation.

We determined the quiescent X-ray luminosity by extracting the spectrum for the region between the first secondary and secondary eclipse, which we attribute to the presence of large flares during the observation. Without the presence of eclipses, we cannot determine the contribution of each stellar corona to the overall X-ray luminosity. Considering that both components are extremely fast rotators, we can make the reasonable assumption that the secondary component also exhibits coronal activity and contributes to the X-ray emission.

**Flaring events**

Zhang et al. (2014) report a flare rate of BX Tri of $f = 0.11 h^{-1}$ in the optical regime, which among close, low-mass EBs is only surpassed by YY Gem with $f = 0.22 h^{-1}$ (Doyle & Mathioudakis 1990). During the XMM-Newton observation of BX Tri described in this paper, three large and several small flaring events occurred. All of these events appear first in the UV light curve and are then echoed in the X-ray regime where the decay time is much greater, which is characteristic of the X-ray emitting material filling the coronal loops.
stated by Kretzschmar (2011) as the flare temperature. With
and flare temperature. Here we used the value of
We were then able to derive the bolometric flare luminosities via

\[ L_{\text{flare}} = \sigma T_{\text{flare}}^4 A_{\text{flare}}, \]  

where \( \sigma \) is the Stefan–Boltzmann constant, and arrived at peak luminosities of
\( L_{1}\text{flare} = 1.8 \times 10^{30} \text{erg s}^{-1} \) and \( L_{2}\text{flare} \approx 4.1 \times 10^{30} \text{erg s}^{-1} \).

Finally, we investigated the existence of a Neupert-like effect. The Neupert effect (Neupert 1968) originally described a correlation between microwave and soft X-ray emission. It is of interest with regard to flare energetics, and has also been proposed by Parker (1988) as a contributor to coronal heating.

Our effort was limited by the high background level and the read-out gaps in the OM data, and we limited it to the flaring event occurring 3.4 ks after the beginning of the observation. We followed the formalism of Guedel et al. (1996) and compared the generalized Neupert effect

\[ L(t) = \frac{\alpha}{\tau^{2}(t)} \int_{t_0}^{\infty} F_{\text{UV}} e^{-\left(t-t_0\right)/\tau(0)} \, dt. \]  

where \( L \) denotes the X-ray luminosity, \( \alpha \) is a proportionality constant, \( \tau \) is the thermal decay parameter, and \( F_{\text{UV}} \) is the flux in the UVW1 filter. Figure 8 shows the UVW1 light curve (upper panel), the X-ray light curve (black dots, lower panel), and the X-ray count rate derived via Eq. (4) (red solid line, lower panel). While the derived X-ray light curve follows the general trend of the observed data, the quality of the approximation is diminished by the occurrence of smaller flares after the large peak, and by a read-out gap in the OM data at the beginning of the flare. Due to the lower quality approximation and the low count rates in the X-ray regime it is not possible to study delay times between UV and X-ray flares in a manner similar to Mitra-Kraev et al. (2005).

\[ \frac{\text{Time}}{\text{Flux}} \]

<table>
<thead>
<tr>
<th>Phase</th>
<th>Time (ks)</th>
<th>( T_1 ) (keV)</th>
<th>( EM_1 ) (10^{31} \text{cm}^{-3})</th>
<th>( T_2 ) (keV)</th>
<th>( EM_2 ) (10^{31} \text{cm}^{-3})</th>
<th>( L_X ) (10^{28} \text{erg s}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0–4.2</td>
<td>1.03 ± 0.19</td>
<td>3.65 ± 2.24</td>
<td>0.33 ± 0.07</td>
<td>5.09 ± 3.08</td>
<td>9.51 ± 0.21</td>
</tr>
<tr>
<td>0.25</td>
<td>2.5–8.3</td>
<td>1.14 ± 0.04</td>
<td>4.82 ± 1.44</td>
<td>0.30 ± 0.02</td>
<td>6.60 ± 0.93</td>
<td>17.31 ± 0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>8.3–12.5</td>
<td>0.97 ± 0.05</td>
<td>7.34 ± 1.33</td>
<td>0.27 ± 0.03</td>
<td>5.70 ± 0.91</td>
<td>10.92 ± 0.10</td>
</tr>
<tr>
<td>0.75</td>
<td>12.5–16.6</td>
<td>0.95 ± 0.05</td>
<td>4.49 ± 1.11</td>
<td>0.27 ± 0.03</td>
<td>4.02 ± 0.81</td>
<td>9.29 ± 0.08</td>
</tr>
<tr>
<td>1</td>
<td>16.6–20.8</td>
<td>0.91 ± 0.06</td>
<td>8.41 ± 1.57</td>
<td>0.23 ± 0.05</td>
<td>4.83 ± 0.95</td>
<td>10.19 ± 0.09</td>
</tr>
<tr>
<td>1.25</td>
<td>20.8–25.0</td>
<td>1.03 ± 0.05</td>
<td>6.50 ± 1.15</td>
<td>0.27 ± 0.03</td>
<td>6.03 ± 0.93</td>
<td>11.70 ± 0.10</td>
</tr>
<tr>
<td>1.5</td>
<td>25.0–29.1</td>
<td>1.08 ± 0.07</td>
<td>4.66 ± 1.01</td>
<td>0.27 ± 0.02</td>
<td>5.43 ± 1.10</td>
<td>9.96 ± 0.09</td>
</tr>
<tr>
<td>1.75</td>
<td>29.1–33.3</td>
<td>1.03 ± 0.05</td>
<td>10.62 ± 1.77</td>
<td>0.30 ± 0.03</td>
<td>8.14 ± 1.35</td>
<td>15.79 ± 0.07</td>
</tr>
<tr>
<td>2</td>
<td>33.3–37.4</td>
<td>1.05 ± 0.07</td>
<td>6.74 ± 2.25</td>
<td>0.29 ± 0.04</td>
<td>6.60 ± 1.89</td>
<td>15.08 ± 0.20</td>
</tr>
</tbody>
</table>

Notes. The data were centered on the quarterly phases stated in Col. 1, resulting in the time spans given in Col. 2. The temperatures and emission measures of the \( 2-T \) apec model fit are displayed in Cols. 3–6. The last column shows the X-ray luminosities in the range 0.2–10 keV.

\[ \sigma = \frac{1}{2} \int_{0}^{\infty} R_{\text{flare}} \left( R_{\text{flare}}^{2} B_{1}(T_{1}) + R_{\text{flare}}^{2} B_{2}(T_{2}) \right) \, d\lambda, \]

where \( C_{\text{flare}}^{*} \) is the ratio of the flare peak and quiescent count rates, \( R_{\text{flare}} \) are the stellar radii, \( R_{\text{flare}} \) is the XMM-Newton OM response curve, and \( B_{1}(T_{1}) \) are the Planck curves at the effective and flare temperature. Here we used the value of \( T_{\text{flare}} = 9000 \text{K} \) stated by Kretzschmar (2011) as the flare temperature. With count rate ratios of \( C_{1}^{*} = 2.7 \) and \( C_{2}^{*} = 4 \), we estimated the flare area to be \( A_{\text{flare}} \approx 4.8 \times 10^{18} \text{cm}^{2} \), or 0.08% of the combined stellar surface, for the first flare and \( A_{\text{flare}} \approx 1.1 \times 10^{19} \text{cm}^{2} \), or 0.17% of the combined stellar surface, for the second.

We were then able to derive the bolometric flare luminosities via

\[ L_{\text{flare}} = \frac{\alpha}{\tau^{2}(t)} \int_{t_0}^{\infty} F_{\text{UV}} e^{-\left(t-t_0\right)/\tau(0)} \, dt, \]

\[ A_{\text{flare}} = C_{\text{flare}}^{*} \int_{0}^{\infty} R_{\lambda} \left( R_{\lambda}^{2} B_{1}(T_{1}) + R_{\lambda}^{2} B_{2}(T_{2}) \right) \, d\lambda, \]
The quiescent, out-of-eclipse X-ray luminosity of the system was determined to be $L_X = (9.29 \pm 0.07) \times 10^{28}$ erg s$^{-1}$, or $\log(L_X/L_{bol}) = -3.4$, placing BX Tri near the magnetic saturation limit of $\log(L_X/L_{bol}) = -3.13$. We find that the large flaring events during the observation dominate both the X-ray light curve and the parameters of the coronal plasma derived via time-resolved spectroscopy. We determined that there is evidence of a Neupert-like relation between the UV and X-ray light curve and estimated the X-ray luminosities of two larger flaring events. While secondary eclipses are absent in the UV and X-ray light curves, we stipulate that both stellar components contribute to the observed flux in the two wavelength regimes.
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