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ABSTRACT

Stellar evolution codes, as all other numerical tools, need to be verified. One of the standard stellar objects that allow stringent tests
of stellar evolution theory and models, are detached eclipsing binaries. We have used 19 such objects to test our stellar evolution
code, in order to see whether standard methods and assumptions suffice to reproduce the observed global properties. In this paper
we concentrate on three effects that contain a specific uncertainty: atomic diffusion as used for standard solar model calculations,
overshooting from convective regions, and a simple model for the effect of stellar spots on stellar radius, which is one of the possible
solutions for the radius problem of M dwarfs. We find that in general old systems need diffusion to allow for, or at least improve, an
acceptable fit, and that systems with convective cores indeed need overshooting. Only one system (AI Phe) requires the absence of it
for a successful fit. To match stellar radii for very low-mass stars, the spot model proved to be an effective approach, but depending
on model details, requires a high percentage of the surface being covered by spots. We briefly discuss improvements needed to further
reduce the freedom in modelling and to allow an even more restrictive test by using these objects.
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1. Introduction

Many branches of astrophysics rely on accurate stellar mod-
els. Prime examples are the population synthesis of galaxies,
the chemical evolution of stellar systems, and the rapidly ad-
vancing field of galactic archeology, which profits tremendously
from progress in spectroscopy, asteroseismology, and astrome-
try. Therefore, the need for accurate stellar models is increas-
ing and well-tested models are urgently needed. There are no
test cases for stellar evolution that have analytical solutions ex-
cept for simplified cases that ignore the complexity of constitu-
tional physics; therefore one has to resort to observed objects.
The most prominent object is the Sun, in which case we not only
have the most precise measurements of global quantities (mass,
radius, and luminosity), but also a determination of its age and
composition. Even in view of the remaining uncertainty about
the exact value of the latter (Asplund et al. 2009; Caffau et al.
2011; Villante et al. 2014), it is already sufficiently precise in the
context of general stellar evolution. Finally, helioseismology has
provided additional information about the internal structure of
the Sun, which makes it an even more stringent test case. There-
fore, it is well suited to determine additional free parameters
that are not available from other sources, namely the mixing-
length parameter αMLT, present solar helium content, and initial
composition.

The weakness of the solar test case is that it is restricted in
terms of mass, composition, and evolutionary phase. Some phys-
ical aspects, such as additional mixing processes or rapid rota-
tion, cannot therefore be tested, and one has to look for other ob-
jects. While asteroseismology might return a variety of objects
with well-determined properties in the future, in this paper we
concentrate on detached double-lined eclipsing binary systems
(DDLEBs), which are the best-suited objects for stellar model
verification after the Sun. Analyses of light curves and spectra of

members of DDLEBs allow a very precise determination of the
masses and radii of both components. Stellar mass and chemical
composition, usually given as [Fe/H], form the two fundamen-
tal parameters that define the evolution of a non-rotating, non-
interacting star. Under the assumption that both system mem-
bers were born at the same time and from the same molecular
cloud, the test for the theoretical model consists primarily in the
requirement that both components reach the observed radii at the
same age.

This method of testing stellar evolution models has a long
tradition. A classical reference is the paper by Schröder et al.
(1997), who determined the necessity or amount of core over-
shooting with ζ Aurigae systems. These systems contain a main-
sequence secondary and a red giant primary in the phase of core
helium burning, but are relatively rare because of the fast evolu-
tionary speed of the primary. The authors found that their imple-
mentation of overshooting results in satisfactory matches of the
data for an efficient overshooting of ∼0.24 · · · 0.36 HP (pressure
scale heights), with a tendency towards increasing overshooting
from the convective core with mass, ranging from about 3 to
6 M�.

In a second paper, Pols et al. (1997) extended their tests to a
sample of 49 binary systems, covering the full mass range from
low-mass to massive stars, with parameters taken from Andersen
(1991). In contrast to their first work they found no significant
need for overshooting except for in the three systems AI Hya,
WX Cep, and TZ For; all of these systems had components be-
yond the main sequence and in the mass range of 2–3 M�. Nine
systems could not be fitted at all.

Young et al. (2001) used a similar selection of objects
from Andersen (1991) to test their stellar evolution code with
models without overshooting. In summary they found accept-
able fits in most cases, but they also identified a potential
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need for overshooting that increased with stellar mass and for
stars of lower mass with a small convective core. Similarly,
Meng & Zhang (2014) used four detached eclipsing binaries in
the lower intermediate-mass range to calibrate the free parame-
ter of their own treatment of convective overshooting, and found
agreement with the value determined from main-sequence con-
siderations (Zhang 2013).

After the update on binary system parameters by Torres et al.
(2010), a renaissance of this basic test became possible.
Stancliffe et al. (2015) used 11 of the listed systems plus 1 addi-
tional system for a new calibration of their overshoot treatment.
The selected systems were those with components in advanced
evolutionary stages. The models kept metallicity as an additional
free parameter, not using spectroscopically determined abun-
dances, for the simple reason that accurate abundances have
simply not been available. This was also the case in most of
the above-mentioned work. In all cases moderate overshooting,
without a clear trend with stellar mass, was necessary for a good
match.

Most recently, Valle et al. (2016) investigated by how much
such calibrations of the amount of overshooting – or, more gen-
erally, the amount of extra mixing outside the Schwarzschild
convective core boundary – depend on the uncertainties of the
observed quantities. They concentrated on main-sequence stars
and found that overshooting is poorly constrained, mainly due
to the lack of a sufficient number of accurate observables. This
is in agreement with the result of earlier work (see Pols et al.
1997; Young et al. 2001), which found, in general, that the pre-
ferred overshooting description provides satisfying matches, but
did not necessarily exclude the non-overshooting hypothesis.

In this paper we use 19 DDLEB systems taken from dif-
ferent sources in the literature. We selected objects with very
accurate mass and radius determinations and with published
metallicities to constrain our models as much as possible. We
modeled these systems using our own stellar evolution code
Garstec (Weiss & Schlattl 2008). We restricted the variety of
systems to such objects for which the components are either
low-mass, older main-sequence stars, or stars with a convective
core. The latter are useful for the standard overshooting test de-
scribed above, but the former were chosen because we addition-
ally aim at investigating how much atomic diffusion (sedimen-
tation of heavier elements), which we know is taking place in
the Sun, also affects the evolution of low-mass stars in general.
For both physical effects, neither the occurrence nor their ex-
tent or strength is well known from first principles. Our objects
also span a range of metallicities to widen the baseline for any
composition-dependent effects.

In addition, we chose DDLEBs containing very low-
mass stars, for which it is known that real stars have larger
radii than simple models predict (see e.g. Kraus et al. 2011;
Feiden & Chaboyer 2012). We find the same problem and show
that it can be solved by adding a model for stellar spots to the
models.

Our paper is organized as follows: in the next section we
introduce the objects we are going to model, followed by a short
description of the stellar evolution code and the fitting procedure
(Sect. 3). The results of Sect. 4 are discussed in Sect. 5. The
conclusion in the final section completes the paper.

2. Observational data

We selected 19 DDLEB systems with precisely determined
masses and radii from the literature (Tables 1–3). Most of the
stars in this study have relative mass and radius errors that are

smaller than 2%, which restricts the input parameters of stel-
lar models significantly. A collection of such systems can be
found in Torres et al. (2010) and the online database DEBCat1
described in Southworth (2015). In 11 of the selected systems
both stars even have relative mass errors below 1%. Six of these
systems also have relative radius errors that are smaller than the
per cent level. Additionally there are three other systems with
radius errors <1% and mass errors <2%. The mass error only
exceeds 3% in 1 system and the radius errors are larger than 3%
in 2 systems. The system with the least constraint input param-
eters is the ζ-Aurigae system V2291 Oph with mass and radius
errors of 3.8 and 7%, respectively.

For any meaningful modelling, the surface composition of
the stars is essential, even if it might not necessarily reflect the
initial stellar composition. We therefore selected only systems
where the surface iron abundance [Fe/H] has been determined.
This restriction significantly different from comparable work
(e.g. Schröder et al. 1997; Meng & Zhang 2014; Young et al.
2001; Stancliffe et al. 2015; Claret & Torres 2016), where metal-
licity (being sometimes not available for all objects) was often
varied to find the best fit. For most of our systems [Fe/H] was
determined by a spectroscopic analysis of the system itself (in-
dicated by [s] in the [Fe/H] column of Tables 1–3). In the tables,
we list either the metallicity of the system or of the primary. If a
system is a member of a cluster and no detailed spectroscopic ob-
servation of the system itself is available, we use the [Fe/H] value
of the cluster (indicated by [c]). [Fe/H] for MU Cas was deter-
mined from photospheric indices (indicated by [p]). The surface
metallicity of Cepheids in the Large Magellanic Cloud has been
determined by Romaniello et al. (2008). We use this value for the
system OGLE-LMC-CEP-0227 (from now on CEP-0227; indi-
cated by [lmc]).

A low mass ratio q = MB/MA increases the sensitivity of
testing model parameters because the tests are then performed
over a wider range of masses or even in different evolutionary
phases with otherwise similar conditions. An example would
be the amount of overshooting for a pair of stars with a small
and large convective core (see Sect. 3.2 and the treatment in
Pietrinferni et al. 2004). We therefore prefer systems with a
lower mass quotient over systems with similar masses. In fact,
11 of our systems have q < 0.9.

The observational data of the systems are given in Tables 1–
3. We denoted the more evolved star (= the more massive star)
as star “A”, which differs from the convention in some observa-
tional papers.

3. Stellar models and procedure

3.1. Canonical model assumptions

Under the realistic assumption that components of DDLEB sys-
tems have been evolving without interaction, one computes
single-star models for both, using the observational values for
mass and composition. We performed all computations with our
own stellar evolution code Garstec (Weiss & Schlattl 2008), ini-
tially under canonical (standard) physical assumptions, which
have been modified if a simultaneous fit for both components
could not be achieved. Standard models use a solar calibrated
αMLT = 1.74 (see Weiss & Schlattl 2008) and start from the pre-
main sequence. The solar calibration is always done for a Stan-
dard Solar Model, implying that atomic diffusion is included,
irrespective of whether we also take it into account in the model

1 http://www.astro.keele.ac.uk/jkt/debcat/
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calculations. The solar composition was assumed to be that of
Grevesse & Sauval (1998).

Our models use the equation of state (EOS) tables by the
OPAL group (Rogers & Nayfonov 2002). They do not extend to
the low-temperature, high-pressure regime of fully convective,
very low-mass stars. For these types of stars we used the un-
published SCOPE tables, which are described in Weiss (1999).
These EOS tables are a combination of the OPAL, Saumon-
Chabrier (Saumon et al. 1995), and Eggleton-Faulkner-Flannery
(EFF) EOS (Pols et al. 1995).

Almost all computations were performed with OPAL opac-
ity tables (Iglesias & Rogers 1996) with the internal solar
metallicity distribution described in Seaton et al. (1994), which
is virtually identical to the composition of Grevesse & Noels
(1993). At low temperatures the tables are extended by the Wi-
chita State Alexander and Ferguson molecular opacity tables
(Ferguson et al. 2005). In some cases we also constructed mod-
els with a recalculated set of opacity tables with the metal-
licity distribution of Grevesse & Sauval (1998). These models
are marked with an asterisk in the tables. We found that the
conclusions made in this study do not depend on the internal
metallicity distribution used in the opacity tables. Nuclear reac-
tion rates were taken from the NACRE collection (Angulo et al.
1999), with the exception of the crucial bottleneck reaction of
the CNO cycle, 14N(p, γ)15O, for which we used the newer rate
by Marta et al. (2008).

Deviations from these canonical physics assumptions are
discussed below and criteria for the observed objects for which
they had been applied are specified.

3.2. Additional physical options

Depending on the structure of the star, we also computed alter-
native models including additional physical effects not included
in the standard models.

Convective overshooting. Convective overshooting is a phys-
ical process that certainly takes place at all convective
boundaries; the efficiency of this model, however, is unknown.
Therefore it is implemented in stellar evolution codes in one
way or another as a parametrized, additional mixing process.
Also the resulting temperature gradient in the overshooting re-
gion is subject to some assumption. In Garstec overshooting is
implemented as a diffusive process according to the descrip-
tion of Freytag et al. (1996). The diffusion constant as a func-
tion of the distance z from the formal Schwarzschild border is
given as

D(z) = D0 exp
(
−2z

fovHp

)
, (1)

where D0 = 1/3v0 ·Hp is a scale for the diffusive speed. While Hp
is taken at the formal Schwarzschild border, the convective ve-
locity v0 is evaluated half a pressure scale height interior to that
border, as in mixing-length theory v0 vanishes at the border by
definition. The free parameter, fov, is fov = 0.02. This value cor-
responds to an overshooting of about 0.2 Hp in the classical local
description and has been chosen since it allows an efficient mod-
elling of the colour-magnitude diagram of open clusters (Magic
2010; Magic et al. 2010), and agrees, in addition, with the result
by Claret & Torres (2016) for stars above 2 M�.

We used the same parameter for all convective bound-
aries. This is certainly only one possible choice, but we con-
sidered a restriction, say, to only hydrogen-burning cores, as

arbitrary as well, and an individual “calibration” for any given
convective boundary is still beyond current possibilities (see
Miller Bertolami 2016, for a discussion, and an attempt to do
so).

Our study also includes models with very small convective
cores. As Hp diverges towards the centre, this would lead to an
unrealistically large overshooting region both in the classical and
in the diffusive description. To avoid this problem several au-
thors have used an overshooting parameter that depends on the
main-sequence mass (e.g. Pietrinferni et al. 2004). In our case,
the same effect – but now valid for all thin convective layers –
is achieved by implementing a geometrical cut-off. We replaced
Hp in the argument of the exponential of Eq. (1) by

H̃p = Hp ·min

1, (∆RCZ

Hp

)2 · (2)

This ensures that the size of the overshooting region is limited to
a fraction of the convective zone (thickness ∆RCZ). Its form was
chosen as it also allows a successful representation of the turn-
off morphology of old open clusters, and the disappearance of
the transient convective core appearing during the solar pre-MS
evolution (see Schlattl & Weiss 1999).

Atomic diffusion. Although atomic diffusion is a basic phys-
ical effect, it is unclear to what extent it occurs in stars. Be-
cause of the extremely low diffusive velocities (of the order of
10−10 cm/s in the Sun) and timescales in main-sequence stars,
which are comparable to or even longer than nuclear timescales,
any counteracting mixing process or structural changes may
inhibit it. This was demonstrated by Vauclair & Charbonnel
(1995) in the case of a moderate stellar wind opposing the ef-
fect of gravitational settling in solar-like stars. While in the
case of the Sun, the straightforward inclusion of atomic diffu-
sion following the description by Thoul et al. (1994) or using
the diffusion coefficients by Paquette et al. (1986) is a neces-
sary requirement for the best agreement with helioseismology
(Bahcall & Pinsonneault 1992), it is unclear whether such in-
clusion of atomic diffusion works with the same efficiency in
other stars. While Gratton et al. (2001) claimed the lack of any
clear sign of diffusion in the globular clusters NGC 6397 and
NGC 6752, Korn et al. (2007) reported evidence for settling in
the former cluster. In their models, however, they had to include
“turbulent diffusion” to reduce the depletion of heavy elements
from the photosphere of cluster dwarfs to the level they identified
from their spectral analysis. Further arguments for the effective-
ness of gravitational settling comes from the effect on the colour
or effective temperature of stars. Jofré & Weiss (2011) demon-
strated that the turn-off colours of metal-poor stars in the SDSS
samples can be reproduced at an age that is consistent with that
of the Galaxy only if unrestricted diffusion is allowed in stel-
lar models. Evidently, all these arguments relate to the effect
of diffusion in the (sub-)photospheric layers of stars. However,
an equally important effect is that diffusive settling shortens the
main-sequence lifetime by removing hydrogen from the burn-
ing core. Chaboyer et al. (2001) suggested a separate treatment
of both regions that inhibits diffusion artificially beneath the sur-
face, but allows for unrestricted diffusion in the central regions.
This needs further investigation, and therefore we investigated
the effect of diffusion in our objects. To avoid the introduction
of additional free parameters we always applied diffusion in the
same way as in solar models, thereby obtaining the most extreme
effect.
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As described in Weiss & Schlattl (2008) we included dif-
fusion in our models using the description of Thoul et al.
(1994). Besides 1H and 4He, we also followed the dis-
tribution of several heavier elements and their isotopes
(12C, 13C, 14N, 15N, 16O, 17O, 20Ne, 24Mg, 28Si, 56Fe). Since diffu-
sion reduces the surface abundances of all elements heavier than
hydrogen over time, the initial abundances are an additional free
parameter to be set in such a way as to match the present and
observed metallicity.

Stellar spot model. Several systems discussed below
(Sect. 4.1) contain very low-mass stars. For such cool dwarfs
it is well established that canonical stellar models have too small
radii compared to observed values (see e.g. Torres et al. 2010;
Feiden & Chaboyer 2014, and references therein). This failure
of stellar models is usually ascribed to a lack of physics consid-
ered, in particular in connection with magnetic activity. In the
present paper, we took this into account by applying a simple
model for stellar spots (Spruit & Weiss 1986).

Spots block part of the convective flow to the surface, which
reduces the surface temperature. As a consequence the star has to
expand to radiate its energy. Following Spruit & Weiss (1986),
we mimic the effect of spots in our models by introducing an
effective spot coverage fe, which depends on the fractional areas
of the umbrae ( fu) and penumbrae ( fp) with temperatures Tu and
Tp, respectively. The value fe is defined as

fe = [ba2 + c(1 − a2)] f (3)
f = fu + fp = 1 − f0 (4)

a2 =
fu

( fu + fp)
(5)

b = 1 −
T 4

u

T 4
0

(6)

c = 1 −
T 4

p

T 4
0

, (7)

where T0 is the temperature of the unspotted area f0. The Stefan-
Boltzmann law then becomes

L = 4πσR2T 4
0 (1 − fe). (8)

With this formulation we are able to increase the size of a stellar
model, depending on the parameters of the spot model. In order
to make the effective temperatures of the models comparable to
the observations, we have to account for the spot coverage as
well because Teff of the models represent the unspotted parts of
the surface, while observations represent an average over spotted
and unspotted areas. Hence our new T̃eff is

T̃eff =
4
√

T 4
eff

(1 − fe). (9)

It is obvious that such a model, which allows us to tune the stel-
lar radius to the desired value, reduces the predictive power of
our models. Nevertheless, it allows us to check for consistency
with other observables and whether the model itself is reason-
able (for example, by using the same parameters a, b, and c for
all objects).

3.3. Procedure

For each object we computed a grid of at least 3 × 3 models
for the central values of the given mass and metallicity and for

the upper and lower values of the error range. We interpret these
errors as 1σ errors. The initial composition was determined in
the following way. The total metallicity Z was obtained from
the given [Fe/H]-value, assuming the solar-like heavy element
distribution of Grevesse & Sauval (1998). With two exceptions
there are no objects in our sample that have any indication of
an α-element enhancement or any other deviation from this as-
sumption. The helium content was calculated assuming a helium
enrichment law of Y = 0.248+2Z, where 0.248 is the primordial
helium content (Peimbert et al. 2007; Cyburt et al. 2008) and Z
the metallicity according to the central value of the [Fe/H] range.
This value of the relative mass fraction of helium was kept con-
stant independent of the uncertainty range of [Fe/H]. For models
including diffusion these starting values had to be adjusted ac-
cordingly to match observed values at the present stellar age. If
not mentioned otherwise, we used the 1σ mass range and the
central values for metallicity for the resulting fits presented.

The models for both components of each system were then
evolved until they each reached the observed radius. Since the
basic assumption is that both components are coeval, a success-
ful match necessarily has to return the same age for both stars
when their respective radii are matched. As a by-product this
would also be the system age. We consider a system to be fit-
ted successfully if the radius of each model is within the given
1σ error range of the mean observed value.

In this case we additionally compared the more indirectly de-
termined temperatures and luminosities of the objects with those
predicted by our models in the usual Hertzsprung-Russell dia-
gram (HRD). In most cases the luminosity was determined in
the original paper by applying the Stefan-Boltzmann law, us-
ing the geometrically determined stellar radius and the indepen-
dently determined Teff . The source for the latter quantity varies
between objects and can be due to earlier literature values, pho-
tometric estimates, or from the same spectroscopic analysis that
also returned the metallicity. The uncertainty of the luminosity
correlates with that of Teff and R and therefore the error box in
the HRD is skewed.

A more direct method for an additional check of our models
is the comparison of Teff and L ratios of the two binary com-
ponents. These ratios can be determined directly from the light
curves of DDLEBs. In an ideal case, with circular orbits and
spherical stars, the temperature ratio can be estimated from the
measured fluxes during and outside the eclipses. The measured
flux outside of eclipse, at distance d, is B0 = (LA + LB)/(4πd2).
If star A is the larger one, the flux during the primary eclipse Bp
and during the secondary eclipse Bs is given as

Bp =
1

4πd2 LA (10)

Bs =
1

4πd2 LB +
1

4πd2

(
πR2

A − πR2
B

)
σFA, (11)

where we used the Stefan-Boltzmann law L = 4π R2F and
F = σT 4

eff
. The depth of an eclipse is the difference of fluxes

during and outside of eclipse. Taking the ratio of the depth of
the two eclipses, we immediately get the temperature ratio of the
system

B0 − Bp

B0 − Bs
= −

F2

F1
=

(
Teff,2

Teff,1

)4

· (12)

Using this temperature ratio in combination with the mea-
sured ratio of radii and the Stefan-Boltzmann law we can
also get the ratio of luminosities. A similar method was used
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Table 1. Fundamental parameters of lower mass main-sequence systems (Sect. 4.1) ordered by increasing mass of the primary star A.

Name Star M/M� R/R� log(Teff) log(L/L�) [Fe/H] Ref.
Kepler-16 A 0.6897(34) 0.6489(13) 3.648(15) −0.829(40) −0.04(8)

B 0.2026(7) 0.2262(5) (...) (...) [s] 1, 2
M55 V54 A 0.7259(150) 1.0060(90) 3.796(5) 0.140(21) −1.86(15)

B 0.5550(81) 0.5280(50) 3.701(8) −0.799(33) [c] 3, 4
V565 Lyr * A 0.9956(33) 1.1011(68) 3.748(7) 0.029(12) 0.31(6)

B 0.9293(32) 0.9708(89) 3.735(10) −0.134(18) [s] 5
V636 Cen A 1.0518(48) 1.0186(43) 3.771(6) 0.053(25) −0.20(8)

B 0.8545(30) 0.8300(43) 3.699(9) −0.413(35) [s] 6
V568 Lyr * A 1.0886(31) 1.4203(58) 3.752(7) 0.266(35) 0.26(6)

B 0.8292(26) 0.7997(15) 3.675(7) −0.535(27) [s] 5, 7

Notes. The final digits, in parentheses, give the 1σ errors. The determination method of [Fe/H] is indicated in the [Fe/H] column (for details see
text). Models marked by an asterisk in the first column were computed with a different set of opacities (for more details, see Sect. 2).

References. (1) Doyle et al. (2011); (2) Winn et al. (2011); (3) Kaluzny et al. (2014); (4) Harris (1996); (5) Brogaard et al. (2011);
(6) Clausen et al. (2009); (7) Yakut et al. (2015).

in Claret (2007). This comparison has the biggest significance
when at least one of the stars is in a fast evolutionary phase be-
yond the main sequence.

A perfect solution would be a solution that passes all three
tests mentioned. In reality this is very rarely the case. Since in
particular the absolute Teff values have to be taken with care, we
assign the highest weight to fits in the R(t) diagram. An addi-
tional match within the error boxes in the Teff,p/Teff,s vs. Lp/Ls
diagram is taken as further confirmation, while we consider a
mismatch in the HRD only as a potential problem because we
think that the absolute values of Teff and L are in many cases
questionable, and certainly do not reach the precision of the mass
and radius determinations.

4. Results

We divided our results into three categories according to the evo-
lutionary state and mass of the primary star A. Objects with both
stars on the MS are separated into two categories below and
above 1.2 M� (see Tables 1 and 2 for a list of objects). This
is approximately the mass where stars change from a radiative
to a convective core on the MS. While overshooting can be ig-
nored for the lower mass category, it plays an important role in
the determination of the age for more massive stars.

The effect of overshooting is even more noticeable for sys-
tems that have at least one component evolved beyond the MS,
where the increased core has a larger luminosity. The extended
convective envelopes beyond the MS are also affected by over-
shooting, which can change the morphology of the evolution sig-
nificantly. We therefore collected more evolved systems in a sep-
arate category (see Table 3).

4.1. Main-sequence systems: M < 1.1 M�

V565 Lyr and V568 Lyr. Both systems are members of the
metal-rich open cluster NGC 6791 and consist of a solar-like
primary that approaches the end of the MS and a solar-like com-
panion still on the MS. Fundamental parameters for both sys-
tems are given in Brogaard et al. (2011), but for V568 Lyr we
used the updated values by Yakut et al. (2015). Observations by
Brogaard et al. (2011) show a mean difference of ±0.05 dex in
[Fe/H] between the primaries, which is also the upper limit for
the observed colour spread in the cluster, which results from the

Fig. 1. Model evolution of V565 Lyr. Horizontal areas with dashed cen-
tral lines represent the observed error ranges. The solid line represents
the evolution with the mean observed mass and the areas around it rep-
resent the 1σ mass range (see Table 1). The two panels show the radius
evolution of the primary (top) and secondary (bottom) for V565 Lyr
with [Fe/H]i = 0.40, Yi = 0.32. The models include diffusion. Within
the errors a common age of 7.08 ± 0.15 Gyr is found (vertical lines).

metallicity difference (Brogaard et al. 2012). Our standard mod-
els with the observed initial metallicities (Table 1), however, fail
to give a common age for any of the two systems and tend to
have temperatures that are too high.

In general, all cluster members are expected to have the
same initial composition. Results for the metallicity of cluster
giants range between [Fe/H] = 0.32 (Worthey & Jowett 2003)
and 0.47 (Gratton et al. 2006; Carretta et al. 2007) with interme-
diate values close to [Fe/H] = 0.4 by Peterson & Green (1998)
and Carraro et al. (2006).

Assuming that the cluster composition is represented by the
surface composition of giants, we computed a set of models in-
cluding diffusion with a unique initial composition of [Fe/H] =
0.4 ± 0.1, Y = 0.322 (results are shown in Figs. 1 and 2).
With these models we found system ages of 7.08 ± 0.15 Gyr
and 6.57 ± 0.14 Gyr for V565 Lyr and V568 Lyr, respectively.
This is in excellent agreement with the ≈7.0 Gyr as given in
Brogaard et al. (2011) for the DDLEBs, and in rough agree-
ment with a cluster age of 8.3 ± 1.4 Gyr estimated additionally
from the CMD (Brogaard et al. 2012). We also match the current

A62, page 5 of 15

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201731008&pdf_id=1


A&A 608, A62 (2017)

Table 2. As Table 1, but for more massive main-sequence systems with components that have a convective core.

Name Star M/M� R/R� log(Teff) log(L/L�) [Fe/H] Ref.
UX Men A 1.2350(58) 1.3480(130) 3.792(7) 0.382(29) 0.04(10)

B 1.1957(72) 1.2750(130) 3.789(7) 0.320(30) [s] 1
KOI-3571 * A 1.2359(199) 1.3989(71) 3.795(6) 0.424(20) −0.02(2)

B 1.0859(180) 1.0980(40) 3.775(11) 0.134(9) [c] 2, 3
BG Ind A 1.4280(80) 2.2900(170) 3.803(18) 0.870(70) −0.20(10)

B 1.2930(80) 1.6800(380) 3.823(15) 0.680(80) [s] 4
KIC 9777062 A 1.603(22) 1.744(6) 3.886(8) 0.982(7) 0.04(1)

B 1.419(11) 1.544(4) 3.854(6) 0.747(5) [c] 5, 6
V906 Sco A 3.3780(710) 4.5210(350) 4.017(21) 2.332(84) 0.03(2)

B 3.2530(690) 3.5150(390) 4.029(20) 2.163(82) [c] 7, 8
MU Cas A 4.6570(950) 4.1950(580) 4.169(24) 2.874(96) 0.22

B 4.5750(880) 3.6700(570) 4.179(23) 2.798(94) [p] 9
V380 Cyg A 11.43(19) 15.710(130) 4.336(6) 4.691(41) −0.40(15)

B 7.00(14) 3.819(48) 4.356(23) 3.626(38) [s] 10
V453 Cyg A 14.36(20) 8.551(55) 4.425(8) 4.690(210) −0.24(20)

B 11.11(13) 5.489(63) 4.407(14) 4.240(280) [s] 11, 12
V578 Mon A 14.540(80) 5.4100(400) 4.478(7) 4.330(30) −0.30(13)

B 10.290(60) 4.2900(500) 4.411(7) 3.860(30) [s] 13, 14

References. (1) Andersen et al. (1989); (2) Jeffries et al. (2013); (3) Lee-Brown et al. (2015); (4) Rozyczka et al. (2011); (5) Sandquist et al.
(2016); (6) Molenda-Żakowicz et al. (2014); (7) Alencar et al. (1997); (8) Villanova et al. (2009); (9) Lacy et al. (2004); (10) Tkachenko et al.
(2014); (11) Southworth et al. (2004); (12) Pavlovski & Southworth (2009); (13) Garcia et al. (2014); (14) Pavlovski & Hensberge (2005).

Fig. 2. As Fig. 1, but for V568 Lyr. The common age is 6.57±0.14 Gyr.

surface metallicities of the primaries for both systems and that of
the secondary of V565 Lyr ([Fe/H] = 0.22 ± 0.1; Brogaard et al.
2011). For the secondary of V568 Lyr there is no separate abun-
dance measurement.

The observed luminosity and temperature ratios were
matched over the whole MS evolution. The age difference
of 510 Myr could be explained by a prolonged star forma-
tion in NGC 6791, which may have lasted between 0.3 Gyr
(Brogaard et al. 2012) and 1 Gyr (Twarog et al. 2011).

NGC 6791 also hosts a third EB with determined masses and
radii. Brogaard et al. (2011) give masses for V633 Lyr (1.0588±
0.0091 M� and 0.8003 ± 0.0062 M�), which are very similar to
V568 Lyr. The uncertainty in the radius determination (1.341 ±
0.081 R� and 0.90± 0.18 R�) is too large to constrain the models
further. We match the radii of V633 Lyr between 6 and 8 Gyr and
also reproduce the observed metallicity.

M55 V54. The globular cluster M55 has a metallicity, deter-
mined from giants, of [Fe/H] = −1.83 (Kaluzny et al. 2014),
which makes M55 V54 the system with the lowest metallicity
in this study. The cluster is also α-enhanced. We took this as the
initial composition of our models, assuming [α/Fe] = +0.4, and
using consistent α-enhanced opacity tables. There are no abun-
dance determinations available for V54 itself. To fit the system
with an age lower than the cosmological age, diffusion needs
to be included, as this accelerates the evolutionary speed. At
the given radii of 1.01 and 0.53 R� both components give a
lower limit on the age of 13.2 Gyr, in perfect agreement with
the turn-off age of M55 determined by Dotter et al. (2010) and
Kaluzny et al. (2014).

V636 Cen. The primary of V636 Cen is a MS star of 1 M� at
a subsolar metallicity of [Fe/H] = −0.2. Modelling this primary
together with its 0.2 M� less massive companion, it became evi-
dent that it is not possible to fit this system with standard physics.
Models of the secondary are too small and too hot compared
to the observational estimates, indicating the known problem of
model radii for very low-mass stars. Clausen et al. (2009) men-
tioned that the secondary shows signs of spot activity, and for
these reasons we applied our simple spot model of Sect. 3.2.

With this formulation we were able to increase the size of
the secondary such that it matches the observations at the same
time as the primary (Fig. 3). It requires, however, an effective
spot coverage of fe = 0.33, which translates into an unrealistic
coverage of 100% of solar-like spots (a = 0.4, b = 0.75, c =
0.25). Spruit & Weiss (1986) also point out that spots tend to lose
their penumbrae in areas where the distance between spots gets
comparable to their size. Under this assumption and an umbra
with Tu = 0.7 T0, both model sets with and without diffusion fit
the observations with a coverage of 44%.

The modified effective temperatures T̃eff (Eq. (9)) also fit
the observed temperature ratio, while the absolute Teff of the
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Fig. 3. Evolution of V636 Cen models. Same as the top two panels of
Fig. 1, but for V636 Cen with [Fe/H] = −0.20, Y = 0.27 and an effective
spot coverage of fe = 0.33. In the lower panel, the additional black line
shows the radius evolution of the secondary, if no spots are assumed.

secondary as given in Clausen et al. (2009) is still lower than
our model value.

Kepler-16 is a planet hosting system at solar metallicity with a
primary of 0.7 M�. The secondary is a fully convective M dwarf
of 0.2 M�, which made it necessary to use the SCOPE EOS ta-
bles (Weiss 1999), described in Sect. 3.1, for this object. We also
used these tables for the more massive primary, but verified that
this does not lead to any difference in the MS evolution of com-
ponent A, when compared to the use of the OPAL EOS.

Within the metallicity error we found an age of the primary
between 0.5 and 3.0 Gyr for models without diffusion. The ra-
dius of the secondary on the other hand is 8% larger than pre-
dicted by the models. This difference can be overcome by assum-
ing that at least 3% of the surface of the secondary is covered in
solar-like spots. Because of the young age and fully convective
secondary, we did not investigate the effects of diffusion in this
system.

4.2. Main-sequence systems: M > 1.2 M�

In this section we discuss those system that have both compo-
nents still on the main sequence, but are massive enough that at
least one of them has a convective core (for the system parame-
ters, see Table 2). We place special emphasis on the question of
whether convective core overshooting is needed or disfavoured.

UX Men and KOI-3571. Both stars of the solar metallicity
system UX Men are relatively young MS stars and have about
1.2 M�. Given the almost identical masses, both components
should be very similar; thus for any assumption about the con-
stitutive physics, such as the extent of overshooting, a solution
for coeval target radii or the ratio of Teff or L should be found,
which is indeed the case. In this case we additionally used the
position in the HRD as a fitting criterion. Standard models fit
the observed radii, luminosity, and temperature ratios at an age
of 2.2 ± 0.5 Gyr. The absolute temperatures of standard models,
however, are higher than the observed values. Since the system
is still at the beginning of its MS, overshooting is not expected to
have a big impact. In fact the implemented overshooting results
in an almost negligible 1% age increase. Andersen et al. (1989)

Fig. 4. HRD of UX Men. Full lines show the evolutionary track of the
models with diffusion and an initial metallicity of [Fe/H]i = 0.2 and Yi =
0.29. Dashed lines show tracks of standard models with the same mass,
but without diffusion and a composition of [Fe/H] = 0.04, and Y =
0.28. All tracks are indicated at 2.1 Gyr. The red and blue shaded areas
show the observational errors (as explained in Sect. 3.3) of primary (left
panel) and secondary (right panel), respectively.

measured [Fe/H] = 0.04± 0.1 for the whole system, but also pro-
vided separate [Fe/H] estimates for the primary and secondary of
0.00 ± 0.1 and 0.07 ± 0.1, respectively. This indicated difference
may be a result of diffusive settling. While its effect on age can be
ignored, diffusion requires a higher initial metallicity, which re-
duces the temperatures to the observed values (see Fig. 4). Both
stars reach the target temperatures, radii, and surface metallicity
at the same age. This would not be possible if the efficiency of
our diffusion description were reduced.

The components of KOI-3571 have similar masses as those
in UX Men (1.2 and 1.0 M�), however the secondary has a radia-
tive core. KOI-3571 is a member of the open cluster NGC 6819
with metallicity [Fe/H] = −0.02± 0.02 (Lee-Brown et al. 2015).
It can also be fitted easily by standard, overshooting, and diffu-
sion models, but the absolute temperatures can only be repro-
duced by including diffusion. We used an initial [Fe/H] of 0.13,
at the upper end of the observed value of cluster red clump stars
of [Fe/H] = 0.09± 0.03 by (Bragaglia et al. 2001). With this ini-
tial composition the primary matches the metallicity of MS stars
at the time of the fit. The secondary, as a result of its more mas-
sive convective envelope, at that time still has a surface metallic-
ity of ∼0.07. The predicted metallicity difference between both
components could be tested by detailed spectroscopic determi-
nations. Both UX Men and KOI-3571 therefore do not offer any
conclusions about core overshooting, but provide additional ar-
guments for the full inclusion of diffusive settling.

BG Ind is important for this study because its primary is right
at the end of the MS, where overshooting has the biggest ef-
fect. In this case only models including overshooting are able
to give a common age for the system of 3.3 Gyr, also match-
ing the observed temperature and luminosity ratios (see Fig. 5).
Furthermore, standard models of the primary would be on the
Hertzsprung gap, which is in disagreement with the observed lu-
minosity. Rozyczka et al. (2011) obtained an age of only 2.65 ±
0.2 Gyr with the classical local description of overshooting in
combination with a ramp function between 1.2 and 1.4 M�. This
may be an indication that our description of overshooting leads
to a larger overshooting area in this mass range.
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Fig. 5. Models for BG Ind at [Fe/H] = −0.2; Y = 0.27, including
overshooting. The panels are the same as in Fig. 1.

Fig. 6. Same as in Fig. 1, but for KIC 9777062; the models include
diffusion and overshooting. The composition is [Fe/H]i = 0.04 and Yi =
0.28.

KIC 9777062 is a member of the open cluster NGC 6811.
Molenda-Żakowicz et al. (2014) determined the cluster metallic-
ity ([Fe/H] = 0.04 ± 0.01; only internal errors) from giants. In
an analysis by Sandquist et al. (2016) the masses of the two MS
stars were determined to be 1.6 and 1.4 M�; the spectral anal-
ysis of the primary revealed a high metal ([Fe/H] = 0.46) and
low Ca ([Ca/H] = −0.80) abundance, which is a fact that could
be an indication of the Am phenomenon. Since this is a surface
effect it is most likely that the actual composition is not repre-
sented by these values. The secondary, in contrast, has [Fe/H] =
−0.03±0.13, which is consistent with the cluster metallicity. We
used the cluster metallicity by Molenda-Żakowicz et al. (2014)
for our models, but increased the error to 0.1 dex to account for
systematic uncertainties and the larger uncertainty of the mea-
surement of the binary system itself. Our best fit for this system
uses the joint assumption of diffusion and overshooting; the sys-
tem age, for [Fe/H]i = 0.04, is 1.09 ± 0.07 Gyr (Fig. 6), which
is in excellent agreement with the cluster age of 1.00± 0.05 Gyr,
resulting from isochrone matching (Sandquist et al. 2016). If we
omit either of these effects we are unable to find a solution with
a common age agreeing with this value, in agreement with sim-
ilar attempts by Sandquist et al. (2016). Our solution also repro-
duces temperature and luminosity ratios, but the absolute tem-
peratures could be matched only when assuming the lower end of

Fig. 7. Models for V453 Cyg, with a metallicity of [Fe/H] = −0.04;
Y = 0.27, and allowing for overshooting. The black lines in the top
two panels indicate the alternative evolution with standard physics, but
[Fe/H] = −0.24.

the metallicity range ([Fe/H] = −0.06). The resulting age would
then be 1.18 Gyr.

MU Cas and V906 Sco. These are two systems with
intermediate-mass MS components and a mass ratio very close
to 1. V906 Sco is a member of NGC 6475, which was suspected
to have an overabundance in helium (Y = 0.33) at solar metal-
licity (Villanova et al. 2009). Modelling the 3.4 M� primary and
its 3.3 M� companion, using this helium content, fails to repro-
duce the observed position in the HRD. Models using the helium
enrichment law given in Sect. 3.3, on the other hand, match the
given luminosity.

Regardless of this uncertainty in Y , overshooting as well as
standard models give the observed radii at a common age and can
also match the observed temperature and luminosity ratios. The
standard models place the primary beyond the MS, while over-
shooting models place the primary right at the turn off, making
them somewhat more likely as this is the longer lived phase.

In the case of MU Cas (4.6 and 4.5 M�) even less can be
said. The system has a supersolar metallicity of [Fe/H] = 0.22
from Strömgren photometry (Lacy et al. 2004). Since no error is
given, we assumed one of ±0.2 dex. To model this system we had
to use the upper (lower) end of the mass range for the primary
(secondary). The system age results in 72 and 76 Myr for the
standard and overshooting cases, respectively.

V453 Cyg. In this case the conclusion about the need for over-
shooting depends on the metallicity of the system. Using the cen-
tral value of [Fe/H] = −0.24, as in Table 2, we obtained a fit only
for excluding it. The primary (14.4 M�) is ending the MS phase
or is even slightly beyond it; the secondary (11.1 M�) is in it.
Models including overshooting require an increase of metallic-
ity to the upper edge ([Fe/H] = −0.04) to obtain a common age
with both stars well on the MS (Fig. 7). The temperature ratio is
fitted as well. We prefer the overshooting models over the stan-
dard models, because they are in the longer lived phase.

V380 Cyg. This object has a metallicity of [Fe/H] = −0.40 in-
cluding an overabundance of Mg and Si by about 0.4 dex, and
of 0.2 dex in O (Tkachenko et al. 2014), possibly representing
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Table 3. As Table 1, but for systems with components evolved past the main sequence.

Name Star M/M� R/R� log(Teff) log(L/L�) [Fe/H] Ref.
AI Phe A 1.2336(45) 2.9320(480) 3.700(10) 0.687(44) −0.14(10)

B 1.1934(41) 1.8180(240) 3.800(10) 0.672(43) [s] 1
V501 Her A 1.2689(35) 2.0016(31) 3.755(8) 0.576(30) 0.21(20)

B 1.2113(32) 1.5112(27) 3.757(8) 0.344(29) [s] 2
α Aur A 2.5687(74) 11.980(570) 3.696(4) 1.896(23) −0.34(7)

B 2.4828(67) 8.830(330) 3.758(5) 1.862(22) [s] 3
V2291 Oph A 3.860(150) 32.90(1.50) 3.686(9) 2.730(80) 0.43(20)

B 2.950(90) 3.00(20) 4.041(19) 2.070(80) [s] 4, 5
CEP-0227 A 4.1650(320) 34.92(34) 3.782(12) 3.158(49) −0.33(5)

B 4.1340(370) 44.85(29) 3.709(11) 3.097(47) [lmc] 6, 7

References. (1) Andersen et al. (1988); (2) Sandberg Lacy & Fekel (2014); (3) Torres et al. (2015); (4) Griffin et al. (1995); (5) Marshall (1996);
(6) Pilecki et al. (2013); (7) Romaniello et al. (2008).

Fig. 8. As Fig. 5, but for standard models of V578 Mon with a metal-
licity of [Fe/H] = −0.17; Y = 0.27. The additional black lines indicate
models of the mean mass with overshooting.

one of the interesting young objects with unusual composition
found by Martig et al. (2015) and Chiappini et al. (2015). Both
standard and overshooting, α-enhanced models fit the observed
radii at an age of 16 and 18 Myr, respectively, and also repro-
duce temperature and luminosity ratios. However, they miss the
absolute luminosity by a factor of two; this luminosity could be
reproduced, if the overshooting parameter would be increased to
fov = 0.06, which would, however, result in an age difference of
5 Myr between the two components. This could be an indication
of either a mass-dependent amount of overshooting, or a hint to-
wards a mixed core, increased by rotation-induced mixing, as
Tkachenko et al. (2014) noted that the primary rotates at 32% of
its critical velocity.

V578 Mon. The primary of V578 Mon is the most massive star
of this study (14.5 M�). As its 10.3 M� companion it is in the
MS phase. In agreement with the result of Garcia et al. (2014)
none of our models were able to give a common age for this sys-
tem. With the subsolar metallicity [Fe/H] = −0.30 ± 0.13 by
Pavlovski & Hensberge (2005), the secondary appears to be at
least 30% older (see Fig. 8). Garcia et al. (2014) suggested an in-
creased overshooting parameter in the primary to make it longer
lived and therefore reduce the age difference between the two
stars. However, since overshooting has a very small effect (see

black lines in Fig. 8) and the secondary shows an even stronger
increase, this is not a viable solution. On the other hand, increas-
ing the metallicity seems to be a more promising approach. As
a test, we assumed solar metallicity and neglected overshooting,
finding the age difference to be reduced to 14%.

In this mass range, we found strong evidence in only two
cases (BG Ind and KIC 9777062) and circumstantial evidence
in some cases (e.g. V380 Cyg) for the need for overshooting. On
the other hand, the standard models are only able to fit the system
at the central value of the metallicity range for V453 Cyg. If we
increase this value within the error range, overshooting models
are possible again.

4.3. Evolved systems

AI Phe. The masses of the components of AI Phe, for the
parameters of this and the other systems in this section (see
Table 3), are almost identical to those of UX Men, but the system
is more evolved. Andersen et al. (1989) determined a slightly
lower metallicity for the secondary ([Fe/H] = −0.17 ± 0.1) than
for the primary ([Fe/H] = −0.13 ± 0.1), which is an indication
of the effect of diffusion on the main sequence and the restor-
ing effect of the first dredge-up on the RGB for the primary. We
therefore assumed that its metallicity is very close to the initial
value and included diffusion in our models, but we had to use
a value of [Fe/H] = −0.04 at the upper limit of the 1σ range
to match radii and present surface metallicities for both compo-
nents. The [Fe/H] value given in Table 3 is the suggested combi-
nation of the two separate observations. The resulting system age
is 4.68 Gyr, and the primary and secondary have [Fe/H] = −0.04
and [Fe/H] = −0.2, respectively, in agreement with the uncer-
tainty range of Andersen et al. (1989, see Fig. 9). Including over-
shooting, on the other hand, results in a mismatch of age by 4%.
This contradicts Pols et al. (1997), who found that overshooting
and standard models fit equally well. Lastennet & Valls-Gabaud
(2002) also were able to fit the system with overshooting mod-
els. They, however, had to reduce the metallicity of their models
below the observed metallicity to achieve this.

V501 Her is another system with stars that have a very small
convective core, but in contrast to AI Phe it has a superso-
lar metallicity of 0.21. Since the given metallicity is only a
rough estimate from a comparison of V501 Her and HR 3951
by Sandberg Lacy & Fekel (2014), we decided to choose a
rather large uncertainty of ±0.2 dex. But even within this large
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Fig. 9. Evolution of [Fe/H] in AI Phe. The initial metallicity is assumed
to be [Fe/H]i = −0.04; Yi = 0.27. The upper panel indicates the pri-
mary; the lower panel indicates the secondary component. The system
age, indicated by the dashed line, is 4.681 ± 0.005 Gyr.

Fig. 10. HRD of V2291 Oph models with [Fe/H] = 0.23; Y = 0.33
including overshooting and for cases with a mixing-length parameter of
αMLT = 1.74 (full) and αMLT = 2.0 (dashed). The evolution of the pri-
mary is indicated by red and that of the secondary component by blue
lines. Dashed and full lines are indicated at 183 and 180 Myr, respec-
tively.

metallicity range, standard models fit both radii at best with a
1% difference in age. In contrast, overshooting models give a
common age, when a metallicity of [Fe/H] = 0.4 is assumed.
In this case, they fit the HRD and temperature and luminosity
ratios simultaneously. With an initial [Fe/H] of 0.6, models with
diffusion also give a fit in the age-radius diagram, while the HRD
is not matched. Since none of the physical effects can be ruled
out, but require different initial metallicities, this system is an
example that a more detailed abundance analysis of this system
is needed to distinguish between different scenarios.

V2291 Oph is a system of ζ Aur type, where an evolved giant
(3.9 M�) has a MS companion (3.0 M�). These systems provide
insight into the interplay between MS and post-MS evolution,
but the parameter determinations and especially radius measure-
ments of these type of systems are less precise due to the big
luminosity difference of the two components (see Table 3). Our
best solution for this system includes models with overshooting
with an increased mixing-length parameter αMLT of 2.00. At the
lower edge of the metallicity range ([Fe/H] = 0.23) this set of

Fig. 11. As Fig. 10, but with evolutionary tracks of standard (dashed)
and overshooting (full) models for CEP-0227. The tracks are for the
mean mass of the primary and upper mass limit for the secondary com-
ponent. Standard and overshooting models are indicated at 138 and
157 Myr, respectively. The black dashed lines indicate the Cepheid in-
stability strip according to Valle et al. (2009).

models not only fits both radii in a comfortably large age range
of 170–200 Myr, but also reproduces the luminosity of the pri-
mary during the core helium burning phase (Fig. 10). Standard
models, without overshooting, also allow a fit with a common
age because of the large radius uncertainty, but fail the HRD po-
sition.

α Aur is a bright nearby EB with two evolved stars of 2.5
and 2.4 M�. Comparing models of different evolutionary codes,
Torres et al. (2015) concluded that the primary is in the core he-
lium burning phase, while the secondary is presently crossing
the Hertzsprung gap. Our preferred model assumes an increased
metallicity of [Fe/H] = −0.1, and overshooting with a parame-
ter fov = 0.025 (instead of 0.020). These models fit the radii at
a common age and luminosity and temperature ratios. However,
in contrast to Torres et al. (2015), we find the secondary to be at
the red giant branch around the bump position. Standard models
fail to reproduce the HRD positions.

CEP-0227 is an EB where the primary is a Cepheid. Both stars
have very similar masses of 4.16 ± 0.03 and 4.13 ± 0.04 M�,
which makes it almost trivial to find a common age within
the errors. Consequently, this system was modelled success-
fully by Cassisi & Salaris (2011), Neilson & Langer (2012), and
Prada Moroni et al. (2012). Based on the age-radius diagram
alone, standard models also reproduce the radii at a common
age (138 Myr). The temperature and luminosity ratios can also
be fitted easily because of the rapid changes in these quantities
during the fast post-MS evolution and by adjusting the mass by
very small amounts. Only the blue loop of overshooting mod-
els, however, matches the observed luminosities and extends into
the Cepheid regime. As already mentioned, we apply our de-
scription of overshooting for all convective zones. This leads
to an increased luminosity due to core overshooting and an ex-
tended blue loop due to overshooting from the lower boundary
of the surface convection zone. This is especially important for
the modelling of Cepheids (see Cassisi 2004). With our standard
overshooting parameter of fov = 0.02, we place the model at
the upper arm of the blue loop, at an age of 157 Myr. These
models also confirm that at that time the less massive star is
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in the Cepheid strip, while the more massive star is in the sta-
ble regime; see Fig. 11, where fits of the instability strip from
Valle et al. (2009) are plotted with dashed black lines.

4.4. Additional systems

There are a number of additional detached eclipsed binary sys-
tems that have been widely investigated in the literature, but
which we have not included. Here we discuss three of these sys-
tems and why we disregarded them.

TZ For is an EB consisting of two evolved stars with
2.05 ± 0.06 and 1.95 ± 0.03 M� (Andersen et al. 1991). Within
these mass errors the evolutionary state of the primary is uncer-
tain, as a common age can be found on the giant branch and
during the core helium burning phase (see e.g. Andersen et al.
1991; Claret & Gimenez 1995; Claret 2011; Valle et al. 2017).
Gallenne et al. (2016) reduced the mass uncertainties in this sys-
tem significantly (2.057 ± 0.001 and 1.958 ± 0.001 M�), which
renders a fit of the primary on the giant branch impossible. In
order for the primary to be in core helium burning, however, it
is necessary that it underwent a core helium flash. The massive
expansion prior to the helium flash, on the other hand, results
in a radius that exceeds the orbit separation. In this case there
was a phase of mass transfer and the assumption of co-evolution
breaks down for TZ For. We therefore have disregarded TZ For.

α Cen is a well-studied binary for which precise determi-
nations of masses (Pourbaix et al. 2002, 1.105 ± 0.007/0.934 ±
0.006 M�) and radii (Kervella et al. 2003, 1.224± 0.003/0.863±
0.005 R�) are available. Our models, however, yield an age for
the secondary that is 25–50% lower than that of the primary.
The problem seems to be that even though Kervella et al. (2003)
claims an accuracy of 0.6% of the radius of the secondary, the
log(g) measurement of Porto de Mello et al. (2008) suggests a
much bigger radius. In fact, using the mean log(g) = 4.44
value of Porto de Mello et al. (2008) and the mass determined
by Pourbaix et al. (2002), the estimated radius for the secondary
would be 0.965 R�, a difference of more than 20σ from the
interferometric value by Kervella et al. (2003). With this ra-
dius the secondary would be considerably older than the pri-
mary, as can be seen in Porto de Mello et al. (2008) and Magic
(2010). Seismic observations showed that α Cen A might have a
convective core (Thévenin et al. 2002; Bazot et al. 2012, 2016).
Our standard models do not support this claim while our dif-
fusion models develop a small convective core shortly before
the estimated age is reached. This would be consistent with
the results of Bazot et al. (2016), who used Bayesian statistics
to determine the properties of α Cen A and found a proba-
bility of 89% for a convective core if diffusion was consid-
ered in the models; however, these authors found that stan-
dard models with the updated 14N(p, γ)15O reaction rate (as in
our models) had a very low probability for a convective core
(2–3%). A clear indication for a convective core in α Cen A
could therefore be another indication for the effectiveness of
diffusion. At present, while this system has been well ob-
served, there are still a number of open questions regarding
both the observations and the models that prevent any conclusive
modelling.

V432 Aur consists of a primary of 1.2 M� on the subgiant
branch and a 1.1 M� MS companion (Siviero et al. 2004), which
renders this system similar to V501 Her and AI Phe, but at a
subsolar metallicity of [Fe/H] = −0.4. For this system, however,
none of our models were able to give a common age. The age dif-
ference in the models increases when overshooting is included.
Since stars in this mass range have very small convective cores,

the mismatch of our models raises questions about our treatment
of core overshooting for such cases.

5. Discussion

We used detached eclipsing binaries as test objects for our stel-
lar evolution code. This code is representative of current codes
widely used and therefore our results should provide general
conclusions about the quality of current stellar evolution theory
and the physical assumptions employed. We concentrated in par-
ticular on the effects of overshooting from convective cores and
atomic diffusion (mostly sedimentation), as it is used in standard
solar model calculations. We summarize our results in Table 4,
where we give the initial composition of our preferred models
and the resulting age. At the given ages our models fit the ob-
served radii and the temperature ratios of the systems. The age
errors are due to the observed mass ranges given in Tables 1–3
and do not include errors due to the uncertainty in metallicity.

Diffusion. Our models clearly show that diffusion has to be
included to obtain accurate models for stars below ≈1.2 M�
and an age &2 Gyr. Stars with higher masses have very thin
convective envelopes, which makes the inclusion of diffusion
difficult. Such envelopes get depleted of all metals almost in-
stantaneously with our description, since we did not consider
any additional effect that would act against the settling. Such
additional effects are necessary because the abundances of
carbon-enhanced (very) metal-poor stars (Matrozis & Stancliffe
2016), the abundance variations along globular cluster diagrams
(e.g. Gruyters et al. 2013), or the level of the Li-Spite plateau
(Richard et al. 2005) cannot be explained with uninhibited diffu-
sion. Whether the counteracting mixing process is the postulated
“turbulent diffusion” as in the latter paper, or simply mass loss
(Vauclair & Charbonnel 1995), or any other process, remains to
be clarified. For this reason we do not propose any conclusion
for the higher mass objects.

The need for diffusion is especially evident in the open
cluster NGC 6791, where fundamental parameters of the EBs
V565 Lyr and V568 Lyr have been measured. Only models in-
cluding diffusion result in a common age of both components in
these systems. It is also the only possible way to match the indi-
vidual surface metallicities with an identical initial composition.
Additionally, the determined ages – close to 7 Gyr – of the two
binary systems agree within 510 Myr, which is about the same
level as the expected star formation time in this cluster according
to Brogaard et al. (2012).

Brogaard et al. (2012) also considered diffusion in
NGC 6791, but their result was less compelling than ours.
While diffusion improved their fit in the mass – Teff diagram
(see their Fig. 7), they were no longer able to fit the V , B − V
CMD and the V , V − I CMD simultaneously. They concluded
that either diffusion or the colour-temperature transformations
have to be improved. Our models including diffusion improved
the match to the observed absolute temperatures as well. This
is also the case for the two slightly more massive binaries
UX Men and KOI-3571. However, we did not apply colour
transformations, and therefore did not check whether we could
reproduce colour-magnitude diagrams.

A more indirect argument for the presence of diffusion
comes from the age of the system M55 V54 because stan-
dard models lead to an unreasonably large age. In the case of
M55 V54 diffusion reduced the age from above 14 to ≈13.5 Gyr,
in agreement with other age determinations of the globular
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Table 4. Summary of our results.

Name [Fe/H]i Yi Age ov Diff Other

Kepler-16 −0.04 0.28 1.25 ± 0.91 Gyr − fe = 0.008
M55 V54 −1.86∗ 0.25 >13.2 Gyr ?

V565 Lyr 0.40 0.32 7.08 ± 0.15 Gyr ?

V636 Cen −0.20 0.27 1.36 ± 0.27 Gyr ◦ fe = 0.33
V568 Lyr 0.40 0.32 6.57 ± 0.14 Gyr ?

UX Men 0.20 0.29 2.1 ± 0.2 Gyr ◦ •

KOI-3571 0.13 0.29 2.3 ± 0.7 Gyr ◦ •

BG Ind −0.20 0.27 3.3 ± 0.1 Gyr ?

KIC 9777062 0.04 0.28 1.09 ± 0.07 Gyr • •

V906 Sco 0.05 0.28 236 ± 13 Myr •

MU Cas 0.02 0.30 72 ± 2 Myr ◦

V380 Cyg −0.25∗ 0.27 16.2 ± 0.3 Myr ◦

V453 Cyg −0.04 0.27 10.8 ± 0.1 Myr • −

V578 Mon − − − × −

AI Phe −0.04 0.27 4.681 ± 0.005 Gyr × •

V501 Her 0.4 0.32 5.47 ± 0.06 Gyr • ◦

α Aur −0.04 0.28 634 ± 6 Myr • fov = 0.025
V2291 Oph 0.23 0.33 188 ± 18 Myr • αml = 2.0
Cep0227 −0.38 0.26 157.8 ± 0.6 Myr ?

Notes. Shown are the initial composition and resulting age of our preferred models. [Fe/H] values marked with an asterisk are α-enhanced. In the
“diff” and “ov” column we indicate if diffusion and overshooting, respectively, give improved (•) or similar quality (◦) models. The ? indicates
that an effect is necessary for the fit, while × shows the opposite. If there is no entry, the physical effect does not apply. The last column gives a
possible non-standard value for fov and αml, or the effective spot coverage fe in cases in which the spot model has been used.

cluster M55 (Dotter et al. 2010; Kaluzny et al. 2014). A simi-
lar conclusion was reached by Jofré & Weiss (2011), who com-
pared the turn-off temperature of halo stars of the Sloan Digital
Sky Survey with isochrones. They found that isochrones without
diffusion need ages from 14–16 Gyr to fit the observations. Dif-
fusive models reduced this age to 10–12 Gyr, in agreement with
typical globular cluster ages. Our results add evidence regarding
the effectiveness of particle sedimentation in low-mass star.

Overshooting. Our models of main-sequence systems with
convective cores in both binary components do not allow a firm
conclusion about overshooting, as it is neither essential to model
the systems, nor is it excluded. This is not unexpected because
during most of the time on the MS overshooting has a small im-
pact on the observable parameters. The situation changes with
regard to the MS duration, since models without overshooting
evolve to the subgiant branch earlier. Therefore, at the end of
core hydrogen burning the age-radius diagram shows the biggest
difference between overshooting and standard models. The pri-
mary of BG Ind is exactly at that point of its evolution and, as
expected, only models with overshooting are able to fit the sys-
tem. Beyond the MS, the evolution of overshooting and standard
models is again very similar (but shifted in age and luminos-
ity), which usually makes it hard to exclude standard models by
the age-radius diagram alone. However, the increased luminos-
ity of overshooting models leads to a different mass–luminosity
relation. From our models it is clear that the higher luminosity
makes it easier to fit systems beyond the MS. Examples are the

cases of V2291 Oph, α Aur, and in particular the Cepheid binary
Cep-0227. It is well known that the classical mass discrepancy
for Cepheids can be solved by including convective overshooting
on the main sequence (see e.g. Bono et al. 2001).

For MS stars the general need for overshooting in this mass
range has been confirmed in other investigations, for example
in Deheuvels et al. (2016), which is based on the seismology of
24 Kepler objects; only models including overshooting were able
to reproduce the observed oscillation modes of main-sequence
stars. Stancliffe et al. (2015), who modelled 12 double-lined EBs
in a mass range from 1.3 to 6.2 M�, also agree that overshooting
is a necessity and that the general value of about 0.2 HP provides
a reasonable estimate. This is also in agreement with our stan-
dard choice.

The extent of the overshooting area around very small con-
vective cores (stellar masses ≈1.2 M�) is more uncertain. This
is largely because overshooting descriptions usually depend on
Hp, which diverges towards the stellar centre and would there-
fore predict unphysically large overshooting regions, exceed-
ing by far the size of the convective core as determined by
the canonical Schwarzschild criterion. In stellar evolution codes
this problem is handled by various corrective measures, which
lead to a cut-off of the overshooting area. Such a cut-off re-
quires the additional calibration of the overshooting parame-
ter in the mass range between 1.1–1.5 M�, where convective
cores typically appear. Some studies using eclipsing binaries
(see e.g. Ribas et al. 2000; Claret 2007; Claret & Torres 2016)
have suggested a mass-dependent overshooting parameter, while
Stancliffe et al. (2015) have found no clear evidence for this.
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Valle et al. (2016) have actually concluded that it is currently
not possible to calibrate fov with eclipsing binaries, in the mass
range between 1.1 and 1.6 M�, which they had investigated, be-
cause the uncertainty is of the order of the parameter itself. This
study is based only on a synthetic sample of binary stars, and
employs – as we do – also a fixed metallicity of the objects.

Our models do not give a clear answer to this question either.
While overshooting cannot be excluded for UX Men, KOI-3571,
and V501 Her, the most evolved system with that mass (AI Phe
with 1.19 and 1.23 M�) could not be fitted when overshooting
(as applied by our own cut-off mechanism) was taken into ac-
count. Our selection of systems does not specifically probe the
full critical mass range, but clusters around a mass of 1.2 M�.
The only other system with a slightly higher mass (1.3/1.4 M�)
is BG Ind. In this case, our treatment of overshooting from small
convective cores allowed a reasonable fit to the system. Overall,
we presently have no conclusive result about the growth of over-
shooting for small main-sequence masses. However, recently
Hjørringgaard et al. (2017), using our code, have managed to
model the star HD 185351 successfully in terms of reproduc-
ing all its properties obtained by interferometry, spectroscopy,
and seismology only when applying our standard treatment of
overshooting from the convective core. This star has a mass in
excess of 1.5 M�, and their model had a mass of 1.6 M�.

To summarize, our study results in a slight preference for
overshooting, as implemented in our code, and as such agrees
with similar and independent studies.

Very low-mass stars. Observations of low-mass stars show
a discrepancy between estimated and modelled radii (see e.g.
Hillenbrand & White 2004; Mann et al. 2015), where the mod-
els generally have 5−10% smaller radii than the observational
estimates. The general problem of modelling such stars is the
fact that the outer boundary condition influences the interior ow-
ing to the very deep convective envelopes. More sophisticated
atmosphere models (see e.g. Baraffe et al. 1998) give an im-
proved outer boundary condition, but are not able to resolve this
problem. The outer boundary condition can also be altered by
adding magnetic fields to the models, as has been carried out
by Feiden (2016). Magnetic fields reduce the efficiency of con-
vection, forcing the star to increase its radius in order to radiate
its energy away. Indeed, López-Morales (2007) found that there
is a clear correlation between stellar magnetic activity and the
radius discrepancy in binary stars. A direct consequence of sur-
face magnetic fields is the development of starspots. We added
the effect of starspots to our models by including the model
of Spruit & Weiss (1986). With this spot model, presented in
Sect. 3.2, it is possible to inflate the radius of a star with a sin-
gle parameter, which represents the effective spot coverage and
can be chosen such that a common age for the system can be
found. We used this approach to achieve common ages for the
systems V636 Cen and Kepler 16 by inflating the secondary
in these systems. The fully convective secondary of Kepler 16
needed only a very small spot coverage of 3% to match the
age of its primary. V636 Cen on the other hand needed a huge
spot coverage of 44%. This value is in the range of 35–51%
found by Jackson & Jeffries (2014), who used a similar model
to match polytropic models to six DDLEBs, the Pleiades, and
the young cluster NGC 2516. Similar values have been found by
O’Neal et al. (2004), who observed spot coverages of up to 42%.
Even though this study observed stars with higher activity than
the DDLEBs discussed here, it confirms that our results do not
give unreasonably high values.

It should also be noted that spots introduce systematical er-
rors in observations and therefore in the radii determinations.
Windmiller et al. (2010) for example showed that spots on the
EB GU Boo can lead to an error of up to 2% in interferometric
radius determination, while the statistical errors from light curve
fitting are reported with uncertainties of only 0.5–1%.

Mixing length αMLT. Throughout this study we used a solar cal-
ibrated mixing-length parameter αMLT = 1.74, which is kept
constant throughout all evolutionary phases and for all mass
and metallicity values. We only modified αMLT in the case of
V2291 Oph because the models had lower temperatures than ob-
served, and this discrepancy could not be explained by a change
in composition. The simplest way to increase Teff in these sys-
tems is to increase αMLT. We needed at least αMLT = 2.00 to
match the observations. This is qualitatively in agreement with
the general trend of an increasing αMLT for post-main-sequence
objects, as found by Trampedach et al. (2014) and Magic et al.
(2015), where the entropy difference between the surface and
the adiabatic interior of 3D-hydro atmospheres were matched
by 1D-envelope models using the mixing-length description for
convection with an adjustable parameter αMLT. Although a solar-
calibrated, constant αMLT gives reasonable results in almost all
of our cases, it is very evident that this parameter should be vari-
able. However, we refrained from adding this additional degree
of freedom in our models, as we did not encounter any clear need
for it.

Further improvements. Ignoring systematic errors from the
observations, it is possible to precisely pin down the age
of a given system for a given set of physics, by using
the mass and radius determinations of DDLEBs. However,
Lastennet & Valls-Gabaud (2002) showed that there exists a de-
generacy between age and metallicity. This is especially impor-
tant when we want to determine the necessary physics to model a
system, where this degeneracy can also mask the results. The ex-
ample of V501 Her showed that even small changes of ±0.05 dex
in [Fe/H] can lead to different conclusions about the necessity for
diffusion or overshooting. This is in fact to some degree the case
for many of our objects: a much more accurate determination
of the chemical composition is needed to draw firm conclusions
about non-canonical physics effects. This was also emphasized
by Young et al. (2001), along with the request for more accu-
rate effective temperatures, a conclusion we agree to as well. It
should be noted that the unknown helium content, which we have
estimated with standard recipes based on global galactic chem-
ical evolution wisdom, constitutes another fundamental and un-
certain parameter. Because of the overlapping spectra of EBs, it
is hard to achieve the required precision, but depending on the
evolutionary state, an uncertainty of ±0.1 dex might be sufficient
to put more stringent limitations on the necessary model physics.
In relatively old systems with a low mass ratio it might be pos-
sible to give an estimate about the efficiency of diffusion, if such
an accuracy can be achieved for both stars separately. An exam-
ple of such a system is KOI-3571, for which our models indicate
a difference of 0.09 dex in the surface metallicity.

Seismological data give further insight into the internal struc-
ture of stars. Well-chosen frequency ratios can help to determine
the actual size of mixed stellar cores (see Silva Aguirre et al.
2011; Deheuvels et al. 2016). Combining this with the available
observations can help to further restrict and thus improve the
models.
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6. Conclusions

We used the direct mass and radius determinations of 19 double-
lined detached EBs to compare Garstec stellar evolution models
with observations. We found that diffusive sedimentation of
heavy elements has to be included in the models to reproduce
the complete set of observables, which also includes the present
surface abundances. Overshooting from convective areas is not
necessary for those systems that still have both components on
the MS, but overshooting has a stronger impact for more evolved
stars at the end of the MS or beyond. The observables of most
evolved systems in the intermediate mass range favour the in-
clusion of overshooting. The situation for stars with very small
convective cores is more problematic, as the currently used de-
scriptions diverge for these cases unless some additional restric-
tion to the extent of the overshooting region is applied. With the
geometrical cut-off implemented in Garstec we are able to fit
successfully most systems, but in some cases our treatment fails.
We also found some indications for a varying mixing-length pa-
rameter as was already suggested by 3D models. Finally, our
model for starspots on the surface of very low-mass stars can
resolve the differences in modelled and observed radii. In some
cases, however, it requires a huge spot coverage, which reduces
with increasing depth of the convective zone.
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