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ABSTRACT

The double-detonation explosion model has been considered a candidate for explaining astrophysical transients with a wide range of luminosities. In this model, a carbon-oxygen white dwarf star explodes following detonation of a surface layer of helium. One potential signature of this explosion mechanism is the presence of unburned helium in the outer ejecta, left over from the surface helium layer. In this paper we present simple approximations to estimate the optical depths of important He i lines in the ejecta of double-detonation models. We use these approximations to compute synthetic spectra, including the He i lines, for double-detonation models obtained from hydrodynamical explosion simulations. Specifically, we focus on photospheric-phase predictions for the near-infrared \(10 830 \ \text{Å}\) and \(2 \ \text{µm}\) lines of He i. We first consider a double detonation model with a luminosity corresponding roughly to normal SNe Ia. This model has a post-explosion unburned He mass of \(0.03 \ M_\odot\), and our calculations suggest that the \(2 \ \text{µm}\) feature is expected to be very weak but that the \(10 830 \ \text{Å}\) feature may have modest opacity in the outer ejecta. Consequently, we suggest that a moderate-to-weak He i \(110830 \ \text{Å}\) feature may be expected to form in double-detonation explosions at epochs around maximum light. However, the high velocities of unburned helium predicted by the model (\(\sim 19000 \ \text{km} \ \text{s}^{-1}\)) mean that the He i \(110830 \ \text{Å}\) feature may be confused or blended with the C i \(110690 \ \text{Å}\) line forming at lower velocities. We also present calculations for the He i \(110830 \ \text{Å}\) and \(2 \ \text{µm}\) lines for a lower mass (low luminosity) double detonation model, which has a post-explosion He mass of \(0.077 \ M_\odot\). In this case, both the He i features we consider are strong and can provide a clear observational signature of the double-detonation mechanism.
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1. Introduction

It is well-established that thermonuclear explosions of white dwarf (WD) stars may account for a variety of observed classes of astrophysical transient. One means to trigger such an explosion is via the detonation of a helium layer on the surface of a carbon-oxygen (CO) WD; if only the surface helium detonates, this may give rise to a relatively faint/fast transient (Bildsten et al. 2007); alternatively, if the helium detonation triggers a secondary detonation of the underlying CO core, a much brighter explosion may occur, and this double detonation scenario has been proposed as a possible model for both normal and subluminous type Ia supernovae (see e.g. Taam 1980a,b; Nomoto 1980, 1982; Livne 1990; Woosley & Weaver 1994). Höflich & Khokhlov (1996) and Nugent et al. (1997) both studied double-detonation models for systems with fairly massive (\(0.7–0.9 \ M_\odot\)) CO cores and thick (\(0.15–0.2 \ M_\odot\)) He outer layers, and compared results of radiative transfer calculations to observations of SNe Ia. Overall, those studies disfavoured double-detonation models for normal SNe Ia, owing to discrepancies in the light curve and spectral properties that could mostly be attributed to the presence of the helium-detonation ash in the outer ejecta of the models. However, interest in double-detonation models was rekindled following suggestions by Bildsten et al. (2007, see also Shen & Bildsten 2009; Shen et al. 2010) that surface helium detonation might be achievable in considerably lower mass helium shells. Subsequent explosion simulations have suggested that detonation in even low-mass helium layers may be sufficient to trigger secondary core detonation (Fink et al. 2010; Sim et al. 2012; Shen & Bildsten 2014; but see also Dunkley et al. 2013), as required in the double-detonation model and – moreover – that the agreement between synthetic lightcurves/spectra and observations of normal SNe Ia is somewhat improved if models with massive CO cores and low mass (\(\leq 0.05 \ M_\odot\)) helium layers are invoked (Kromer et al. 2010; Woosley & Kasen 2011).

Kromer et al. (2010) and Woosley & Kasen (2011) extensively discuss the role of the heavy elements in the ash of the helium-shell detonation in shaping the light curves and spectra of double-detonation models with relatively low-mass outer helium layers. Both these studies draw attention to the role of the heavy elements in the outer ejecta affecting colours/spectral features and of surface radioactivity in shaping the light curve. Such effects could be powerful observational signatures of the double-detonation scenario. However, simulating the helium detonation, and the associated nucleosynthesis, is complex and the composition of the burning ash depends on a variety of currently unknown factors, including any potential pollution of the helium layer with e.g. carbon from the underlying core (Kromer et al. 2010; Shen et al. 2010; Shen & Moore 2014; Townsley et al. 2012). Here, we consider an alternative potential signature of double-detonation models: unburnt helium at high velocities. All the previous simulations have shown that significant masses of...
unburnt He should be present in the outer ejecta (e.g. across the Fink et al. 2010, series of models, approximately half of the initial shell mass is always ejected as unburned He, and Shen & Moore 2014, present calculations in which the ejected mass fraction of He for shell detonations around a 1.0 $M_\odot$ core range from ~0.1–0.8). Thus a significant mass fraction of He in the outer ejecta is a robust prediction of double-detonation models, which should be considered when comparing their properties to observations.

In their studies of modern double-detonation models, neither Kromer et al. (2010) nor Woosley & Kasen (2011) could fully address the question of whether helium spectral features should form in the models owing to approximations used in the atomic physics in both studies. However, in a recent study of a model for a helium surface detonation (but no secondary detonation of the underlying CO core), Dessart & Hillier (2015) found that He I features are clearly expected when the full non-local thermodynamic equilibrium (LTE) physics is taken into consideration. The goal of this paper is to investigate whether contemporary double-detonation models could also be as clearly identified via He I features.

The challenge in modelling optical-NIR He I line features is that helium excitation and ionisation rates in supernova ejecta are strongly affected by nonthermal electron collisions. Specifically, SNe Ia are powered by the radioactive decay of $^{56}$Ni and it has been demonstrated in studies of type Ib and Ic supernovae (which are also powered by $^{56}$Ni decay) that the state of helium is strongly affected by fast electrons produced by $\gamma$-rays resulting from this radioactive decay (Chugai 1987; Graham 1988). Helium is set apart from the other elements in its sensitivity to these effects because of the exceptionally large energy gap between the He I ground state and its first excited state (20 eV), and the metastability of its first two excited states. These properties lead to super-thermal electron collisions dominating many processes. A full non-LTE treatment of the state of helium takes into account the local generation of a population of fast electrons by Compton scattering $\gamma$-rays, and accounts for these super-thermal electrons to use the simplest TARDIS treatment of bound-bound interactions. The goal of this paper is to investigate whether contemporary double-detonation models could also be as clearly identified via He I features.

As described by Kerzendorf & Sim (2014), TARDIS uses a variational double-detonation model with the underlying CO core and composition based on previous hydrodynamical simulations (see Sect. 3 for details). For each of the models we study, we have chosen to present calculations for three different epochs and we make use of light curve simulations to estimate appropriate luminosities to use as input for each calculation (see Sect. 3).

Table 1 gives a summary of important TARDIS numerical parameters and modes of operation used in the majority of our calculations. These parameters are all explained in detail by Kerzendorf & Sim (2014). Throughout this study, we have opted to use the simplest TARDIS treatment of bound-bound interactions (scatter mode, which treats all transitions via a resonant scattering approximation). As demonstrated by Lucy (1999, see also Kerzendorf & Sim 2014), although simple, this approximation is generally adequate for modelling the optical spectra.

In the subsections below, we elaborate on the excitation/ionisation treatment used by TARDIS and the modifications that have been implemented for this study.

### 2.2. dilute-LTE and nebular modes

As described by Kerzendorf & Sim (2014), TARDIS uses a variety of simple approximations to describe the ionization and excitation state in the ejecta, which are key ingredients of any spectrum synthesis calculation. For this study, we will make use of the dilute-LTE mode treatment of excitation and the nebular mode for ionization for most elements.

In TARDIS dilute-LTE mode (Kerzendorf & Sim 2014), the level populations of each ion are obtained from:

\[
n_{i,j,k} = W_{i,j,k} \frac{\epsilon_{i,j,k}}{kT} \exp\left(-\frac{\epsilon_{i,j,k}}{kT}\right),
\]

1 There is one exception for this parameter. For the earliest spectrum generated for the low mass model (7.0 d after explosion), the number of packets was increased to $5.0 \times 10^6$, due to relatively high optical depth.

---

### Table 1. Key modes and settings selected in the TARDIS configuration file for use in our simulations.

<table>
<thead>
<tr>
<th>Name</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionisation mode</td>
<td>nebular</td>
</tr>
<tr>
<td>Excitation mode</td>
<td>dilute-LTE</td>
</tr>
<tr>
<td>Line interaction mode</td>
<td>scatter</td>
</tr>
<tr>
<td>Radiative rate mode</td>
<td>dilute-blackbody</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>30</td>
</tr>
<tr>
<td>Number of packets</td>
<td>$1.0 \times 10^6$</td>
</tr>
</tbody>
</table>
where the subscripts $i$, $j$ and $k$ denote a specific element, ion and level, respectively. $n$ is a level population, $N$ is the total population of the corresponding ion, $Z$ is the partition function, $g$ represents the statistical weight of the level and $\epsilon$ is the energy of the level. The dilution factor $W$ is calculated during the simulation and approximately accounts for the dilution of the radiation field relative to a blackbody at the local radiation temperature (Mazzali & Lucy 1993). $W$ is excluded from Eq. (1) when calculating ground state and metastable state populations.

In nebular ionization mode, the relative ion populations are computed, following Mazzali & Lucy (1993), via:

$$\frac{N_{i,j+1}n_e}{N_{i,j}} = W\left[\delta(\xi_{i,j} + W(1 - \xi_{i,j}))\right] \left(\frac{T_e}{T_j}\right)^{\frac{1}{2}} \Phi_{i,j,T},$$

where:

$$\Phi_{i,j,r} = \frac{2Z_{i,j}(T_e)}{Z_{i,j}(T_r)} \left(\frac{\pi m_e kT_j}{\hbar^2}\right)^{\frac{3}{2}} \exp\left(-\frac{\chi_{i,j}}{kT_j}\right),$$

$n_e$ is the electron density and $\chi_{i,j}$ is the ionisation potential. The dilution factor $W$ is defined as before and the factor $\xi_{i,j}$ gives the fraction of recombinations that go directly to the ground state (Mazzali & Lucy 1993). The parameter $\delta$ approximately accounts for line blanketing in the blue part of the spectrum, and adjusts the ionisation balance accordingly (for a more complete explanation of the $\delta$ factor, see, as an example, Mazzali & Lucy 1993).

Throughout this study, the dilute-LTE and nebular modes will be used for all elements apart from He (see below).

### 2.3. New approximation for the He state (recomb-NLTE)

Hachinger et al. (2012) noted that, in their simulations for type Ib/Ic supernova models, the He I excited level populations were found to be more closely coupled to the He II ground state than the He I ground state. They explained this as being the result of the dominance of the He II ion population (due to non-thermal ionisation effects), and specific atomic properties of the He atom, outlined in Sect. 1.

Based on these findings, we have developed an analytic approximation (implemented as a new recomb-NLTE mode in TARDIS) for the helium level populations that does not involve full numerical NLTE calculations. The value of such an approximation is to give insight into the key components of the underlying atomic physics by testing a simplified model: the results of comparisons with full NLTE treatment are provided in Sect. 5. The approximation also allows calculations to be performed more efficiently than by coupling radiative transfer codes to a full NLTE solver.

In the recomb-NLTE approximation, the He II excited state populations and He III ground state population are calculated relative to the He II ground state population using Eqs. (1) and (2). The He I ground state population is assumed to be negligible, and for the majority of He I excited states the populations are treated as though in dilute LTE with the He II ground state using the equation:

$$\frac{n_{2,0,k}}{n_{2,1,0}n_e} = \frac{1}{W} \frac{g_{2,0,k}}{g_{2,1,0}} \left(\frac{\hbar^2}{2\pi m_e kT_j}\right)^{\frac{3}{2}} \exp\left(-\frac{\chi_{2,1} - \epsilon_{2,0,k}}{kT_j}\right).$$

We include the factor of $\frac{1}{W}$ to approximately account for the dilution of the ionizing radiation field, which leads to an increase in the helium excited state populations relative to LTE.

The two lowest excited states of He I, the $2^1S$ and $2^3S$ states, are treated slightly differently. These two states are very significant because of their roles in the creation of the helium 10830 Å line and 2 μm line, respectively (see Sect. 2.4). For these levels, an extra factor $\pi$ is included, as these states are metastable and more strongly populated by the cascade from higher levels than by direct interactions with the He II ground state. Therefore, these two states are populated according to:

$$\frac{n_{2,1,0}n_e}{n_{2,0,k}} = \frac{1}{W^2} \frac{g_{2,0,k}}{g_{2,1,0}} \left(\frac{\hbar^2}{2\pi m_e kT_j}\right)^{\frac{3}{2}} \exp\left(-\frac{\chi_{2,1} - \epsilon_{2,0,k}}{kT_j}\right).$$

The combination of these equations (Eqs. (1), (2), (4), (5)) allows calculation of the populations of all helium ions/levels relative to the He II ground state population, assuming the He I ground state population is negligible (compared to the total He population).

In our recomb-NLTE mode, these calculations are made, and the populations are then normalised to the total number of helium atoms in the relevant model zone.

Our approximation can only be valid while the He II ion population is dominant. For the combination of models and epochs we will consider, however, this is likely to be a reasonable assumption that is consistent with previous work. Specifically, Dessart & Hillier (2015) found that the helium in their simulations of "Ia" supernovae (accounting for NLTE effects on the state of helium) remained strongly ionised for a significant period after maximum light. Similarly, Hachinger et al. (2012) found in their SN Ib/Ic simulations that helium remained ionised to a significant degree until at least a few days after maximum light, but not completely ionised. We specifically test the validity of this assumption in our simulations by comparison to full NLTE level population calculations in Sect. 5.

We stress that the approximation described here is specific to helium and is only used for that element in our calculations. All other elements continue to be treated using our standard dilute-LTE/nebular approach (see Sect. 2.1).

### 2.4. Atomic models

For all elements (TARDIS considers those with atomic numbers $1 \leq Z \leq 30$) apart from helium, we used the same atomic data described by Kerzendorf & Sim (2014). For helium, we adopted the atomic energy level and transition line data Hachinger et al. (2012, originally derived from data from the NIST Atomic Spectra Database, see Ralchenko 2005). This model consists of 29 He I levels with principal quantum numbers up to $n = 5$, and beyond this value groups levels so that there is one singlet and one triplet state for each value of $n$ up to a final quantum number $n = 9$ (see Fig. 2).

### 3. Supernova models
Fig. 1. Left: He I energy levels in the parahelium ($S = 0$) state. The levels $6 \leq n \leq 9$ are grouped into one singlet and one triplet level each and these are denoted as $n_{\text{sing}}$. For clarity, the energy scale changes as the energy levels become closer at $E = 20$ eV and $E = 24$ eV, emphasised here by the change in line style of the energy axis at these points. The dotted lines show electric dipole permitted transitions. Although not included (to prevent overcrowding of the diagram), the $6 \leq n \leq 9$ singlet levels possess allowed transitions with all of the other levels.

Right: He I energy levels in the orthohelium ($S = 1$) state. Note that the lowest excited energy states of both regimes are metastable.

underlying CO core. Detonation of the CO core is then triggered at the shock convergence point.

The HM model is based on an equatorial slice through the 2D “Model 3” of Fink et al. (2010), and was also studied by Kromer et al. (2010). The simulation was based on a progenitor that had a CO core mass of $1.025 \, M_\odot$ and a helium shell mass of $0.055 \, M_\odot$. After explosion, the model has $0.03 \, M_\odot$ of unburned helium remaining. The post-explosion composition and structure of the HM model are shown in Fig. 2.

The LM model was obtained from an equatorial slice of the “CSDD-S” model from Sim et al. (2012). Before explosion, this model has a CO core mass of $0.58 \, M_\odot$ and a He shell mass of $0.21 \, M_\odot$. After explosion, the remaining mass of helium was $0.077 \, M_\odot$, and the structure is shown in Fig. 3. We note that, like the HM model, this model is based on assuming that a secondary CO detonation is triggered via shock convergence in the core (see Sim et al. 2012), although this mechanism is more difficult to realise in the low mass regime (see Shen & Bildsten 2014). It is also possible that double-detonations can occur via an edge-lit mechanism, in which the initial He detonation triggers a CO detonation from the surface of the CO core (Nomoto 1982; Livne & Glasner 1990; Forcada et al. 2006; Forcada 2007). If realised, this different secondary ignition mechanism would be expected to lead to quantitative changes in the ejecta structure (see Fig. 2 of Sim et al. 2012) but has only a modest effect on the mass of unburned helium in the outer ejecta (see Table 3 of Sim et al. 2012).

Both of our models consist of 80 radial shells and both are assumed to be in homologous expansion for all times later than the final times of the hydrodynamical calculations on which they are based.

For our TARDIS simulations, we placed the outer-velocity boundaries of our computational domain at $\sim 30 \, 000 \, \text{km} \, \text{s}^{-1}$, sufficiently large to include the He-rich high-velocity ejecta.

$^{56}$Ni dominates the inner ejecta in both models. These iron-rich inner layers can be expected to remain relatively optically thick and so we opted to place the inner velocity boundaries for our simulations approximately at the outer boundary of the iron-rich core. Sensitivity to the choice of inner boundary velocity was tested, and it was found that moving a few shells inwards or outwards made no qualitative difference to the output spectra or the conclusions we draw from them.

For both models we have computed TARDIS spectra for three epochs. To estimate appropriate luminosities to adopt for each TARDIS simulation we used ARTIS (Kromer & Sim 2009; Sim 2007) to calculate theoretical light curves for our models. These light curve calculations were also used to define our time epochs (maximum light, a week before maximum light, and a week after). In addition, ARTIS provided the $\gamma$-ray energy deposition rates ($H_\gamma$) used to account for the effect of nonthermal...
collisions on the state of helium. These rates are not directly needed in our TARDIS calculations but are used as input to the statistical equilibrium solver of Hachinger et al. (2012) to which we will compare our results (see below). We note that, although ARTIS does provide time series spectra, we have opted to use TARDIS (instead of ARTIS) for our detailed studies of helium line formation for its efficiency, and because its modular structure made it straightforward to modify and test our recomb–NLTE approximation.

Table 2 summarises the input model parameters used for the spectrum synthesis calculations that will be presented in Sect. 5. All of the spectra that we show have been processed using a Savitzky-Golay filter (Savitzky & Golay 1964).

4. Testing
A number of tests were carried out to check the robustness of our calculations. Convergence was tested by monitoring the radiation temperature $T_e$ and the dilution factor $W$ in each shell over 30 iterations of the code. These results are presented graphically in Fig. 4. In each case, it is clear that after 20 iterations, each of these values becomes effectively constant.

Throughout this study we have continued to follow the assumptions of Mazzali & Lucy (1993) and Hachinger et al. (2012) in specifying the electron temperature $T_e$ by:

$$T_e = 0.9 \times T_r,$$

We tested the sensitivity of our results to this assumption, and found that varying the value of $T_e/T_r$ made effectively no qualitative difference to the helium features in the final spectra. A variety of inner velocity boundary values were also sampled to ensure that the resulting spectra were not qualitatively sensitive to this choice.

5. Results
Our analysis focuses on the He I 10830 Å ($2^3S–2^3P$) and 2 µm He I ($2^3S–2^3P$) transitions. These are expected to be the most easily observed He I features due to their relatively high oscillator strengths and high populations in the metastable 2S states. In addition, identification of these features in observed spectra can be relatively robust since they lie in spectral regions that are less
affected by strong line blending compared to higher excitation He I transitions in the bluer parts of the optical.

5.1. High mass model

We have carried out six TARDIS simulations for the HM model: for each of the three epochs listed in Table 2 we made two calculations, one with our new recomb-NLTE mode activated for helium and one without.

5.1.1. Helium level populations and optical depths

In Fig. 5 we show the level populations obtained by TARDIS for the HM model at maximum light, as a function of zone velocity, for the four levels involved in the two transitions on which we focus. In addition to showing results from our two TARDIS simulations, we also show level populations computed by solving a full NLTE system of statistical equilibrium equations for helium. These calculations were made using the statistical equilibrium solver described by Hachinger et al. (2012); one calculation was made for each zone in the model using the appropriate composition/density and adopting the local radiation field model obtained by TARDIS and the non-thermal heating rate obtained from ARTIS. Figure 5 shows that the recomb-NLTE analytic treatment replicates the full NLTE statistical equilibrium results well under these conditions; in the zones with significant densities of He, the approximation predicts level populations within \( \approx 30\% \) of the full numerical NLTE values. This is a very dramatic improvement over the dilute-LTE treatment, which, as expected, deviates by orders of magnitude.

Our calculations of the Sobolev optical depths of all He I lines show that the strongest He I feature expected in the optical/IR spectra is the 10 830 Å line. The calculated Sobolev optical depths of the 2 µm line and the 10 830 Å line are shown for the He-rich shells of the HM model in Fig. 6 for the three epochs considered. Based on these optical-depth calculations, it is clear that absorption by the He I 2 µm line will be very weak at all the epochs considered; however, although \( \tau < 1 \), some opacity is expected in the 10 830 Å line (\( \tau \sim 0.5 \) at the post-maximum epoch). Although the three epochs we have considered span a factor of three in time since explosion, the maximum value of the optical depth (occurring around 19 000 km s\(^{-1}\)) is fairly similar (with a factor of ~3) at all three epochs for both lines (\( \tau \sim 0.15-0.5 \) for the 10 830 Å line and \( \tau \sim 0.02-0.05 \) for the 2 µm line). In detail, however, the predicted evolution is complicated (and likely to be strongly model dependent): the calculated optical depth decreases slightly between 12 and 19 d but then rises again by 26 d. This is a consequence of the interplay between the continuous reduction of ejecta densities and increase of velocity gradients with time (direct consequences of homologous expansion), and variations in the radiation temperature.

5.1.2. Helium spectral features

Our calculated spectra for the HM model at the three epochs we consider are shown in Fig. 7 (optical to J-band region in the left panel and window around the 2 µm region in the right panel). For comparison, we show calculations with and without activating our new recomb-NLTE mode for helium.

As anticipated from Fig. 6, the He I 2 µm feature does not show up in the spectra for this model, regardless of the helium treatment used. However, the helium 10 830 Å line does appear, albeit relatively weakly. The feature is strongest at the latest epoch we consider and is clearly separated from the adjacent Mg II features around 10 920 Å.

It is interesting to note that adopting the recomb-NLTE mode for helium affects not only the He I line but also affects the shapes and strengths of other features, for example the high-velocity
blue wing of the Ca ii NIR triplet around 8100 Å. This will be discussed further in Sect. 6.2, below.

5.2. Low mass model

Level populations and Sobolev optical depths for the LM model are shown in Figs. 8 and 9. As for the HM model, comparison of level populations suggests that the recomb–NLTE mode implemented in TARDIS provides a good approximation to the most relevant He i level populations throughout most of the outer ejecta. We do note in this case that the singlet states (2^1S and 2^1P) are clearly overestimated by the recomb–NLTE mode at the highest velocities (>25 000 km s^{-1}). However, it can be seen from Fig. 9 that the optical depths in these outermost zones is low and thus the synthetic spectra will not be affected.

In contrast to the HM model, the optical depths for the LM model are sufficiently high that both the 2 μm and 10 830 Å lines can be expected to be relatively strong. The optical depth is particularly high in the zones around 17 000 km s^{-1}, just above the maximum velocity of the iron-group material that was synthesised in the helium shell detonation (see Fig. 3). The relatively high optical depths in the LM model are primarily a consequence of the He density, the peak value of which is roughly 10 times higher than in the HM model (although the lower luminosity and temperature of the model do also enhance the He i populations compared to the HM case). As for the HM model, the optical depths are relatively similar across the wide range of epochs considered; again this is consequence of the interplay between homologous expansion (i.e. diluting density and increasing velocity gradient) and temperature evolution.

The spectra obtained for the LM model are shown in Fig. 10. In this model the He 10 830 Å feature is prominent at all epochs when the recomb–NLTE treatment is used and the 2 μm line also appears, growing stronger over time. As for the HM model, we also note that the treatment of He excitation/ionization has a clear impact on the strengths of other features in the spectra.

6. Discussion

6.1. Prospects for observing He I 10 830 Å in double-detonation models

For both the double-detonation models we have considered, our calculations suggest that the unburnt helium in the outer
ejecta could lead to moderate-to-significant optical depth in the He 10830 Å line at epochs around maximum light. Comparing to observations around this wavelength range is therefore an effective test of the double-detonation mechanism, even for models with relatively low-mass helium outer layers (prior to detonation, our HM model had a helium layer of only \( \sim 0.055 M_\odot \)).

In Fig. 11 we show our detailed line profiles calculated around the He 10830 Å region. Marion et al. (2009) have presented a substantial sample of SNe Ia spectra covering this wavelength range across a range of epochs that includes the phases that we have considered here (see, e.g., their Fig. 20). They do not report any clear He I detections and their spectra do not show any obvious features around 10 250 Å (i.e., just to the blue of the Mg II feature) where our models predict the He 10 830 Å feature will manifest. We note, however, that the weakness of the predicted feature in the HM model would likely preclude its detection at the signal-to-noise level of some of their data. In fact, potential detections of features to the red of the Mg II line have been reported based on high-quality data of a few SNe Ia. Specifically, features were identified in the subluminous 91bg-like SN Ia 1999by (Höflich et al. 2002) and the underluminous SNe Ia iPTF13ebh (Hsiao et al. 2015) that appear clearly separated from the Mg II profile while evidence of an additional feature affecting the blue wing of the Mg II profile has been reported for the normal SNe Ia 2011fe (Hsiao et al. 2013) and 2014J (Marion et al. 2015) (see e.g. Fig. 8 of Hsiao et al. 2015). In all of these cases, it has been proposed that the detected feature is associated with C I 110 693 Å at a velocity of \( \sim 12 000–15 000 \) km s\(^{-1}\). However, our calculations suggest a potential alternative/additional contribution, namely that this feature may be associated with the high velocity He 10 830 Å line in double detonation models: the velocities predicted for the largest opacities in He 110 830 Å by the HM model (\( \sim 19 000 \) km s\(^{-1}\), see Fig. 6) lead to a wavelength coincidence with the C I 110 693 Å identifications for lower velocity.

In the LM model, the He 110 830 Å feature is predicted to be much more prominent and is clearly too strong to be consistent with the spectra of the normal SNe Ia 2011fe or 2014J (see e.g. Fig. 8 of Hsiao et al. 2015). However, owing to its low \( ^{56} \)Ni mass (\( \sim 0.2 M_\odot \) in total, combining core and shell detonations), the LM model spectra are more relevant for guiding the interpretation of significantly sub-luminous events. It is therefore interesting to note that the spectra of 1999by (Höflich et al. 2002) do show a relatively prominent feature around \( 10 250 \) Å (identified as C I). Although this is clearly not as strong as the He 110 830 Å-line predicted by our LM model, the wavelength/velocity correspondence is good and the qualitative trend towards a stronger feature in a less luminous explosion is consistent with our modelling.

Further refinement of the models is needed to aid quantitative comparison with observations, but overall our results clearly suggest that there are good prospects for constraining double-detonation models via the high-velocity He 110 830 Å line and that consideration should be given to the potential for this line to affect interpretation of the spectral region around Mg II 10 927 Å and/or C I 110 693 Å. Particular emphasis may be placed on constraining the applicability of double-detonation models to faint thermonuclear transients, where our calculations clearly suggest that the He 110 830 Å line can be strong.

Our calculations suggest that the He I 2 \( \mu \)m line may also be an effective diagnostic at similar epochs for some models: this line does become strong in our LM model, but it does not appear clearly in our HM model, where the He density is higher.

### 6.2. Effects of Helium NLTE treatment on other elements

As noted in Sect. 5, the use of alternative methods for treating helium has indirect influences on the spectral features of other elements. This can be understood as a consequence of the difference in the free electron density (and therefore ionization balance) in the outer ejecta that arises from the treatment...
of helium: under the dilute-LTE/nebular approximations, helium is mostly neutral (leading to a low electron density) while the recomb-NLTE posits that helium is ionized by non-thermal processes, which results in a substantial increase in the number density of free electrons. A prominent example is the change in the high-velocity Ca line around 8000 Å in Fig. 7. This is a consequence of an increased Ca II population (at the expense of Ca III), driven by the higher free electron density in the recomb-NLTE calculation. It is particularly noteworthy that this indirect effect of the treatment of He on the blue wing of the Ca II profile is dramatic even at epochs when the He I 10 830 Å line is extremely weak (see middle panel of Fig. 7). Although the effect of the NLTE treatment of helium on the states of other elements is obviously complex, it does provide an interesting prospect that the presence of helium may affect high-velocity components in double-detonation models, even when no helium lines are directly identifiable. We caution, however, that this study has focused only on helium and that further work that considers more complete treatment of the ionization (including non-thermal ionization) and recombination of heavier elements would be needed to draw firm conclusions.

6.3. Comparison with previous spectral modelling

A number of previous studies have made predictions for synthetic observables of double-detonation models (e.g. Höflich & Khokhlov 1996; Nugent et al. 1997; Kromer et al. 2010; Woosley & Kasen 2011). In particular, Nugent et al. (1997) discuss the formation of He I lines in the double detonation model of Woosley & Weaver (1994), which is based on a progenitor CO core of 0.7 $M_\odot$ surrounded by a thick He shell of 0.2 $M_\odot$ at ignition, and has luminosity comparable to our HM model. Although Nugent et al. (1997) report that no clear signatures of He I (or He II) manifest in their synthetic optical spectra, they do show substantial optical depths for the near-IR He I 10 830 Å line at some points in the model (up to $\tau \sim 10^4$, see their Fig. 7). Our computed 10 830 Å optical depths never reach such high values (see Figs. 6 and 9), but our synthetic spectra still suggest that the 10 830 Å line could be detectable, even in our HM model (despite its considerably lower He shell mass).

Following observations of SN1994D reported by Meikle et al. (1996), Mazzali & Lucy (1998) studied the formation of He I features (including the 10 830 Å line) in models for SNe Ia. By introducing helium into the W7 model of Nomoto (1984), they showed it was possible to make the 10 830 Å line appear in their synthetic spectrum: depending on how the helium was introduced, they estimated that a helium mass of 0.014–0.03 $M_\odot$ was needed to produce a feature of comparable strength to that for which Meikle et al. (1996) has suggested the He I identification in SN1994D.
These He masses are similar to the shell He masses in the models considered here and thus our results are in line with the findings of Mazzali & Lucy (1998): such small masses can make clear He I lines. However, our models do not support a plausible identification of the feature reported by Meikle et al. (1996) with He I in double detonation models: our models predict He I 10830 Å velocities that are considerably too high (~16 000–18 000 km s\(^{-1}\)) compared to ≤13 000 km s\(^{-1}\)) to match the features in SN1994D (Meikle et al. 1996; Mazzali & Lucy 1998).

Dessart & Hillier (2015) performed NLTE radiative transfer simulations for a model of a He shell detonation on the surface of a CO WD. Such a model is closely related to the double-detonation models we have considered, the key difference being that the secondary detonation of the CO core is not invoked. The structure of the model ejecta in our double-detonation model is, of course, quite different to the case of pure He shell detonation (compare Fig. 1 of Dessart & Hillier 2015 to Figs. 2 and 3; see also Sim et al. 2012). Nevertheless, our findings on He I in double-detonation models are broadly in line with those of Dessart & Hillier (2015): they found that the 10 830 Å He I was prominent for a range of epochs around maximum light (in their case, ~4–20 d post-explosion; note that the light curve evolution is relatively fast for their shell-only detonation) and that the 2 μm He I feature became increasingly strong with time. This is quite consistent with our findings for the LM model, which has a helium mass (0.077 M\(_\odot\)) similar to, but a little smaller than, their model (0.112 M\(_\odot\)). There is, however, one interesting difference, which in principle allows the models to be distinguished: in the double-detonation models, the ash from the He shell is entirely located at high velocities (the low velocity ejecta being dominated by CO detonation ash: see Figs. 2 and 3); in contrast, the shell-only detonation leads to ejecta with helium present at all velocities (see Fig. 1 of Dessart & Hillier 2015). Consequently, the He I 10 830 Å line profile obtained in our double-detonation model is clearly detatched: the absorption part of the profile is all strongly blueshifted, and the emission is correspondingly broad (and shallow). In contrast, the shell-only detonation model leads to a 10 830 Å profile that extends down to low velocities and is more reminiscent of the standard P Cygni shape.

We note that, at the latest epochs they model, Dessart & Hillier (2015) find that the He I 2 μm line is strong and in emission. In future work it will be interesting to investigate how important this feature becomes in the late phases of the double-detonation models but, owing to the physical simplifications currently made in TARDIS, we cannot extend this study to such late epochs.

6.4. Validity of the new approximation

By comparison to the results obtained using the full statistical equilibrium code of Hachinger et al. (2012), our newly-developed approximation, recomb–NLTE, has been shown to be successful in describing the excitation state of key He I lines in the regime of interest to this study. The original justification for treating the He I excited states as in dilute LTE with the He II ground state was based on the reasoning and results of Hachinger et al. (2012), as outlined in Sects. 1 and 2.3, and this assumption has proved to be successful in our own models. The unique treatment of the metastable states was justified theoretically by the fact that these states are populated more strongly by de-excitation from higher levels than direct recombination, specifically by their respective 2P states due to the high oscillator strengths of the associated transitions. This reasoning is supported empirically by the extraction and analysis of the recombination and de-excitation rates from the rate-equation solver of Hachinger et al. (2012) for test cases from Fig. 5.

Since the two models investigated have quite different parameters, it seems that this approximation could be applicable (with caution) to a wide range of double-detonation models, partly alleviating the need for full numerical NLTE treatment of helium during explorations of parameter space. One important limiting factor for the use of the recomb–NLTE approximation is whether the non-thermal ionization rate is sufficiently high that helium remains ionized. The appearance of the key helium features emphasised in this paper is primarily dependent on the populations of the two lowest excited states. The fractional accuracy of these populations is effectively equivalent to the level of deviation of the helium population from full ionisation, provided that these excited state populations remain most strongly coupled to the He II ground state. Thus in cases where a significant degree of ionisation is expected but the true ionisation state cannot be estimated, it is reasonable to use the approximation to determine an approximate upper limit on the potential strength of helium features for a particular model.

7. Summary and conclusion

The primary aim of this work was to determine whether the current generation of double detonation models that involve relatively low-mass He shells could conceal the presence of helium in their photospheric-phase spectra, even when non-thermal effects on the state of helium are approximately taken into account. We focused on two potential models: first, a high-mass model with luminosity appropriate for normal SNe Ia, and second a lower mass model that has been presented as a candidate for less luminous thermonuclear transients.
In the high-mass model, we found that the He I 2 μm line optical depth is likely to remain too low for the feature to be detected in absorption at the phases we consider (within a week of maximum light). However, we found that the He I 10 830 Å-line may have a moderate optical depth in the high-velocity helium-rich outer ejecta and may therefore be observable at photospheric epochs around (and after) maximum light. Since the helium is located in a high-velocity shell, the predicted 10 830 Å profile is detached and substantially blueshifted (∼19 000 km s⁻¹): specifically, our calculations for the high-mass predict that the deepest absorption will be at around 10 250 Å, a region where the feature may be blended with the blue wing of Mg II 10 927 Å or confused/blended with C I 10 693 Å. Given the recent identifications of features with C I 10 693 Å in high-quality observations of normal (and subluminous) SNe Ia (Hsiao et al. 2013; Marion et al. 2015; Hsiao et al. 2015), the possible confusion of normal (and subluminous) SNe Ia (Hsiao et al. 2013; Marion et al. 2015; Hsiao et al. 2015) and the understanding of signatures of double detonation and of unburned carbon, warrant further detailed investigation.

The mass of the helium shell adopted in our high-mass model is close to the minimum shell mass that was estimated for helium detonation around a ∼M⊙ CO WD by Bildsten et al. (2007). Thus our calculations suggests that, even for minimum shell masses, the 10 830 Å-feature may be potentially observable in double-detonations scenarios for normal SNe Ia that invoke double detonations. However, further investigation of other scenarios is needed. In particular, Shen & Moore (2014) show that helium-rich outer shells with masses below 0.1 M⊙ may still support steady detonations for 1 M⊙ CO cores and it has been argued that ignition of very low mass surface helium shells may be triggered during dynamical mergers (e.g. Guillochon et al. 2010; Raskin et al. 2012; Pakmor et al. 2013) and potentially lead to CO core detonation (Pakmor et al. 2013). In such models the high-velocity helium mass could be further reduced by a factor of a few compared to the model we consider here, making detection of the He I even more difficult.

In the lower mass model we consider, the helium features at 10 830 Å and 2 μm are both predicted to be strong and could provide a clear means to identify the presence of helium in the explosion. This is qualitatively comparable to the results of the shell-only helium detonation model studied by Dessart & Hillier (2015) but there are important differences in the helium features predicted at photospheric epochs: specifically, the secondary CO detonation included here has a clear impact on the He I line profile, potentially allowing the two scenarios to be distinguished spectroscopically. Thus attempts to observe the He I near-IR features in sub-luminous transients for which helium detonation models are considered (e.g. Inserra et al. 2015) could help not only to confirm the presence of helium but to determine explosion mechanisms.

In the process of this work, we have developed a new analytic approximation that can be used to estimate the excited He I level populations in double-detonation supernova models. This captures key atomic physics related to helium without incurring significant computational cost, and it should allow for simulations of this type to be carried out relatively simply in the future.
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