Effects of lowly ionized ions on silicon K-shell absorption spectra
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ABSTRACT

Context. In both astrophysical and laboratory plasmas, K-shell absorption spectra have become powerful diagnostic tools to investigate electron density and temperature. These spectra are also widely used to verify the opacity codes in laboratory settings.

Aims. We report the effects of the low ionization silicon ions, namely from Si I to Si V, which have rarely been considered in previous models, on the K-shell silicon absorption spectra.

Methods. The Si K-shell atomic data were calculated with the flexible atomic code, which is a fully relativistic atomic program with configuration interaction taken into consideration. Detailed level accounting models were employed to calculate the absorption spectra.

Results. We calculate the Si absorption spectra in local thermodynamic equilibrium conditions with temperature and density ranges of 20–70 eV and 10¹⁰ cm⁻³ to 10¹³ cm⁻³, respectively, and show the contributions of the lowly ionized ions to the K-shell absorption spectra of silicon. We also investigate the effects of the different atomic data on the absorption spectra. We find good agreement between our results and these from OPLIB.

Conclusions. We find that the contributions from these lowly ionized ions cannot be neglected at relative low temperatures. Accurate experimental measurements are needed to benchmark the theoretical calculations.
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1. Introduction

K-shell spectra, especially those from helium-like ions, are observed in astrophysical objects (Kaspi et al. 2000; Sako et al. 2001; Krongold et al. 2003; Holczer et al. 2007). Gabriel & Jordan (1969) firstly pointed out that the K-shell lines, namely the triplet lines, of He-like ions could be used as a diagnostic tool on solar coronal plasmas because these line ratios are sensitive to electron density and temperatures over a wide range (Kallman et al. 2014). Since then, several improvements have been made to this method using more accurate atomic data and taking more detailed atomic process into consideration (Porquet et al. 2001). Not limited to coronal plasmas, which is dominated by electron excitation and ionization, this method can also be applied to photo-ionized plasmas or nonequilibrium plasmas (Porquet et al. 2000, 2010). Numerous high resolution spectra obtained by modern X-ray satellites, such as Chandra, XMM, and Suzaku, have also revealed detailed K-shell features from lowly ionized ions besides He-like ions (Turner & Miller 2009; Kallman et al. 2014). These lines could provide valuable information regarding these astrophysical objects, such as outflow velocity, temperature, and chemical abundances; they can also be used as diagnostic tools in laboratory plasmas, such as laser plasmas (Bailey et al. 2009), tokamak plasmas (Beiersdorfer et al. 2003), or electron beam ion trap (EBIT) plasmas (Beiersdorfer 2009). Particularly in the experiments of opacity measurements, K-shell spectra are widely used to determine the conditions of the plasma (Bailey et al. 2009; Nagayama et al. 2014). The density is inferred from line Stark broadening, while the electron temperature can be deduced by the K-shell absorption spectra because the K-shell absorption features have a strong dependence on this temperature.

Comprehensive and accurate atomic data are essential to analyze the K-shell spectra, however, K-shell atomic data from low ionization ions with an occupied M-shell are rarely considered in previous work. For example, Sim et al. (2010) included the M-shell ions for Fe and Ni, while only including L-shell ions for Mg, Si, S, Ar, and Ca in modeling the X-ray spectra for active galactic nuclei (AGN) outflows. And in laboratory plasmas, usually only K-shell and L-shell ions are considered when modeling the K-shell spectra from opacity measurements (Wei et al. 2008; Bailey et al. 2009). By including the inner shell atomic data in the opacity calculations, Badnell et al. (2004, 2005) reported that the Rosseland-mean opacities from OP are in good agreement with those from OPAL (Rogers & Iglesias 1992). Nevertheless, the K-shell atomic data for M-shell ions are not included in their updated work. Recently, experimental results from Bailey et al. (2015) revealed that some transitions are omitted in OP. This omission may account for the discrepancies between the measured opacities and those from theoretical models. Lack of K-shell atomic data is the main reason for the current ignorance concerning M-shell ions.

Fortunately, since the launch of high resolution X-ray satellites (Chandra and XMM), K-shell atomic data have been extensively calculated (Palmeri et al. 2002, 2003, 2008, 2011, 2012; Behar & Netzer 2002; Bautista et al. 2003, 2004; Mendoza et al. 2004; Witthoeft et al. 2009; Wei et al. 2010, 2014). Among these
works, Palmeri et al. (2008) reported firstly the K-shell data for M-shell ions of Ne, Mg, Si, S, Ar, and Ca with the codes HFR (Cowan 1981) and AUTOSTRUCTURE (Badnell 1986, 1997). In this note, we use the example of silicon to show the effects of the low ionized silicon ions, namely silicon M-shell ions, on the silicon absorption spectra. For simplicity, we calculated the spectra under local thermodynamic equilibrium (LTE) conditions, which are widely achieved in stellar opacity calculations and opacity experimental measurements.

2. Model

We use the detailed-level-accounting (hereafter, DLA) model to calculate the absorption spectra for silicon plasmas in LTE conditions (Zeng et al. 2004; Jin et al. 2009). Generally, in opacity measurement experiments (Bailey et al. 2009), the plasmas are assumed to be uniform, thus, the spectra after transmission through the plasmas can be written as

\[ T(\nu) = e^{-\kappa L}, \]

where \( \kappa \) is the absorption coefficient, while \( L \) is the thickness of the plasma. The parameter \( \kappa \) can be written as

\[ \kappa = \sum N_{il} \frac{\pi e^2 f_{ilu}}{m_e c} \phi(\nu)(1 - e^{-\nu/hT}), \]

where \( N_{il} \) is the population density for level \( l \) of the ionization state \( i \), \( f_{ilu} \) is the oscillator strength from level \( l \) to \( u \), \( e \) and \( m_e \) are the charge and mass of the electron, \( c \) is the speed of light in a vacuum, and \( \phi(\nu) \) is the line profile function. In our model, the line profile is described by a Voigt profile, which is the convolution of a Gaussian and a Lorentzian profile. The Gaussian profile is composed of the Doppler broadening and instrumental broadening, while the Lorentz profile consists of the radiative and autoionization resonances broadening. The radiative and autoionization widths are adopted from the calculations of Palmeri et al. (2008). We use the same value of the line profile \( \phi(\nu) \) in our models.

In fact, K-shell spectra are used as diagnostic tools mainly because of the presence of K-shell line features, which originate from the bound-bound line transitions (Bailey et al. 2009). The bound-free and free-free absorptions are usually removed from the absorption spectra in laboratory plasmas (Nagayama et al. 2014; Rochau et al. 2005). Identifications of the key line features are also the most important aspects when modeling X-ray spectra from AGN (Turner & Miller 2009). Therefore, for simplicity, in the present case we concentrate on the contributions of the bound-bound line transitions from the M-shell ions of silicon to the absorption spectra.

In our model, the silicon K-shell atomic data are calculated with the flexible atomic code (FAC), which is developed by Gu (2003). The FAC is a fully relativistic atomic program that takes configuration interaction into consideration; it is widely used in the calculations of the atomic data needed to analyze X-ray spectra (Beiersdorfer 2009). The accuracy of these calculations were assessed by many recent works (Massacrier & Artru 2012; Wei et al. 2010). In order to investigate the effects of different atomic data on the calculated absorption spectra, we adopted the same configurations as those in the work of Palmeri et al. (2008), who calculated the K-shell atomic data. For Be-like and C-like ions, the accuracy of the K-shell data was described in our previous work (Wei et al. 2010, 2014). The energy levels are generally accurate to a few eV (less than 4 eV), the wavelengths to within 15 mÅ, and the radiation to around 20% for most transitions.

We provide a detailed comparison between our FAC results and those from Palmeri et al. (2008) of the atomic data for Si V and Si VI in Table 1. The wavelength differences are also less than 15 mÅ. For A values, the present FAC results are also in agreement with those from HFR by about 20%. Figure 1 shows the comparison of radiative rates (>1E + 12s^{-1}) between our present work and those from HFR (Palmeri et al. 2008) for Si II, Si III, and Si IV, and the agreement is also within 20%. In Fig. 2 we show the wavelength differences between our FAC data and those from HFR for Si II, Si III, and Si IV; they are less than 10 mÅ. In general, these comparisons indicated the present accuracy of our atomic data.

3. Results and discussions

In laboratory, opacity can be measured with the plasma temperature range from a few eV to several hundred eV (Bailey et al. 2009). For iron, the plasma temperatures are around 20 eV in early opacity experiments using large laser facilities (Díaz et al. 1992; Winhart et al. 1995, 1996; Chenais-Popovics et al. 2000). In experiments by Springer et al. (1992) and Zhang et al. (2012), they measured temperatures up to 50 to 76 eV. Very recently, Bailey et al. (2007, 2015) made a break through in the temperature (150 to 210 eV) and density (up to
in iron opacity experiments at the Sandia National Laboratory Z-pinch facility, which almost reproduce the conditions of the solar radiation convection boundary. For other light elements, extensive experiments were also conducted in laboratories (Davidson et al. 1988; Perry et al. 1991; Xiong et al. 2016). Most of these above experiments measured the opacity at an order of 0.001 to 0.1 g/cm³, which is corresponding to an electron density of order from $10^{20}$ cm⁻³ to $10^{22}$ cm⁻³. Since the lowly ionized silicon ions do not exist at high temperatures, here we only consider temperatures up to several tens eV. In fact, as a result of the time evolution or gradients in density and temperature, plasmas with low temperatures can exist even in high temperatures (Chenais-Popovics et al. 2000). In particular, Badnell et al. (2005) found that the differences in Rosseland-mean opacity between OP and OPAL get larger at low temperatures. It is interesting to test the contributions from the lowly ionized silicon ions to the K-shell spectra and, thus, we limited the temperatures to the range 20 to 70 eV, while the densities range between $10^{20}$ cm⁻³ to $10^{22}$ cm⁻³. These two parameters are chosen to cover most of the plasma conditions, namely from high to low temperatures and from high to low densities.

### 3.1. Effects of lowly ionized silicon ions

The K-shell spectra of silicon in LTE calculated with our DLA models are shown in Fig. 3 as functions of temperature
and electron density. We calculated the spectra at temperatures of 20 eV, 45 eV, and 70 eV, and at densities of orders from $10^{20}$ cm$^{-3}$ to $10^{22}$ cm$^{-3}$, which can currently be achieved in the opacity experiments. The K-shell spectra of silicon that include M-shell ions are compared with the spectra that do not include M-shell ions in Fig. 3. For clarity, the spectra that do not account for M-shell ions have been shifted up in each panel. We neglected the instrumental broadenings at present, and kept the area density constant in the different calculations. As shown in the lower panels, it is found that, at high temperatures, the spectra do not vary whether the lowly ionized silicon ions are included or not, even if the density increases by two orders of magnitude. This result is expected since the ionization energy for Si I (8.15 eV) to Si IV (45.14 eV) are all lower than 70 eV, thus, the lowly ionized ions fully ionize and cannot exist. At moderate temperatures, as shown in the middle panels in Fig. 3, the temperature is still higher than the ionization energy for most of the lowly ionized Si ions and the contributions from these ions to the absorption spectra are also weak; however, at relatively high density, these contributions begin to be distinct as shown in the middle right panel in Fig. 3. In this panel, large differences in the wavelength around 6.68 Å and 7.11 Å can clearly be seen. The strong absorption features found around 6.68 Å originate from the Ne-like Si V ions, which also contributes to the absorption around 7.11 Å. Under this condition, the effects of the lowly ionized silicon ions should be taken into account when modeling the K-shell spectra of Si. It is found that, at low temperatures, as shown in the upper panels in Fig. 3, the absorptions mainly originate from the lowly ionized ions. Especially at high densities, almost all the absorptions come from lowly ionized ions (upper right panel), namely from F-like to Mg-like ions, and the absorptions from M-shell ions occupy more than 90%.

In Fig. 4, the absorption spectra from each single ion were presented at a temperature of 20 eV and density of $1.2 \times 10^{22}$ cm$^{-3}$, respectively. The main absorption features originate from the Ne-like Si V and Mg-like Si III. Behar & Netzer (2002) provided the K-shell atomic data for the strongest transitions only, however, we find that this is not enough when calculating the absorption spectra for the M-shell ions for some conditions. For example, the strongest absorption feature around 6.68 Å is not the strongest transition among all Si V K-shell transitions. This is because the lower energy level for this transition is the ground state and has the largest population. Omission of these weak transitions in calculations causes fewer absorption features and the opacity. In summary, our results indicate that contributions from these lowly ionized ions of Si to the K-shell spectra are very important, and even can be dominant at low temperatures. However, it is a pity that we cannot compare our calculated results directly with those from OPAL because only Rosseland-mean opacities are provided by the OPAL databases. The monochromatic opacities from OP are only available in a limited photon energy range, and they are not included in the
present calculated spectra. Very recently, Colgan et al. (2016) published a new set of Los Alamos OPLIB opacity tables. In their work, transitions from the inner shell are included for all ion states. Through the inclusion of these inner-shell transitions, Colgan et al. (2016) find that improvements of solar models can be achieved with these new opacity tables. We compared our results with the OPLIB calculations in Fig. 5 at a temperature of 20 eV and density of $1.5 \times 10^{21}$ cm$^{-3}$. The two absorption spectra agree well in general while some differences are also distinct. Owing to the energy grid resolution, the detailed line structures are merged together in the spectra calculated from OPLIB monochromatic opacity. The central positions of absorption lines are also shifted in the two spectra, which is due to the differences between the adopted atomic data. The OPLIB absorptions at the wavelength around 7.045 Å are stronger than that of our FAC calculations. Besides the differences in the adopted atomic data, Colgan et al. (2016) included more inner-shell transitions, for example, inner-shell transitions with valence electron $n$ up to 10.

### 3.2. Effects of different atomic data

Using the HFR (Cowan 1981) and AUTOSTRUCTURE (Badnell 1986, 1997) codes, Palmeri et al. (2008) have computed the extensive atomic data for Si isonuclear sequences. These authors included relativistic corrections in their calculations, while we calculated the atomic data with FAC. Thus, it is interesting to investigate the effects of different atomic data on the Si K-shell absorption spectra. In our calculations of the absorption spectra, all the parameters are the same except for the atomic data, which means that the populations of ions and line broadening are the same for the same transitions in these two models.

Figure 6 showed the calculated spectra, and good agreements between the spectra calculated with our FAC data and those from Palmeri et al. (2008) can be found. Especially, the most absorption features are well reproduced both at high and low temperatures. However, some differences are also noticeable. For example, at low temperatures (~20 eV) two absorption lines from F-like Si VI are around 7.110 Å and 7.113 Å when adopting our FAC data, while using the data from Palmeri et al. (2008) these two lines are shifted to 7.122 Å and 7.125 Å, respectively. The wavelength differences are about 12 mÅ, which is just within the accuracy of our FAC data. The wavelength differences between our FAC results and the HFR results are still large with a range of 10 mÅ to 20 mÅ at moderate temperatures (~45 eV), and these wavelength differences get smaller at high temperatures (~70 eV). This is because although the main contributors to the spectra are still from lowly ionized ions at these relatively low temperatures, the uncertainties for the wavelengths or radiative rates of the K-shell atomic data generally increase as the ion electron numbers increase (Palmeri et al. 2008). Another reason is that Palmeri et al. (2008) performed the wavelength corrections empirically for all ions except the M-shell ions in their K-shell atomic data, which could also lead to a relative large difference for the data from M-shell ions. The differences in the line intensities are also obvious, as we show in an enlarged view of the absorption spectra in longer wavelength in Fig. 6. We noticed that the detailed absorption line intensities are different as the uncertainties of the oscillator strengths (linked to radiative rates) can be large. Indeed, the accuracy of the atomic data near the neutral ends of isonuclear sequences can be relatively low because of the increasing importance of the correlation effects causing strong mixings of the atomic configurations. Thus, it is comprehensible that different opacity database usually have large differences at low temperatures, which is the result of the lack of accurate atomic data, especially for the M-shell ions.

### 4. Conclusions

We developed a DLA model in LTE conditions to investigate the effects of the silicon M-shell ions on the absorption spectra. Our results show that at relatively low temperature (≤45 eV) contributions from the lowly ionized ions to the absorption spectra are gradually increasing and may be dominant at lower temperatures, although their contributions can be neglected at high temperatures. We compared our results with the OPLIB databases and achieved good agreements. Comparisons of the calculated results by adopting different atomic data suggests that the detailed absorption features, such as line position and intensity, have large differences at low temperatures. This indicates that accurate measurements are needed to benchmark these theoretical atomic data.

Moreover, these effects are not unique to Si, but appear to be a common phenomenon. As stated above, the opacity from
the database OP have already been claimed that some transitions have been neglected. Our result shows that the K-shell transitions from those M-shell ions could be potential candidates. Future investigations of these effects for Fe will be carried out soon.
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Fig. 6. K-shell absorption spectra calculated with our FAC atomic data and HFR from Palmeri et al. (2008). The electron temperature (in eV) and density (in cm$^{-3}$) are indicated in each panel. The expanded spectra, indicated in the panel, are shown in the inset.