Atmospheric NLTE models for the spectroscopic analysis of blue stars with winds

III. X-ray emission from wind-embedded shocks
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ABSTRACT

Context. Extreme ultraviolet (EUV) and X-ray radiation emitted from wind-embedded shocks in hot, massive stars can affect the ionization balance in their outer atmospheres and can be the mechanism responsible for producing highly ionized atomic species detected in stellar wind UV spectra.

Aims. To allow for these processes in the context of spectral analysis, we have implemented the emission from wind-embedded shocks and related physics into our unified, NLTE model atmosphere/spectrum synthesis code FASTWIND.

Methods. The shock structure and corresponding emission is calculated as a function of user-supplied parameters (volume filling factor, radial stratification of shock strength, and radial onset of emission). We account for a temperature and density stratification inside the postshock cooling zones, calculated for radiative and adiabatic cooling in the inner and outer wind, respectively. The high-energy absorption of the cool wind is considered by adding important K-shell opacities, and corresponding Auger ionization rates have been included in the NLTE network. To test our implementation and to check the resulting effects, we calculated a comprehensive model grid with a variety of X-ray emission parameters.

Results. We tested and verified our implementation carefully against corresponding results from various alternative model atmosphere codes, and studied the effects from shock emission for important ions from He, C, N, O, Si, and P. Surprisingly, dielectronic recombination turned out to play an essential role for the ionization balance of O IV/O V (particularly in dwarfs with \( T_{\text{eff}} \approx 45 000 \) K). Finally, we investigated the frequency dependence and radial behavior of the mass absorption coefficient, \( \kappa_\nu(r) \), which is important in the context of X-ray line formation in massive star winds.

Conclusions. In almost all of the cases considered, direct ionization is of major influence because of the enhanced EUV radiation field, and Auger ionization only affects N VI and O VI significantly. The approximation of a radially constant \( \kappa_\nu \) is justified for \( r > 1.2 R \), and \( \lambda \lesssim 18 \ \AA \) and also for many models at longer wavelengths. To estimate the actual value of this quantity, however, the He II opacities need to be calculated from detailed NLTE modeling, at least for wavelengths longer than 18 to 20 \( \AA \), and information on the individual CNO abundances has to be present.
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1. Introduction

Most of our knowledge about the physical parameters of hot stars has been inferred by means of quantitative spectroscopy, i.e., the analysis of stellar spectra based on atmospheric models. The computation of such models is very challenging, mostly because of the intense radiation fields of hot stars leading to various effects that are absent in the atmospheres of cooler stars, such as the requirement for a kinetic equilibrium description (also simply called NLTE = non-LTE) and the presence of strong, radiation-driven winds.

In recent decades, a number of numerical codes have been developed that enable the calculation of synthetic profiles/spectral energy distributions (SEDs) from such hot stars. Apart from plane-parallel, hydrostatic codes, which can be used to analyze those atmospheres that are less affected by the wind (e.g., dusty, Hubeny 1998; Detail/Surface, Giddings 1981; Butler & Giddings 1985), all of these codes apply the concept of unified (or global) model atmospheres (Gabler et al. 1989), which aims at a consistent treatment of both photosphere and wind, i.e., including (steady-state) mass loss and velocity fields. Examples of such codes are CMFGEN (Hillier & Miller 1998), PHOENIX (Hauschildt 1992), PoWR (Gräfener et al. 2002), WM-basic (Pauldrach et al. 2001), and FASTWIND (Puls et al. 2005; Rivero González et al. 2012a). A brief comparison of these different codes can be found in Puls (2009).

In the present paper, we report on recent progress to improve the capabilities of FASTWIND, which is widely used to analyze the optical spectra of hot massive stars (e.g., in the context of the VLT-flames survey of massive stars, Evans et al. 2008; and the VLT-flames Tarantula Survey, Evans et al. 2011). One of the most challenging aspects of these surveys was the analysis of the atmospheric nitrogen content, which is processed in
the stellar core by the CNO cycle and transported to the outer layers by rotational mixing, to derive stringent constraints for up-to-date evolutionary calculations. Though the optical nitrogen analysis of B-stars (dwarfs and supergiants with not too dense winds) could still be performed by a hydrostatic code (in this case TLUSTY, e.g., Hunter et al. 2007, 2008), a similar analysis of hotter stars with denser winds required the application of unified model atmospheres, due to the wind impact on the strategic nitrogen lines (Rivero González et al. 2011, 2012a; Martins et al. 2012). Moreover, because of the complexity of the involved processes, the precision of the derived nitrogen abundances\(^2\) is still questionable. To independently check this precision and to obtain further constraints, a parallel investigation of the carbon (and oxygen) abundances is urgently needed, since at least the N/C abundance ratio as a function of N/O might be predicted almost independently from the specific evolutionary scenario (Przybilla et al. 2010), and thus allows individually derived spectroscopic abundances to be tested (see also Martins et al. 2015a).

As shown by Martins & Hillier (2012), however, the optical diagnostics of carbon in O stars is even more complex than the nitrogen analysis, since specific, important levels are pumped by a variety of UV resonance lines. Thus, an adequate treatment of UV lines is inevitable, both for the optical diagnostics and to constrain the results by an additional analysis of carbon lines located in the UV. If at least part of these lines are formed in the wind, the inclusion of X-ray and extreme ultraviolet (EUV) emission from wind-embedded shocks turns out to be essential (see below); this is the main reason (though not the only one) for our current update of FASTWIND. Other codes such as CMFGEN, PoWR, and WM-basic already include these processes, thus enabling the modeling of the UV (e.g., Pauldrach et al. 2001; Crowther et al. 2002; Hamann & Oskinova 2012) and the analysis of carbon (plus nitrogen and oxygen, e.g., Bouret et al. 2012; Martins et al. 2015a,b for the case of Galactic O stars).

X-ray emission from hot stars has been measured at soft (0.1 to \(\approx 2\) keV) and harder energies, either at low resolution in the form of a quasi-continuum, or at high resolution allowing the investigation of individual lines (e.g., Oskinova et al. 2006; Owocki & Cohen 2006; Hervé et al. 2013; Leutenegger et al. 2013b; Cohen et al. 2014b; Rauw et al. 2015). The first X-ray satellite observatory, EINSTEIN, has already revealed that O stars are soft X-ray sources (Harnden et al. 1979; Seward et al. 1979), and Cassinelli & Swank (1983) were the first to show that the observed X-ray emission is due to thermal emission, dominated by lines. Follow-up investigations, particularly by ROSAT, have subsequently allowed us to quantify X-ray properties for many OB stars (see Kudritzki & Puls 2000 and references therein). Accounting also for more recent work based on Chandra and XMM-Newton, it was found that the intrinsic X-ray emission of “normal” O stars is highly constant w.r.t. time (e.g., Nazé et al. 2013), and that the level of X-ray emission is strictly related to basic stellar and wind parameters, e.g., \(L_x/L_{bol} \approx 10^{-7}\) for O stars (Chlebowski et al. 1989; Sana et al. 2006; Nazé et al. 2011).

Such X-ray emission is widely believed to originate from wind-embedded shocks, and to be related to the line-driven instability (LDI; e.g., Lucy & Solomon 1970; Owocki & Rybicki 1984; Owocki et al. 1988; Owocki 1994; Feldmeier 1995). In terms of a stationary description, a simple model (e.g., Hillier et al. 1993; Cassinelli et al. 1994) assumes randomly distributed shocks above a minimum radius, \(R_{\text{min}} \approx 1.5\ R_*\). This is consistent with X-ray line diagnostics (e.g., Leutenegger et al. 2013b; see also Rauw et al. 2015) in which the hot shocked gas (with temperatures of a few million Kelvin and a volume filling factor on the order of \(10^{-3}\) to \(\approx 10^{-2}\)) is collisionally ionized/excited and emits X-ray/EUV photons due to spontaneous decay, radiative recombinations, and bremsstrahlung. The ambient, cool wind then reabsors part of the emission, mostly via K-shell processes. The strength of this wind absorption has a strong frequency dependence. For energies beyond \(0.5\) keV (e.g., the Chandra bandpass), the absorption is very modest (e.g., Cohen et al. 2011), whilst for softer X-rays and the EUV regime the absorption is significant, even for winds with low mass-loss rates (e.g., Cohen et al. 1996). In the latter case, only a small fraction of the produced radiation actually leaves the wind.

This simple model, sometimes extended to account for the post-shock cooling zones of radiative and adiabatic shocks (see Feldmeier et al. 1997a; but also Owocki et al., 2013), is used in the previously mentioned NLTE codes, particularly to account for the influence of X-ray/EUV emission on the photoionization rates.

Since the detection of high ionization stages in stellar wind UV spectra, such as O VI, Si VI, and N V (Snow & Morton 1976; Lamers & Morton 1976; Lamers & Rogerson 1978), that cannot be produced in a cool wind (thus, denoted “superionization”), the responsible mechanism was, and partly still is, subject to debate. Because the X-ray and associated EUV luminosity emitted by the shocks is quite strong, it can severely affect the degree of ionization of highly ionized species by Auger ionization (Macfarlane et al. 1993) and even more by direct ionization in the EUV (Pauldrach et al. 1994, 2001). A first systematic investigation of these effects on the complete FUV spectrum, as a function of stellar parameters, mass loss, and X-ray luminosity was performed by Garcia (2005).

In this paper, we present our approach for implementing wind-embedded shocks into FASTWIND to allow for further progress as outlined above, and report on corresponding tests and first results. In Sect. 2, our model for the X-ray emission and cool-wind absorption is described along with coupling to the equations of statistical equilibrium. In Sect. 3 we present our model grid, which constitutes the basis of our further discussion. Section 4 provides some basic tests and Sect. 5 presents first results. In particular, we discuss how the ionization fractions of specific, important ions are affected by X-ray emission, and how these fractions change when the description of the emission (filling factors and shock temperatures) is varied (Sect. 5.1). We compare with results from other studies (Sect. 5.1.4) and investigate the impact of Auger compared to direct ionization (Sect. 5.2). We discuss the impact of dielectronic recombination in O V in Sect. 5.3, and comment on the radial behavior of the mass absorption coefficient (as a function of wavelength), which is an important issue for X-ray line diagnostics (Sect. 5.4). Finally, we present our summary and conclusions in Sect. 6.

2 Implementation of X-ray emission and absorption in FASTWIND

Our implementation of the X-ray emission and absorption from wind-embedded shocks closely follows the implementation by Pauldrach et al. (2001) for WM-basic (see also Pauldrach et al. 1994), which in turn is based on the model for shock cooling zones developed by Feldmeier et al. (1997a, see Sect. 1). Except for the description of the cooling zones, this implementation is similar to the approaches by Hillier & Miller (1998,
CMFGEN, but using a different definition of the filling factor, see below), Oskinova et al. (2006, POWR), and Krtička & Kubát (2009, hereafter KK09). In the following, we summarize our approach.

2.1. X-ray emission

Following Feldmeier et al. (1997a), the energy (per unit of volume, time, and frequency), emitted by the hot gas into the full solid angle $4\pi$, can be written as

$$\epsilon_r = f_x(r)n_p(r)n_e(r)\Lambda_e(n_e(r), T_e(r)), \tag{1}$$

where $n_p(r)$ and $n_e(r)$ are the proton and electron density of the (quasi-)stationary, cool (pre-shock) wind, $T_e(r)$ is the shock temperature, and $f_x(r)$ is the filling factor related to the (volume) fraction of the X-ray emitting material. Indeed, this definition differs from the formulation suggested by Hillier et al. (1993, their Eq. (2)), since we include here their factor 16 into $f_x$ (accounting for the density jump in a strong adiabatic shock). This definition is then identical with that used in WM-basic, POWR (presumably), and by KK09, whilst the relation to the filling factor used in CMFGEN, $\epsilon_r$, is given by

$$f_x = 16 \epsilon_r. \tag{2}$$

In principle, $\Lambda_e$ is the frequency-dependent volume emission coefficient (“cooling function”) per proton and electron, calculated here using the Raymond-Smith code (Raymond & Smith 1977, see also Smith et al. 2001), with abundances from the FASTWIND input, and neglecting the weak dependence on $n_e$. We evaluate the cooling function at a fixed electron density, $n_e = 10^{10}$ cm$^{-3}$ (as done elsewhere, e.g., by Hillier et al. 1993 and Feldmeier et al. 1997a), and have convinced ourselves of the validity of this approximation. We note here that the only spectral features with a significant dependence on electron density are the forbidden and intercombination lines of He-like emission complexes, and even there (i) the density dependence is swamped by the dependence on UV photoexcitation; and (ii) in any case the flux of the forbidden plus intercombination line complex (f-v lines are very closely spaced) is conserved.

In contrast with the assumption of a hot plasma with a fixed postshock temperature and density (as adopted in some of the above codes), in our implementation we account for a temperature and density stratification in the postshock cooling zones, and we note that the decreasing temperature and increasing density should significantly contribute to the shape of the emitted X-ray spectrum (Krolik & Raymond 1985). To this end, we adopt the structure provided by Feldmeier et al. (1997a), and integrate the emitted energy (Eq. (1)) over the cooling zone,

$$\overline{\epsilon}_r = f_x(r)n_p(r)n_e(r)\Lambda_e(10^{10} \text{ cm}^{-3}, T_e(r)), \tag{3}$$

with

$$\Lambda_e(T_e(r)) = \frac{1}{L_e} \int_{r}^{r_{\text{sh}}} f^2(r') \Lambda_e(T_e(r'), g(r')) \, dr', \tag{4}$$

where $r$ is the position of the shock front and $L_e$ the spatial extent of the cooling zone. In this formulation, the “+” sign corresponds to a reverse shock, and the “−” sign to a forward shock.

The functions $f$ and $g$ provide the normalized density and temperature stratification inside the cooling zone, and are calculated following Feldmeier et al. (1997a), accounting for radiative and adiabatic cooling in the inner and outer wind, respectively (see Sect. 2.3). We integrate over 1,000 subgrid points within $L_e$, finding identical results for both $f(r)$ and $g(r)$ as well as for $\Lambda_e$, compared to the original work (Figs. 1 and 7; 2 and 3 in Feldmeier et al. 1997a). By setting $f = g = 1$, we are able to return to nonstratified, isothermal shocks.

In our implementation, the (integrated) cooling function and, thus, the emissivity is evaluated in the interval between 1 eV and 2.5 keV for a bin-size of 2.5 eV. These emissivities are then resampled onto our coarser frequency grid as used in FASTWIND in such a way as to preserve $\int \epsilon_r \, dv$ in each of the coarser subintervals, thus enabling correct photo integrals for the rate equations.

The immediate postshock temperature, $T_s(r)$, entering Eq. (4), follows from the Rankine-Hugoniot equations

$$T_s(r) = \frac{3}{16} \frac{\mu m_H}{k_B} \left( \frac{14}{5} \frac{a_s^4}{(1 - 3 \frac{a_s^2}{14 a_v^2})} \right), \tag{5}$$

where $a$ is the jump velocity, $\mu$ the mean atomic weight, and $a_v$ the adiabatic upstream sound speed. For simplicity, we calculate the shock temperature from a more approximate expression, neglecting the term in the square bracket, i.e., assuming the strong shock scenario ($a'' \gg a_v$).

To derive $T_s$, we thus need to specify the jump velocity $u$, adopted in accordance with Pauldrach et al. (1994, their Eq. (3)) as

$$u(r) = u_r \left[ \frac{\epsilon(r)}{\epsilon_r} \right]^{\gamma_s}, \tag{7}$$

where $u_r$ is the maximum jump speed, which in our implementation is an input parameter (on the order of 300 to 600 km s$^{-1}$, corresponding to a maximum shock temperature, $T_r^\infty \approx 10^6$ to $5 \times 10^7$ K for O stars), together with the exponent $\gamma_s$ (in the typical range 0.5...2) that couples the jump velocity with the outflow velocity, controlling the shock strength. A parameterization such as Eq. (7) is motivated primarily by the observed so-called “black troughs” in UV P-Cygni profiles. Namely, when modeled using a steady-state wind, such black troughs can only be reproduced when assuming a velocity dispersion that increases in parallel with the outflow velocity, which is interpreted as a typical signature of wind structure (e.g., Groenewegen & Lamers 1989; Haster 1995). However, Eq. (7) only represents one possible implementation of the radial distribution of wind-shock strengths, and ultimately the user is responsible for her/his choice of parameterization (see also discussion in Sect. 6).

The last required parameter is the onset radius of the X-ray emission, $R_{\text{min}}$. This value is controlled by two input parameters, $R_{\text{min}}^{\text{input}}$ and a factor $m_a$ (the latter in accordance with Pauldrach et al. 1994). From these values, $R_{\text{min}}$ is calculated via

$$R_{\text{min}} = \min \left( \frac{R_{\text{min}}^{\text{input}}}{m_a}, R_{\text{min}} \right) \text{ with } R_{\text{min}} = m_a a_v. \tag{8}$$

For all radii $r > R_{\text{min}}$, the X-ray emission is switched on. $R_{\text{min}}$ values from 1.1 to 1.5 $R_s$ are, e.g., supported by

---

3 The corresponding emissivity is lower by a factor $1/4\pi$.
4 The actual, local preshock density may be different from its quasi-stationary equivalent, but this difference gets absorbed in the $f_x$-factor.
5 We were not able to find a definite statement, but Oskinova et al. (2006) also refer to Feldmeier et al. (1997a).

---

See Lucy (1982), Puls et al. (1993) and Sundqvist et al. (2012b) for the case of time-dependent, nonmonotonic velocity fields.
Pauldrach et al. (1994) from their analysis of the O VI resonance lines. Hillier et al. (1993) analyzed the sensitivity to \( R_{\text{ens}} \), pointing to indistinguishable X-ray flux differences when the onset is varied between 1.5 and 2 \( R_\odot \). Recent analyses of X-ray line emission from hot star winds also point to values around 1.5 \( R_\odot \) (e.g., Leutenegger et al. 2006; Oskinova et al. 2006; Hervé et al. 2013; Cohen et al. 2014b), although Rauw et al. (2015) derived a value of 1.2 \( R_\odot \) for the wind of \( \alpha \) Cep.

2.2. X-ray absorption and Auger ionization

Besides the X-ray emission, we need to compute the absorption by the cold background wind; the optical depths inside the shocked plasma are so low that absorption can be neglected there.

In FASTWIND, the cool wind opacity is computed in NLTE. To include X-ray absorption requires that we (i) extend the frequency grid and coupled quantities (standard opacities and emissivities, radiative transfer) into the X-ray domain (up to 2.5 keV \( \approx 5 \) Å); and (ii) compute the additional absorption by inner shell electrons, leading to, for example, Auger ionization. So far, we included only K-shell absorption for light elements using data from Daltabuit & Cox (1972). L- and M-shell processes for heavy elements, which are also present in the considered energy range, have not been incorporated until now, but would only lead to marginal effects, as test calculations by means of WM-basic have shown.

We checked that the K-shell opacities by Daltabuit & Cox (1972) are very similar (with typical differences less than 5%) to the alternative and more modern dataset from Verner & Yakovlev (1995), at least in the considered energy range (actually, even until 3.1 keV).8 While the provided dataset includes K-shell opacities from the elements C, N, O, Ne, Mg, Si, and S, the last element (S) has threshold energies beyond our maximum energy, 2.5 keV; hence, K-shell absorption and Auger ionization for this element is not considered in our model.

After calculating the radiative transfer in the X-ray regime, accounting for standard and K-shell opacities and standard and X-ray emissivities, we are able to calculate the corresponding photo rates required to consider Auger ionization in our NLTE treatment. Here, we do not only include the transition between ions separated by a charge difference of two (such as, e.g., the ionization from O IV to O VI), but we follow Kastra & Mewe (1993) who stressed the importance of cascade ionization processes, enabling a sometimes quite extended range of final ionization stages. For example, the branching ratio for O IV to O V vs. O IV to O VI is quoted as 96:9904, whilst the branching ratios for Si III to Si IV/Si V/Si VI are 3:775:9222; i.e., here the major Auger-ionization occurs for the process III to VI. In our implementation of Auger ionization, we accounted for all possible branching ratios following the data provided by Kastra & Mewe.

Finally, we reiterate that in addition to such inner shell absorption/Auger ionization processes, direct ionization due to X-rays/enhanced EUV radiation (e.g., of O V and O VI) is essential and automatically included in our FASTWIND modeling.

The impact of direct vs. Auger ionization is compared in Sect. 5.2.

2.3. Radiative and adiabatic cooling

As pointed out in Sect. 2.1, the shock cooling zones are considered to be dominated by either radiative or adiabatic cooling, depending on the location of the shock front. More specifically, the transition between the two cooling regimes is obtained from the ratio between the radiative cooling time, \( t_c \), i.e., the time required by the shocked matter to return to the ambient wind temperature, and the flow time, \( t_f \), the time for the material to cross \( L_\odot \) (expressions for these quantities can be found in Feldmeier et al. 1997a; but see also Hillier et al. 1993). In the inner part of the wind, the cooling time is shorter than the flow time and the shocks are approximated as radiative. Further out in the wind, at low densities, \( t_c \gg t_f \), and the cooling is dominated by adiabatic expansion (see also Simon & Axford 1966). In our approach, we switch from one treatment to the other when a unity ratio is reached, where \( t_c/t_f \propto T_r(r)^{1/2}r \rho(r)^{f}/M \). For typical O supergiants and shock temperatures, the transition occurs in the outermost wind beyond \( r > 50 R_\odot \); whilst for O dwarfs the transition can occur at much lower radii, \( r > 2.5 R_\odot \) or even lower for weak-winded stars.

Basically, each cooling zone is bounded by a reverse shock at the starward side and a forward shock at the outer side. Time-dependent wind simulations (e.g., Feldmeier 1995) show that in the radiative case the forward shock is much weaker than the reverse shock and, thus, is neglected in our model. In the adiabatic case, we keep both the reverse and forward shock and, for lack of better knowledge, assume equal \( T_r \) for both components (\( \theta = 1 \) in the nomenclature by Feldmeier et al. 1997a), and an equal contribution of 50% to the total emission.

3. Model grid

In this section, we describe the model grid used in most of the following work. To allow for a grid of theoretical models that enables us to investigate different regimes of X-ray emission for different stellar types and to perform meaningful tests, we use the same grid as presented by Pauldrach et al. (2001, their Table 5) for discussing the predictions of their (improved) WM-basic code. Moreover, this grid has already been used by Puls et al. (2005) to compare the results from an earlier version of FASTWIND with the WM-basic code.

For convenience, we present the stellar and wind parameters of this grid in Table 1. For all models, the velocity field exponent has been set to \( \beta = 0.9 \). The FASTWIND and WM-basic models display a certain difference in the velocity field. All entries shown in Table 1 refer to homogeneous winds, however, for specific tests (detailed when required) we have calculated microclumped models as well (i.e., assuming optically thin clumps). Although clumping is not considered in our standard model grid, a (micro-)clumped wind could be roughly compared to our unclumped models as long as the mass-loss rate of the clumped model corresponds to the mass-loss rate of the unclumped model divided by the square root of the clumping factor.

This grid, in turn, is based on observational results from Puls et al. (1996), which at that time did not include the effects of wind inhomogeneities, so that the adopted mass-loss rates might be too large by factors from \( \sim 3 \ldots 6 \).

WM-basic calculates the velocity field from a consistent hydrodynamic approach.

7 \( = \) Outer electron shell.

8 We used data from Daltabuit & Cox (1972) to ensure compatibility with results from WM-basic to allow for meaningful comparisons. In the near future, we update our data following Verner & Yakovlev (1995).
Besides the atmospheric and wind parameters shown in Table 1, our model of X-ray emission requires the following additional input parameters: \( f_X \), \( \gamma_s \), \( m_s \), and \( R_{\text{input}} \min \), as described in the previous section.

For most of the models discussed in Sect. 5, we calculated, per entry in Table 1, 9 different sets of X-ray emission: \( f_X \) (adopted as spatially constant) was set to 0.01, 0.03, and 0.05, whilst the maximum shock velocity, \( \dot{v}_{\infty} \), was independently set to 265, 460, and 590 km s\(^{-1}\), corresponding to maximum shock temperatures of 1, 3, and 5 \( \times 10^6 \) K.

For all models, we used \( \gamma_s = 1.0 \), \( R_{\text{input}} \min = 1.5 \ R_\odot \), and \( m_s = 20 \). This corresponds to an effective onset of X-rays, \( R_{\text{min}} \), between 1.2 and 1.5 \( R_\odot \), or 0.1 and 0.2 \( \dot{v}_{\infty} \), respectively (see Table 1, last column). Thus, our current grid comprises 9 times 11 = 99 models, and has enough resolution to compare this grid with previous results from other codes and to understand the impact of the X-ray radiation onto the ionization fractions of various elements.

### 4. Tests

In this section, we describe some important tests of our implementation, including a brief parameter study. A comparison to similar studies with respect to ionization fractions (also regarding the impact of Auger ionization) is provided in Sect. 5. Of course, we tested much more than described in the following sections. For example, we also tested the following:

(i) The impact of \( \gamma_s \) (see also Pauldrach et al. 2001), particularly when setting \( \gamma_s \) to zero and consequently forcing all shocks, independent of their position, to emit at the maximum shock temperature, \( T_{\gamma}^s \). In this case and compared to our standard grid with \( \gamma_s = 1 \), the dwarf models that are cooler than 50 kK display a flux increase of 2 dex shortward of 100 Å (this increase is barely noticeable already for D50), whilst the supergiant models display a similar increase for wavelengths around 10 Å and below. In terms of ionization fractions, setting \( \gamma_s \) to zero results in an increase of highly ionized species (e.g., O\( \text{VI} \) and N\( \text{VI} \)) by roughly one dex from the onset of X-ray emission throughout the wind. For all other dwarf models, this increase appears only out to \( \sim 4.0 \ R_\odot \). The same effect is present in the supergiant models, except for a smaller radial extent.

(ii) We compared the ionization fractions of important atoms when they are either treated as explicit (i.e., “exact”) or as background (i.e., approximate) elements (cf. Sect. 3), and we mostly found an excellent agreement (in all cases, the agreement was at least satisfactory) between both approaches for the complete model grid.

(iii) During our study on the variations of the mass absorption coefficient with \( T_{\text{eff}} \) and \( r \) in the X-ray regime (see Sect. 5.4), we also compared our opacities with those predicted by KK09 (their Fig. 15, showing mass absorption coefficient versus wavelength), and we were able to closely reproduce their results at least shortward of 21 Å (including the dominating O\( \text{IV} \)/O\( \text{V} \) K-shell edge). Our model, however, produces lower opacities on the longward side, thus indicating a different He ionization balance (see Sect. 5.4). When comparing the averaged (between 1.5 and 5 \( R_\odot \)) absorption coefficients in the wavelength regime shortward of 30 Å, KK09 found a slight decrease of 8% after including X-rays in their models because of the induced ionization shift. This is consistent with our findings, which indicate, for the same range of \( r \) and \( A \), a decrease by 9%.

### Notes

For X-ray emission parameters, see text.

---

**Table 1. Stellar and wind parameters of our grid models with homogeneous winds, following Pauldrach et al. (2001).**

<table>
<thead>
<tr>
<th>Model</th>
<th>( T_{\text{eff}} ) (kK)</th>
<th>( \log g ) (cm s(^{-2}))</th>
<th>( R_\odot ) (( \dot{v}_{\infty} ) (km s(^{-1})))</th>
<th>( M ) (( 10^{-6} \ M_\odot \ yr^{-1}))</th>
<th>( R_{\text{min}} ) (( R_\odot ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dwarfs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D30</td>
<td>30</td>
<td>3.85</td>
<td>12</td>
<td>1800</td>
<td>0.008</td>
</tr>
<tr>
<td>D35</td>
<td>35</td>
<td>3.80</td>
<td>11</td>
<td>2100</td>
<td>0.05</td>
</tr>
<tr>
<td>D40</td>
<td>40</td>
<td>3.75</td>
<td>10</td>
<td>2400</td>
<td>0.24</td>
</tr>
<tr>
<td>D45</td>
<td>45</td>
<td>3.90</td>
<td>12</td>
<td>3000</td>
<td>1.3</td>
</tr>
<tr>
<td>D50</td>
<td>50</td>
<td>4.00</td>
<td>12</td>
<td>3200</td>
<td>5.6</td>
</tr>
<tr>
<td>D55</td>
<td>55</td>
<td>4.10</td>
<td>15</td>
<td>3300</td>
<td>20</td>
</tr>
<tr>
<td>Supergiants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S30</td>
<td>30</td>
<td>3.00</td>
<td>27</td>
<td>1500</td>
<td>5.0</td>
</tr>
<tr>
<td>S35</td>
<td>35</td>
<td>3.30</td>
<td>21</td>
<td>1900</td>
<td>8.0</td>
</tr>
<tr>
<td>S40</td>
<td>40</td>
<td>3.60</td>
<td>19</td>
<td>2200</td>
<td>10</td>
</tr>
<tr>
<td>S45</td>
<td>45</td>
<td>3.80</td>
<td>20</td>
<td>2500</td>
<td>15</td>
</tr>
<tr>
<td>S50</td>
<td>50</td>
<td>3.90</td>
<td>20</td>
<td>3200</td>
<td>24</td>
</tr>
</tbody>
</table>

Notes. For X-ray emission parameters, see text.

---

11 These stages dominate the heating/cooling of the cold wind plasma via corresponding free-free, bound-free, and collisional (de-)excitation processes.
4.1. Impact of various parameters

First, we study the impact of various parameters on the emergent (soft) X-ray fluxes, in particular $R_{\text{min}}$, $f_X$, and $T_X^\infty$. For these tests, we used the model S30 (see Table 1, similar to the parameters of α Cam (HD 30614, O9.5ia)) since this object has been carefully investigated by Pauldrach et al. (2001, their Table 9) as well.

Before going into further details, we would like to clarify that the soft X-ray and EUV shock emission are composed almost entirely of narrow lines and that the binning and blending make the spectral features look more like a pseudo-continuum, which is clearly visible in the following figures (though most of them display the emergent fluxes and not the emissivities themselves)\(^\text{12}\).

Impact of $R_{\text{min}}$. The sensitivity of the X-ray fluxes on $R_{\text{min}}$ is shown in Fig. 1, where the other parameters were fixed at their center values within our small X-ray grid (i.e., $f_X = 0.03$ and $T_X^\infty = 3 \times 10^6$ K). In particular, the shock temperature is quite high for such a stellar model, but was chosen deliberately to allow for somewhat extreme effects.

Indeed, the only visible differences are present in the range between the He II edge and roughly 330 Å. Shortward of the He II edge, all fluxes are identical (though only shown down to 100 Å to allow for a better resolution), since the (cool) wind already becomes optically thick far out in the wind at these wavelengths (He II, O IV, etc. continua, and K-shell processes). For $\lambda > 350$ Å, on the other hand, the shock emissivity becomes too low to be of significant impact.

In this context, it is interesting to note that in ε CMa (B2III, the only massive hot star with EUVE data) the observed EUV emission lines in the range between 228 to 350 Å each have a luminosity comparable to the total X-ray luminosity in the ROSAT bandpass (Cassinelli et al. 1995), which also stresses the importance of this wavelength region from the observational side.

\(^\text{12}\) As shown by Pauldrach et al. (1994), the total shock emissivity is roughly a factor of 50 larger than the corresponding hot plasma free-free emission from hydrogen and helium.
(iv) For the two models in which $R_0$ change in the ionization of helium (and oxygen) becomes clearly with typical X-ray emission parameters, switches to O the main ionization stage of oxygen, which is O $\text{iii}$ and He $\text{ii}$ beyond 1.2 $R_\odot$ stages. The latter e leads to higher X-ray fluxes (emission (cf. Eqs. (1) and (3)). Having more X-ray photons model with $f_x$ lower the wavelength range below 228 Å, compared to models with lower $f_x$.

Coming back to Fig. 1, significant flux differences between the shocked and unshocked models are visible for all values of $R_{\min}$ (even for $R_{\min} = 2$ or 10 $R_\odot$) below $\lambda < 350$ Å, particularly below the N $\text{iii}$ and C $\text{iii}$ edges as a result of higher ionization.

On the other hand, the models with $R_{\min} = 1.2$ and 1.5 $R_\odot$ are almost indistinguishable, at least regarding the pseudo-continuum fluxes. This turns out to be true also for He $\text{II}$ 1640 and He $\text{II}$ 4686, although these lines become sensitive to the choice of $R_{\min}$ if we change $R_{\min}$ from 1.5 to 2 $R_\odot$ because of the different intensities around the He $\text{II}$ edge and around He $\text{II}$ 303 (Lyman-alpha) in the line-forming region. We come back to this point in Sect. 5.1.2.

Impact of $f_x$. In Fig. 3, we investigate the impact of $f_x$, which has a most direct influence on the strength of the X-ray emission (cf. Eqs. (1) and (3)). Having more X-ray photons leads to higher X-ray fluxes/luminosities and to less XUV/EUV-absorption from the cool wind because of higher ionization stages. The latter effect becomes particularly visible for the model with $f_x = 0.1$, which was used to check at which level of X-ray emission we start to change the overall ionization stratification. Most importantly, helium (with He $\text{II}$ as the main ion beyond 1.2 $R_\odot$ for S30 models with typical values 0.03 $\leq f_x \leq 0.05$) becomes more ionized, reaching similar fractions of He $\text{II}$ and He $\text{III}$ between 2.2 $R_\odot$ ($\sim 0.5 v_w$) and 8.7 $R_\odot$ ($\sim 0.8 v_w$). Also, the main ionization stage of oxygen, which is O $\text{IV}$ in S30 models with typical X-ray emission parameters, switches to O $\text{V}$ between 1.8 $R_\odot$ ($\sim 0.4 v_w$) and 4.0 $R_\odot$ ($\sim 0.7 v_w$) when $f_x$ is set to 0.1. The change in the ionization of helium (and oxygen) becomes clearly visible in the much weaker He $\text{II}$ edge and much higher fluxes in the wavelength range below 228 Å, compared to models with lower $f_x$.

Impact of $T_{\infty}^x$. As shown in Fig. 4 (see also Pauldrach et al. 2001), the change in the maximum shock temperature, $T_{\infty}^x$, becomes mostly visible for the fluxes shortward of $\sim 60$ Å (of course, the hard X-ray band is even more affected, but not considered in our models). While for the highest maximum shock temperature considered here, $T_{\infty}^x = 5 \times 10^6$ K (corresponding to $v_w = 590$ km s$^{-1}$), we significantly increase the population of the higher ionized atomic species, this temperature is still not sufficient to change the main ionization stages present in the wind.

4.2. Scaling relations for $L_x$

From an analytical point of view, Owocki & Cohen (1999) showed that for a constant volume filling factor and, neglecting the effects of radiative cooling (see below), the optically thin (with respect to the cool wind absorption) wind X-ray luminosity depends on the square of the mass-loss rate, $L_x \propto (\dot{M}/v_w)^2$, whilst the X-ray luminosity of optically thick winds scales linearly with the mass-loss rate, $L_x \propto \dot{M}/v_w$. This is the case provided that one compares models with the same shock temperatures and assumes a spatially constant X-ray filling factor. These relations become somewhat modified if there is a dependence of $T_{\infty}$ on the wind terminal velocity, as adopted in our standard X-ray description (see also KK09).

However, in a more recent study Owocki et al. (2013) derived, again from an analytic perspective, scaling relations for $L_x$ for radiative and adiabatic shocks embedded in a cool wind. At first glance, their assumptions seem quite similar to those adopted by Feldmeier et al. (1997a), which is the basis of our treatment, but in the end Owocki et al. predict different scaling relations for radiative shocks than those resulting from our modeling. This discrepancy might lead to somewhat different scaling relations for $L_x$, and needs to be investigated in forthcoming work; for now, we simply compare our models to the earlier results by Owocki & Cohen (1999). A similar test was carried out by KK09.

To this end, we calculated S30, S40, and S50 wind models with a fixed X-ray description: $f_x = 0.03$, $m_x = 20$, and $\gamma_x = 0.5$. For our tests, we used a constant maximum jump velocity, $v_w = 400$ km s$^{-1}$ (corresponding to maximum shock temperatures of $2.3 \times 10^6$ K) for all models to be consistent with the above assumptions.
For these models (with parameters, except for \( \dot{M} \), provided in Table 1), we varied the mass-loss rates in an interval between \( 10^{-9} \) and \( 2 \times 10^{-5} \) \( M_\odot/\text{yr} \), and integrated the resulting (soft) X-ray luminosities in two different ranges: 0.1 to 2.5 keV and 0.35 to 2.5 keV.

From \( M \gtrsim 10^{-7} \) \( M_\odot \text{yr}^{-1} \) on, the wind becomes successively optically thicker at higher and higher energies, although, for example, for \( M=10^{-6} \) \( M_\odot \text{yr}^{-1} \) the wind is still optically thin below \( \sim 10 \) Å, i.e., above 1.24 keV. Indeed, the X-ray luminosities of our corresponding models are linearly dependent on \( (\dot{M}/v_\infty)^{0.5} \), as can be seen in Fig. 5 by comparing them with the black dashed line. For lower \( M \), the wind is optically thin at most high energy frequencies and also our results closely follow the predictions \( L_x \propto (\dot{M}/v_\infty)^{1} \), when comparing the corresponding X-ray luminosities with the red or green dashed lines.

A second finding of Fig. 5 relates to the optically thin scaling for model S50, when either starting the integration at 100 eV (turbquoise squares) or at 350 eV (red squares). Whilst for S30 (asterisks) and S40 (triangles) the X-ray luminosities just increase by roughly one dex when including the range from 100 to 350 eV but still follow the predicted scaling relation, the S50 models show an increase of four orders of magnitude for the lowest \( \dot{M}/v_\infty \) values in this situation (and do not follow the predictions).

To clarify this effect, Fig. 6 shows the scaled (scaling proportional to \( R_e^2 \) and \( v_\infty^2 \)) Eddington flux as a function of wavelength/energy for supergiant models S30 (black), S40 (green), and S50 (turquoise) with identical mass-loss rates, \( 10^{-8} \) \( M_\odot/\text{yr} \). All models have the same X-ray properties, as denoted in Fig. 5. The Eddington fluxes have been scaled by \((R_e/R_\odot)^2\) and \((v_\infty/1000 \text{ km s}^{-1})^2\) to ensure theoretically similar values of optically thin X-ray emission. The dotted lines denote energies of 350, 150, and 100 eV, corresponding to 35, 83, and 124 Å. (See text.)

Macfarlane et al. 1994; their Fig. 5), leading to the strong deviation from the optically thin X-ray scaling law as visible in Fig. 5. The same contamination already appears for energies higher than 150 eV for other X-ray parameter sets. Thus, the total X-ray luminosity (regarding the wind emission) of hotter objects might be overestimated when integrating until 100 eV.

In summary, we conclude that our implementation follows the predicted scaling relations, but we also suggest choosing a lower (in energy) integration limit of 0.15 keV (or even 0.3 keV, to be on the safe side) when comparing the X-ray luminosities of different stars (both with respect to models and observations).

In this context, we note that there is a clear distinction between the observable soft X-ray and the longer-wavelength, soft X-ray, and EUV/EUV emission that is almost never directly observed, but, as already outlined, is very important for photoinizing relevant ions. Modern X-ray observatories, such as XMM-Newton/RGS and Chandra/HETG, do not have a response below 0.35 keV and 0.4 keV, respectively; even a modest ISM column makes it functionally impossible to see X-ray emission below 0.5 keV. We note, however, that ROSAT observed down to 0.1 keV, and EUVE also made a few important measurements relevant for massive stars, in particular, for \( \epsilon \) CMa (B2III), e.g., Cassinelli et al. (1995).

4.3. Comparison with WM-basic models

Finally, we also checked the quantitative aspect of our results, by comparing with analogous WM-basic models (we note the difference in the velocity fields). As already pointed out, the X-ray description in both codes is quite similar, and there is only one major difference. In WM-basic, the user has to specify a certain value for \( L_\odot/L_{\dot{B}0} \) (e.g., \( 10^{-7} \) as a prototypical value) and the code iteratively determines the corresponding \( f_X \), which is a direct input parameter in the updated version of FASTWIND. In both cases, we used a frequency range between 0.1 to 2.5 keV.
Thus, we first calculated WM-basic models with stellar/wind parameters from Table 1 and X-ray emission parameters from Table 2. For the maximum jump velocity we assumed, as an extreme value, $u_{\infty}/v_{\infty} = 0.3$, together with X-ray luminosities as shown in the sixth column of Table 2. These values then correspond to the $f_X$ values provided in the second column of the same table, which are acquired from the WM-basic output. We note here that the input values of $L_x/L_{\text{bol}}$ (to WM-basic) were not chosen on physical grounds, but were estimated in such a way as to result in roughly similar values for $f_X$ (in the range between 0.01 to 0.03).

To check the overall consistency, we calculated a similar set of FASTWIND models, now using the $f_X$ values from Table 2 as input. In case of consistent models, the resulting $L_x$ values (from the output) should be the same as the corresponding input values used for WM-basic. Both these values are compared in the last two columns of Table 2. Obviously, the agreement is quite good, with differences ranging from 0.0 to 0.2 dex and an average deviation of 0.12 dex.

In a second step, we compared the supergiant fluxes resulting from this procedure in Fig. 7. For clarity, the fluxes were shifted by $-3$, $-6$, $-9$, and $-18$ dex (S35, S40, S45, S50), where the solid lines correspond to the FASTWIND and the dashed lines to the WM-basic results.

The comparison shows a remarkably good agreement with no striking differences. Smaller differences in the lower wavelength range ($\lambda < 100 \, \text{Å}$) are related to a different frequency sampling (without an effect on the total X-ray luminosity). At longer wavelengths, these differences are related to the fact that WM-basic provides high-resolution fluxes, whilst FASTWIND calculates fluxes using averaged line opacities. For details, see Puls et al. (2005). Most important, however, is our finding that the fluxes are not only similar at high frequencies (indicating similar emissivities and cool-wind opacities), but also longward from the He II edge, indicating a similar ionization equilibrium (modified in the same way by the emission from shocked material).

At this stage, we conclude that our implementation provides results that are in excellent agreement with the alternative code WM-basic, both with respect to integrated fluxes as well as frequency edges, which moreover follow the predicted scaling relations. Having thus verified our implementation, we now examine important effects of the X-ray radiation within the stellar wind.

5. Results

In this section, we discuss the major results of our model calculations. In particular, we study the impact of X-ray emission on the ionization balance of important elements, both with respect to direct (i.e., affecting the valence electrons) and Auger ionization. We also discuss the impact of dielectronic recombination and investigate the radial behavior of the high-energy mass absorption coefficient, which is an essential issue with respect to the analysis of X-ray line emission.

All of the following results refer to our specific choice of the run of shock temperature (see Eqs. (6) and (7)), which, in combination with our grid-parameter $\chi_M = 1$, leads to shock temperatures of $T_s(v_{\infty}/2) = 0.25 T_s^0$ in the intermediate wind at $v(r) = 0.5 v_{\infty}$.

5.1. Ionization fractions

5.1.1. General effects

Even though they are only indirectly observable (particularly via UV resonance lines), ionization fractions provide useful insight into the various radiative processes in the atmosphere. In the following, we compare, for important ions (i.e., for ions with meaningful wind lines), the changes due to the combined effects of direct and Auger ionization, whilst the specific effects of Auger
Fig. 8. Ionization fractions of important ions at \( v(r) = 0.5 \, v_\infty \), as a function of \( T_{\text{eff}} \), for models with typical X-ray emission (triangles, \( f_X = 0.03 \)), \( T_\infty = 3 \times 10^6 \, \text{K} \), corresponding to \( u_\infty = 460 \, \text{km s}^{-1} \), and without X-rays (asterisks). The solid lines refer to supergiant models, and the dashed lines to dwarf models. For clarity, the ionization fractions of dwarf models were shifted by one dex. For stellar parameters and onset radius, \( R_{\text{min}} \), see Table 1.

Ionization are discussed in Sect. 5.2. We perform these comparisons for our supergiant (solid) and dwarf models (dashed) from Table 1 and for the center values of our X-ray emission parameter grid (Sect. 3), \( f_X = 0.03 \), \( T_\infty = 3 \times 10^6 \, \text{K} \), which are prototypical in many cases. Such maximum shock temperatures might be too high for models around \( T_{\text{eff}} < 40 \, \text{kK} \), and certain effects (as discussed in the following) might thus be overestimated in this temperature range. We discuss the reaction from different parameters in the next section. We evaluated all of the ionization fractions at a representative velocity, \( v(r) = 0.5 \, v_\infty \), and these are shown in Fig. 8. To check the influence of X-ray emission, one simply needs to compare the triangles (with) and asterisks (without X-ray emission).

Carbon. Our model atom for carbon will be improved soon, but the present one (from the WM-basic data base) is already sufficient to study the impact of shock radiation. The upper panels of Fig. 8 show the results, which indicate an effect only for cooler supergiant models with \( T_{\text{eff}} < 40 \, \text{kK} \). For these objects, \( \text{C}^{\text{III}} \) and \( \text{C}^{\text{IV}} \) become somewhat depleted (less than a factor of ten), whilst \( \text{C}^{\text{V}} \) (which is, without X-ray emission, a trace ion at 30 kK) becomes significantly enhanced. For dwarfs in this temperature range, only \( \text{C}^{\text{V}} \) is increased, since the emission (scaling with \( \rho^2 \)) is still too weak to affect the major ions. However, the actual filling factor in dwarfs might be much larger than 0.03; see, for example, Cassinelli et al. (1994), Cohen et al. (1997, 2008) and Huenemoerder et al. (2012). For models with \( T_{\text{eff}} > 40 \, \text{kK} \), on the other hand, the temperature is already hot enough that the ionization balance is dominated by the normal stellar radiation field and no effect from the X-ray emission is visible.

Nitrogen. In the cool range, the behavior of \( \text{N}^{\text{III}}, \text{N}^{\text{IV}}, \text{N}^{\text{V}} \) is very similar to the corresponding carbon ions (i.e., a moderate depletion of \( \text{N}^{\text{III}} \) and \( \text{N}^{\text{IV}} \), and a significant increase of \( \text{N}^{\text{V}} \), particularly at \( T_{\text{eff}} \) between 30 and 35 kK), whereas in the hot range it is different. Here, \( \text{N}^{\text{III}} \) and \( \text{N}^{\text{IV}} \) continue to become depleted, but \( \text{N}^{\text{V}} \) increases only as long as \( T_{\text{eff}} < 45 \, \text{kK} \) and decreases again at 45 and 50 kK. In other words, when \( \text{N}^{\text{V}} \) is already the main ion for non-X-ray models, it becomes (slightly) depleted when the X-rays are switched on, in contrast to \( \text{C}^{\text{V}} \) which remains unmodified beyond 40 kK. This difference, of course,
relates to the fact that C\textsc{v} has a stable noble-gas (He-) configuration with a high-lying ionization edge (31.6 Å) compared to the N\textsc{v} edge at roughly 126 Å, which allows for a more efficient, direct ionization by emission from the shock-heated plasma.

**Oxygen.** For almost every temperature considered in our grid, the inclusion of X-rays has a dramatic effect on the ionization of oxygen. At 30 kK, O\textsc{iv} becomes the dominant ion\textsuperscript{13} when for non-X-ray models the main ionization stage is still O\textsc{iii}, whereas at the hot end O\textsc{iv} becomes somewhat depleted. The behavior of O\textsc{v} is similar to N\textsc{v} (although the final depletion is marginal), and O\textsc{v} displays the largest effect at all temperatures. At cool temperatures, the ionization fraction changes by 15 orders of magnitude, but there is still an increase by three to four dex even at the hottest $T_{\text{eff}}$. As is well known, this has a dramatic impact on the corresponding resonance doublet.

**Silicon.** In almost all hot stars, the dominant ion of silicon is Si\textsc{v} (again a noble-gas configuration), and Si\textsc{iv} forms by recombination, giving rise to the well-known Si\textsc{iv} luminosity/mass-loss effect (Walborn & Panek 1984; Pauldrach et al. 1990). The bottom left panel of Fig. 8 shows an analogous dependence. Whilst for dwarfs (low $\rho R^2$) no X-ray effects are visible for Si\textsc{iv}, this ion becomes depleted for cool supergiants ($T_{\text{eff}} \lesssim 35$ kK) at most by a factor of ten.

**Phosphorus.** In recent years, the observed P\textsc{v} doublet at λ1118,1128 has been important\textsuperscript{14} for deriving mass-loss rates from hot wind stars in parallel with constraining their inhomogeneous structure (Fullerton et al. 2006; Oskinova et al. 2007; Sundqvist et al. 2011, 2014; Šurlan et al. 2013). Thus, it is of prime importance to investigate the dependence of phosphorus on X-rays, since a strong dependence would contaminate any quantitative result due to an additional ambiguity. As already found in previous studies (e.g., KK09; Bouret et al. 2012), our results also indicate that P\textsc{v} is not strongly modified by X-ray emission (middle and right lower panels of Fig. 8). However, more extreme X-ray emission parameters, for example, $f_X = 0.05$ and/or $T_{\text{eff}} = 5 \times 10^6$ K, can change the situation (see section 5.1.3). Furthermore, the apparently small change in the ionization fraction of P\textsc{v} at typical X-ray emission parameters (decrease by a factor of two to three) can still be of significance, given the present discussion on the precision of derived mass-loss rates (with similar uncertainties).

Regarding the ionization of P\textsc{vi}, cold models (30 and 35 kK) change drastically when X-ray emission is included, both for supergiants and dwarfs. Since we find less P\textsc{vi} in hot models with shocks (compared to models without), this indicates that the ionization balance is shifted toward even higher stages (P\textsc{vii}).

In this context, we note that Krtička & Kubát (2012) investigated the reaction of P\textsc{v} when incorporating additional, strong XUV emissivity (between 100 and 228 Å) and microclumping into their models. The former test was driven by a previous study by Waldron & Cassinelli (2010) who argued that specific, strong emission lines in this wavelength range could have a significant impact. Indeed, Krtička & Kubát (2012) were able to confirm that under such conditions\textsuperscript{15} P\textsc{v} becomes strongly depleted in parallel with changes in the ionization fractions of, for example, C\textsc{iv}, N\textsc{iv}, and O\textsc{iv} (see also Sect. 5.1.3). Further work is certainly required to identify the source of such additional emissivity, and, if necessary, to incorporate this mechanism into our FASTWIND models.

5.1.2. Impact on helium

During our analysis, we noted that helium can also be affected by shock emission (see also Sect. 4.1), a finding that has been rarely discussed in related literature. In particular, He\textsc{ii} (and He\textsc{i}) can become depleted in the intermediate wind; however, this is only the case for our cooler supergiant models with 30 kK $\leq T_{\text{eff}} \leq 40$ kK. The effect is strongest for S30 models, but it is barely noticeable even at S40, independent of the specific X-ray emission parameters. For all our dwarf models, no changes are visible at all.

Figure 9 shows the helium ionization fractions for an S30 model with typical X-ray emission parameters as a function of local velocity. The depletion of He\textsc{ii} (and, in parallel, of He\textsc{i} that is not displayed) is significant in the region between $0.2v_{\infty} \lesssim v \lesssim 0.8v_{\infty}$, and results from the increased ionization due to the increased radiation field (in the He\textsc{ii} Lyman continuum) in models with shocks (note also the corresponding increase of He\textsc{iii}).

In Fig. 10, we compare the helium ionization fractions from our solution and a corresponding WM-basic S30 model, but now with X-ray emission parameters as tabulated in Table 2 (the major difference is a filling factor of 0.02 instead of 0.03). Here, we show the fractions as a function of $T_{\text{Ross}}$ to enable a comparison of the photospheric regions as well. Again, the depletion of He\textsc{ii} (now located between $T_{\text{Ross}} = 0.1 \ldots 0.01$) is visible, and our results coincide perfectly with those predicted by WM-basic.

Since the ionization balance already changes at very low velocities, this might affect at least two important strategic lines: He\textsc{ii} 1640 and He\textsc{i} 4686. Most other He\textsc{ii} and He\textsc{i} lines are formed in the photosphere and remain undisturbed. From Fig. 11, we see that He\textsc{ii} 4686 shows stronger emission, whilst He\textsc{i} 1640 shows a stronger emission in parallel with absorption at higher velocities compared to the non-X-ray model (dotted). This is readily understood since He\textsc{ii} 4686 is predominantly a recombination line, such that the increase in He\textsc{iii} leads to more emission; this is also true for He\textsc{ii} 1640 to a lesser extent. The lower level of this line, $n = 2$ (responsible for the absorption),

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{helium.png}
\caption{Helium ionization fractions as a function of local velocity, for an S30 model with $(f_X = 0.03$ and $T_{\text{eff}} = 3 \times 10^6$ K) and without X-rays; see text.}
\end{figure}
is primarily fed by pumping from the ground-state via HeII 303. We convinced ourselves that the increased pumping because of the strong EUV radiation field leads to a stronger population of the $n=2$ state (even if HeII itself is depleted), so that also the increased absorption is explained.

As already pointed out in Sect. 4.1, changing $R_{\text{min}}$ from 1.5 to 1.2 $R_*$ does not make a big difference. Increasing $R_{\text{min}}$ to 2 $R_*$, however, changes a lot, as visible from the dash-dotted profiles in Fig. 11. Except for slightly more emission (again because of increased HeIII in regions with $r > 2R_*$), the difference to profiles from models without shock emission becomes insignificant, simply because both lines predominantly form below the onset radius.

5.1.3. Dependence on filling factor and shock temperature

As we have already seen above, each ion reacts somewhat differently to the imposed shock radiation. In this section we describe how a change of important X-ray characteristics affects important ions. The figures related to this section are enclosed in Appendix A. The top figure on each page shows specific ionization fractions with and without X-rays, as a function of $T_{\text{eff}}$, for our supergiant and dwarf models (S30 to S50 and D30 to D50, respectively). We evaluated the ionization fractions at the location where the impact of shock radiation is most evident for the considered ion. Each of these figures contains nine panels, in which both the filling factor and maximum shock temperature are varied according to our grid, i.e., $f_X = 0.1, 0.3, 0.5$ and $T_{\text{eff}} = 1, 3, 5 \times 10^6$ K. The onset radius, $R_{\text{min}}$, was set to its default value for all models. The lower two figures on each page display the ionization fractions for our dwarf (left) and supergiant models (right), evaluated at the same location as above, but now overplotted for all values of $f_X$ (different colors) and $T_{\text{eff}}$ (different symbols), and without a comparison to the non-X-ray case. Thus, the top figure allows us to evaluate the X-ray effects in comparison to models without shock emission, whilst the bottom two figures provide an impression on the differential effect, i.e., the range of variation.

Carbon. CIII and CIV are significantly affected in supergiant models with 30 kK $\leq T_{\text{eff}} \leq 40$ kK for intermediate to large values of $f_X$ and $T_{\text{eff}}$. The depletion of CIII and CIV reaches a factor of 10 (or even more) in cooler supergiant models when the highest values of X-ray emission parameters are adopted, which is reflected in a corresponding increase of CIV. On the other hand, CIII and CIV are barely modified in supergiant models with the lowest values of $f_X$ or $T_{\text{eff}}^\infty$, which is also true for dwarf models with any value of our parameter grid (see Figs. A1, A2).

The ionization fraction of CIV also increases for the lowest values of X-ray emission parameters, again for cooler supergiant (and dwarf) models. CV remains unmodified beyond 40 kK due to its stable noble-gas configuration, as previously noted.

Nitrogen. The behavior of NIII, NIV, and NV in the colder models is similar to the corresponding carbon ions for all different X-ray descriptions. For higher $T_{\text{eff}}$, increasing $f_X$ enhances the depletion of NIII and NIV in both supergiant and dwarfs, whilst the impact of $T_{\text{eff}}^\infty$ is rather weak. At the largest values of X-ray emission parameters, both stages become highly depleted (one to two orders of magnitude) for all models but D30 and D35.

Shock radiation is essential for the description of NV at almost any temperature, particularly for models with $T_{\text{eff}} < 45$ kK (Figs. A3, A4). Here, the increase of NV (compared to non-X-ray models) can reach 4 to 5 dex at the lowest temperatures. At 45 kK, only a weak impact of shock radiation can be noted, whilst for 50 kK a high depletion of NV for extreme parameters values becomes obvious. Once more, the impact of $f_X$ is more prominent than of $T_{\text{eff}}^\infty$, mainly for the coldest models where NV becomes enhanced by one order of magnitude when increasing $f_X$ from 0.01 to 0.05 and keeping $T_{\text{eff}}^\infty$ constant. The hottest models with moderate to high parameters ($f_X \geq 0.02$ and $T_{\text{eff}}^\infty \geq 2 \times 10^6$ K) indicate that NV also becomes strongly affected by changes in the X-ray ionization.

Oxygen. Independent of the X-rays description, the depletion of OIV for hot models happens only in a specific range of the wind, between 0.4 to 0.8 $v_{\infty}$ (similar to the case of HeII discussed in the previous section). Also for X-ray emission parameters different from the central value of the grid, the behavior of OV is still very similar to NV, where mainly the cold models are quite sensitive to variations of $f_X$ (Figs. A5, A6). The shock radiation increases the ionization fraction of OV by 5 to 6 dex (when $f_X$ varies between 0.01 and 0.05, independent of $T_{\text{eff}}^\infty$) for the coolest models, whilst these factors decrease as $T_{\text{eff}}$ approaches 40 to 45 kK. Models with $T_{\text{eff}} = 45$ kK are barely affected, independent of the specific X-ray emission parameters. Similar to
the case for N\textsuperscript{v} at highest values of \(f_X\), \(T_\infty\), and \(T_{\text{eff}}\), the corresponding depletion of O\textsuperscript{v} points to the presence of a significant fraction of higher ionization stages.

As already pointed out in Sect. 5.1.1 (see also Sect. 5.2), the X-ray radiation is essential for the description of O\textsuperscript{v}, particularly in the cool models, a high sensitivity to both \(f_X\) and \(T_\infty\) (Figs. A.7, A.8).

Silicon. Also when varying the X-rays description, Si\textsuperscript{iv} still remains unaffected from shock emission in dwarf models. On the other hand, for cool supergiants (\(T_{\text{eff}} \lesssim 35\) kK), Si\textsuperscript{iv} becomes even more depleted when \(f_X\) increases (though \(T_\infty\) has a negligible influence). No variation is seen in Si\textsuperscript{iv} as expected because of its noble-gas configuration.

Phosphorus. P\textsuperscript{v} shows a sensitivity to both \(f_X\) and \(T_\infty\), but in this case \(T_\infty\) is more relevant. Although no difference between models with and without shocks is seen for the lowest values of \(T_\infty\), particularly the supergiant models develop a depletion with increasing shock temperature, even at lowest \(f_X\). As noted already in Sect. 5.1.1, for extreme X-ray emission parameters the depletion of P\textsuperscript{v} is significant for all models (both supergiants and dwarfs), except for D30 (Figs. A.9, A.10). Finally, even P\textsuperscript{v} becomes highly depleted for hot models (\(T_{\text{eff}} \gtrsim 40\) kK) at intermediate and high values of \(T_\infty\), which indicates the presence of even higher ionization stages.

To summarize our findings: When increasing the values for \(f_X\) and \(T_\infty\), the effects already seen in Fig. 8 become even more pronounced, as to be expected. For most ions, the impact of \(f_X\) appears to be stronger than the choice of a specific \(T_\infty\). Overall, the maximum variation of the ionization fractions within our grid reaches a factor of 10 to 100 (dependent on the specific ion), where lower stages (e.g., C\textsuperscript{iv}, N\textsuperscript{iv}, O\textsuperscript{iv}, and P\textsuperscript{v}) become highly depleted, whilst the higher stages (e.g., N\textsuperscript{v}, O\textsuperscript{v}, O\textsuperscript{vi}) increase in parallel with the X-ray emission parameters. For Si\textsuperscript{iv} alone, the impact of X-rays remains negligible in all models except for S30 and S35.

5.1.4. Comparison with other studies

Since the most important indirect effect of shock emission is the change in the occupation numbers of the cool wind, it is worthwhile and necessary to compare the ionization fractions resulting from our implementation with those presented in similar studies.

To this end, (i) we recalculated the models described in KK09 (ii) compared with two models (for HD 16691 and HD 163758) presented in Bouret et al. (2012), who used CMFGEN and SEI (Sobolev with exact integration, Lamers et al. 1987) fitting to calculate and derive the ionization fractions of phosphorus, and (iii) compared our results with the ionization fractions predicted by WM-basic.

Regarding the first point, we recalculated the 14 O-star models (in the temperature range between 30 and 40 kK) presented by KK09, using parameters from their Tables 2 and 3, both without and with shock emission (\(f_X = 0.02\) and u_{90}/u_{90} = 0.3), by means of FASTWIND using H, He, C, N, O, Si, and P as explicit ions. Figure 12 shows our results for the ionization fractions of selected ions, as a function of \(T_{\text{eff}}\), and evaluated at \(\nu(r) = 0.5\nu_{\text{esc}}\). The layout of this figure is similar to Fig. 8 in KK09, and has been augmented by O\textsuperscript{vi} evaluated at \(\nu(r) = 0.05\nu_{\text{esc}}\) and N\textsuperscript{v} evaluated at \(\nu(r) = 0.8\nu_{\text{esc}}\), corresponding to their Figs. 9 and 10.

Indeed, there are only a few ions that display similar fractions over the complete temperature range of the O-star models considered by KK09 (which still omits the hotter O stars beyond 40 kK). For C\textsuperscript{iv}, an agreement is only present for the coolest regime (\(T_{\text{eff}} \lesssim 32\) kK) where both studies predict C\textsuperscript{iv} as the main ion, independent of whether X-rays are present or not. Whilst the fractions for non-X-ray models are also comparable for hotter temperatures, the X-ray models by KK09 show a much larger depletion of C\textsuperscript{iv} (fractions of \(10^{-2}\) to \(10^{-3}\) for \(T_{\text{eff}} > 34\) kK) than our models reveal (still above \(10^{-4}\)).

For O\textsuperscript{v}, agreement between both results is present only at the hottest temperatures, whilst between 30 kK < \(T_{\text{eff}} \leq 37\) kK our models display a factor of \(~100\) lower fractions for both the non-X-ray models and the models with shock emission. The same factor is visible in the lower wind (\(\nu(r) = 0.05\nu_{\text{esc}}\)) for the X-ray models, but the non-X-ray models are similar here.

For nitrogen (N\textsuperscript{iv} and N\textsuperscript{v}), on the other hand, the results are quite similar in most cases. The exception is N\textsuperscript{v} for models without shocks, where our results are lower (by \(~1\) dex) in the intermediate and outer wind (\(\nu(r) = 0.8\nu_{\text{esc}}\)).

For Si\textsuperscript{iv}, both results fairly agree for the X-rays models, though we do not see a significant effect from including the shock emission in our calculations; in other words, X-ray and non-X-ray models yield more or less identical results. In contrast, the models by KK09 indicate a small depletion of Si\textsuperscript{iv}, by a factor of roughly 2 to 3, when including the shock emission. Thus, our non-X-ray models have less Si\textsuperscript{iv} than those by KK09.

Again, phosphorus (in particular, P\textsuperscript{v}) has to be analyzed in more detail. Comparing the last two panels of Fig. 12 with Fig. 8 from KK09, we see that our ionization fractions for P\textsuperscript{v} agree with KK09 in the coolest models and in the hottest models regarding P\textsuperscript{v}. In the other temperature ranges, however, differences by a typical factor of 2 (regarding P\textsuperscript{v}) and 2 to 5 (regarding P\textsuperscript{vi}) are present. In their Fig. 12, KK09 show the radial stratification of the phosphorus ionization fractions for their model of HD 203064, whilst the corresponding results from our implementation are shown in Fig. 13. Both codes yield quite similar fractions for P\textsuperscript{iv} and P\textsuperscript{v} (with and without X-rays) in the external wind. The same is true for P\textsuperscript{vi} in the model with X-rays, but we have considerably less P\textsuperscript{vi} for the non-X-ray model. Prominent differences are visible in the lower wind and close to the lower boundary. We attribute this difference to a boundary condition (in the models by KK09) at very low optical depths, where the electron temperature is still close to the effective temperature. (Indeed, we were not able to find statements or figures related to the photospheric structure of the models in papers by Krtička and coworkers, so our argument is somewhat speculative.) Thus far, it is conceivable that a low ionization stage (P\textsuperscript{iv}) dominates their internal atmosphere (followed by P\textsuperscript{v} and negligible P\textsuperscript{vi}), whilst in our case it is the reverse, and P\textsuperscript{vi} dominates owing to much higher temperatures.

To check these discrepancies further, we also compared our results with calculations performed with CMFGEN. In particular, we concentrated on two supergiant models at roughly 35 kK and 40 kK (HD 163758 and HD 16691, respectively), as described by Bouret et al. (2012). These models used an X-ray emitting plasma with constant shock temperature, \(T(r) = 3 \times 10^6\) K, a filling factor corresponding to L_{bol}/L_{bol} = 10\textsuperscript{-7}, and an onset radius corresponding to 200 to 300 km s\textsuperscript{-1} (J.-C. Bouret, priv. comm.). In Fig. 14, we present our results for P\textsuperscript{iv} and P\textsuperscript{v}; these can be compared with Fig. 10 of Bouret et al., showing P\textsuperscript{v} alone. Though our models S35 and S40 (here we use a clumped wind with reduced mass-loss rates to ensure comparable wind structures) do not have identical parameters, and in particular,
Fig. 12. Ionization fractions of selected ions as a function of $T_{\text{eff}}$, for 14 O-star models, as detailed in Krtička & Kubát (2009, KK09); we recalculated these models here using FASTWIND. If not indicated otherwise, fractions are shown at $v(r) = 0.5v_{\infty}$. As in previous figures, triangles represent models with shocks and crosses indicate those without shocks. This figure largely reproduces the layout of Fig. 8 from KK09, such that differences and similarities between our and their results can be easily recognized. For details, see text.

As a final test, we compared our solutions to the predictions by WM-basic, using our dwarf and supergiant models (Table 1 and X-ray emission parameters from Table 2). The results are shown in Figs. B.1 and B.2 (Appendix B). The range of comparison extends from 30 to 50 kK, i.e., to much hotter temperatures than in the comparison with KK09.

16 J.-C. Bouret provided us with an output of the ionization fractions for P IV and P V.

Overall, the agreement between FASTWIND and WM-basic is satisfactory and all trends are reproduced. However, we also find discrepancies amounting to a factor of 10 in specific cases, particularly for Si IV. Typical differences, however, are on the order of a factor of two or less. We attribute these discrepancies to differences in the atomic models, radiative transfer, and the hydrodynamical structure, but conclude that both codes yield rather similar results with the possible exception of Si IV, which needs to be reinvestigated in future studies.

In Fig. B.3 we see how some of the encountered differences (compared at only one depth point, $v(r) = 0.5v_{\infty}$, except for N V) translate to differences in the emergent profiles. As prototypical and important examples, we calculated line profiles for N IV 1720, N V 1238,1242, O V 1371, O VI 1031,1037, and P V 1117,1128 and compare them with corresponding WM-basic solutions for models S30, D40, S40, D50, and S50 (for model D30, all these lines are purely photospheric and thus were not part of this comparison). Both the WM-basic and FASTWIND profiles were calculated with a radially increasing microturbulence with maximum value $v_{\text{turb(max)}} = 0.1v_{\infty}$, which allows...
for reproducing the blue absorption edge and black trough (see Sect. 2.1) in the case of saturated P Cygni profiles.

This comparison clearly shows that in almost all considered cases the agreement is satisfactory: WM-basic includes the photospheric background, whilst FASTWIND only accounts for the considered line(s). Larger differences are present only (i) for N iv and O v in the outer wind, where FASTWIND produces more (N iv) and less (O v) absorption, respectively; and (ii) for strong P v lines, where FASTWIND predicts higher emission.

5.2. Impact of Auger ionization

All X-ray models discussed so far include the effects from direct and Auger ionization, which was shown to play an important role for the ionization balance in stellar winds (e.g., Cassinelli & Olson 1979; Olson & Castor 1981; Macfarlane et al. 1994; Pauldrach et al. 1994). In the following, we investigate the contribution of Auger ionization to the total ionization in more detail, particularly since this question is still under debate.

Figure 15 shows how specific ions are affected throughout the wind for dwarf and supergiant models with different $T_{\text{eff}}$ and typical X-ray emission parameters ($f_X = 0.03$ and $T_{\text{X-ray}} = 3 \times 10^5$ K). Each ion is shown at three different locations: $e(r) = 0.3 \, v_{\infty}$ (close to the onset of the shock emission), $e(r) = 0.6 \, v_{\infty}$ (intermediate wind), and $e(r) = 0.9 \, v_{\infty}$ (outer wind).

Two general comments: (i) significant effects are to be expected only for very high ionization stages, since in the majority of cases Auger ionization couples ions with a charge difference of two (but see Sect. 2.2). For example, C iv should remain (almost) unmodified, since C ii is absent in O and, at least, early B stars. In addition, the K-shell absorption of C iv (with a threshold at 35.7 Å), resulting in the formation of C v (with a charge difference of one), is in most cases (but see below) negligible compared to the direct ionization of C iv (with a threshold of $\sim 192$ Å for the ground-state ionization). Given the radiation field is stronger at longer wavelengths, this favors direct versus Auger ionization. In contrast, O vi should become significantly affected, since O iv is strongly populated in O stars, and the transition threshold for the direct ionization from O v (at $\sim 109$ Å) is now closer to the K-shell edge. Consequently, the transition rates (depending on the corresponding radiation field) are more similar than in the case of C iv.

(ii) In the same spirit, Auger ionization should become negligible, at least in most cases, for the hotter O stars (see also Sect. 4). Once $T_{\text{eff}}$ is high, more direct ionization is present because of the stronger radiation field at the corresponding, lower frequency edges, and consequently the impact of Auger ionization should decrease. This argumentation is basically correct, but the actual results also depend on the wind-strength, since higher densities lead to more X-ray emission (for identical radiation field at the corresponding K-shell edge becomes very strong, compared to the radiation field around 192 Å (see Fig. 7). This increase is compensated by a similar decrease of C iv, which, in absolute numbers, is quite small.

We now examine Auger ionization in greater detail. First, we note that all ions from C, N, O, Si, and P that are not shown in Fig. 15 are barely changed by Auger ionization with a maximum difference of $\pm 0.08$ dex (corresponding to factors of 0.8 to 1.2) in the fractions calculated with and without Auger.

For carbon, C v is the only ion that under specific conditions becomes affected by Auger ionization. As visible in the first line of Fig. 15, cold supergiant models show an increase of C v in the outer wind when Auger is included, since in this case the radiation field at the corresponding K-shell edge becomes very strong, compared to the radiation field around 192 Å (see Fig. 7). This increase is compensated by a similar decrease of C iv, which, in absolute numbers, is quite small.

N vi (second line in Fig. 15) is the only nitrogen ion where larger changes are noted. In cool dwarfs, it already becomes influenced at $0.3 \, v_{\infty}$, and also in the intermediate wind, which is also true for model S30. In the outer wind, differences appear clearly for all models, except for dwarfs with $T_{\text{eff}} \gtrsim 40$ K. The corresponding change in N iv, on the other hand, is marginal, again because N vi itself has a low population, even when Auger is included.

O v behaves similar to N v (mostly no changes), but now a weak effect appears in the outer wind of cool supergiants (third line of Fig. 15), and even for O vi (compare to the reasoning above), changes in the lower and intermediate wind are barely visible (if at all, then only for the S30 model; see last line of...
Fig. 15. Ionization fractions of ions most affected by Auger ionization, at different depth points. All models have typical X-ray emission parameters ($f_X = 0.03$ and $T_{\infty} = 3 \times 10^6$ K). The triangles represent models including Auger ionization (standard approach, similar to Fig. 8), and squares models without (i.e., only direct ionization has been considered). Solid lines refer to supergiant models, and dashed ones to dwarf models. For clarity, the ionization fractions of dwarf models have been shifted by one dex.

Fig. 16. Radial stratification of oxygen ionization fractions, as a function of $r_{\text{Ross}}$, for an S40 model with $f_X = 0.03$ and $T_{\infty} = 3 \times 10^6$ K. Auger ionization notably affects the presence of OVI in the outer wind ($r_{\text{Ross}} \leq 10^{-2}$ corresponding to $r \geq 4 R_\ast$ or $v(r) \geq 0.7 v_\infty$). The model without Auger ionization has more O V than O VI and vice versa when the effect is included.
5.3. Dielectronic recombination of $O\,\text{V}$

After comparing the results from our first models accounting for shock emission with corresponding WM-basic results, we found that in a specific parameter range (for dwarfs around 45 kK) both codes delivered largely different fluxes around the O IV edge at $\sim$160 Å; these different fluxes could be tracked down to completely different ionization fractions of oxygen. In particular, our models displayed more O IV and less O V than calculated by WM-basic.

After investigating the origin of this discrepancy, we found that we had inadvertently not included the data for dielectronic recombination\(^\text{[17]}\) (hereafter DR) in our oxygen atomic model. Thus, DR processes had not been considered for oxygen. (For Si, P, and C V, corresponding data are still missing in our database.) A series of studies had recently reconsidered the effects of DR with respect to nitrogen (Rivero González et al. 2011, 2012a,b), however no significant effects were found, particularly concerning the formation of the prominent N III λλ 4634-4640-4642 emission lines that were previously attributed to DR processes (Brucatto & Mihalas 1971; Mihalas & Hummer 1973).

Nevertheless, we subsequently included DR in our oxygen atomic model and were surprised by the consequences. In a large region of our model grid, we found the changes to be negligible for the fluxes. However, in all of the supergiant models and in the dwarf models around 45 kK, the ionization fractions were strongly affected, which led to a decrease of O V, typically by a factor of 10 to 50.

For our most problematic D45 model, DR proved to be essential even to predict the correct main ion throughout the wind and to produce a reliable SED around the O IV edge. Figure 17 shows the impact of DR for this model. Indeed, the population of every ionization stage becomes modified in the wind, but for O IV this difference is large enough to change it to the main stage of the model. The reason for such drastic impact in the region around D45 is based on the fact that only here the X-ray ionization is potentially able to allow for the dominance of O V (see Fig. 8), which then can be compensated by quite strong dielectronic recombination rates\(^\text{[18]}\).

Nevertheless, since in the majority of models O V becomes severely depleted (see above), independent of whether it is a main ion or not, and because also O VI is affected, this leads to considerable changes in the corresponding UV lines. Thus, we conclude that DR is inevitable for a correct treatment of oxygen. Moreover, because of this strong impact, the precision of corresponding data needs to be rechecked. As a final remark, we note that the inclusion of DR also has an impact on non-X-ray models, but to a much lower extent.

5.4. Mass absorption coefficient

As already mentioned in Sect. 1, in recent years the X-ray line emission (observed by means of Chandra and XMM-Newton) has also been modeled and analyzed by various groups. Such analysis particularly allows us to obtain constraints on the presence, structure, and degree of wind inhomogeneities at X-ray wavelengths (e.g., Oskinova et al. 2006; Sundqvist et al. 2012a; Leutenegger et al. 2013b). These models also allow us to independently “measure” the mass-loss rates of O-star winds (e.g., Hervé et al. 2013; Cohen et al. 2014b; Rauw et al. 2015) and even to derive nitrogen and oxygen abundances (Oskinova et al. 2006; Zhekov & Palla 2007; Názé et al. 2012; Leutenegger et al. 2013a; primarily, these abundance determinations involve measuring the strengths of corresponding emission lines in the soft X-ray regime, and possibly correcting them for absorption. However, these diagnostics are not wind absorption diagnostics, but absorption is only a correction needed to derive line luminosities).

One of the assumptions made by various authors is to consider the mass absorption coefficient of the cool wind material, $\kappa_s(\nu)$, as spatially constant, which simplifies the analysis (Owocki & Cohen 2006; Leutenegger et al. 2013b; Cohen et al. 2014b). Other groups include detailed predictions for the spatial and frequency dependence of $\kappa_s(\nu)$, calculated by means of POWR (e.g., Oskinova et al. 2006) or CMFGEN (e.g., Hervé et al. 2013; Rauw et al. 2015), and there is an ongoing discussion about whether the assumption of a spatially constant $\kappa_s$ is justified and how far it affects the precision of the deduced mass-loss rates. Though Cohen et al. (2010, 2014b) investigated the variation of $\kappa_s(\nu)$ and its influence on the derived parameters based on selected CMFGEN models (also accounting for variations in the CNO-abundances), a systematic study has not been performed so far; in this section we carry out this study.

At first, we consider why and under which conditions $\kappa_s$ should become more or less spatially constant. The prime reason for this expectation is the fact that the K-shell cross sections (at threshold and with respect to wavelength dependence) of the various ions of a specific atom are quite similar, and that the corresponding edges (for these ions) lie close together. Provided now that (i) all ions that are present in the wind are actually able to absorb via K-shell processes; and (ii) that there are no background opacities from other elements, $\kappa_s(\nu)$ indeed becomes (almost) spatially constant, since the total opacity is then the simple

\(^{[17]}\) This process can be summarized as “the capture of an electron by the target leading to an intermediate doubly excited state that stabilizes by emitting a photon rather than an electron” (Rivero González et al. 2012a).

\(^{[18]}\) As an independent check of our findings, we also calculated WM-basic models without DR and these turned out to be consistent with our non-DR models.
sum over the K-shell opacities from all contributing atoms,

\[
\kappa_k(r) \approx \sum_k \left( \frac{n_k(r)}{\rho(r)} \sigma_k(v) \right) \\
\approx \sum_k \left( \frac{n_k(r)}{\rho(r)} \right) \sigma_k(v) \\
\approx \sum_k \frac{n_k(r)}{\rho(r)} \sigma_k(v) \approx \frac{\sum_k \alpha_k \sigma_k(v)}{m_{\text{He}} (1 + 4Y_{\text{He}})} := \kappa_{\text{app}}^k, (9)
\]

where \( \alpha_k \) is the elemental abundance, \( Y_{\text{He}} \) the helium abundance (both quantities normalized to hydrogen), and \( m_{\text{He}} \) the hydrogen mass. The parameter \( k \) denotes the atomic species, \( j \) is the ion, \( n_k \) is the occupation number of ion \( (k,j) \), and \( \sigma_{k,j} \approx \sigma_k \) is the K-shell cross section because it is almost independent of \( j \). In the last step of the above derivation, we assumed that the atmosphere consists mostly of hydrogen and helium.

Thus, we have to check under which conditions restrictions (i) and (ii) might no longer be valid. For the light and abundant elements CNO, K-shell absorption is no longer possible for C V, N VI, and O VII. For these ions, only ordinary, outer-shell ionization is present, but also here the cross sections are not too different from the K-shell processes (both with respect to strength and location of edge). Thus, even for highly ionized winds (hot or with strong X-ray emission), where C V, N VI, and O VII are actually present somewhere, the above approximation is still justified. In so far, restriction (i) should play no role, since even higher ionization stages are not too be expected to be significantly populated.

Regarding restriction (ii), the situation is different. The prime background is given by the He II bound-free opacity, which becomes strong in cool and/or helium-recombined winds\(^\text{19}\), where in the following we always refer to the recombination of He III to He II. Hillier et al. (1993) already showed the importance of outer-wind helium recombination on wind opacity and emergent soft X-ray emission.

We now check the maximum influence of the He II bound-free opacity at important K-shell edges. For a crude estimate, we approximate its frequency dependence by \( (\nu_0/\nu)^3 = (1/\nu_0)^3 \), and assume the worst case that He II is the only He ion present in the wind. Then, a lower limit for the opacity ratio at specific K-shell edges can be approximated by

\[
\frac{\kappa_k}{\kappa_{\text{HeII}}} (\nu_0 (k)) \approx \frac{n_k}{n_{\text{HeII}}} \sigma_k(\text{HeII}) \left( \frac{\lambda_0(\text{HeII})}{\lambda_0(k)} \right)^3 \\
> \frac{\alpha_k}{\alpha_{\text{HeII}}} \sigma_k(\text{HeII}) \left( \frac{228 \text{ Å}}{\lambda_0(k)} \right)^3, \hspace{1cm} (10)
\]

where \( \sigma_0 \) is the cross section at the corresponding edge. Using solar abundances from Asplund et al. (2009), \( \lambda_0(\text{C}) \approx 35 \text{ Å} \) and \( \lambda_0(\text{O}) \approx 20 \text{ Å} \), \( \sigma_0 \) are 1.6, 0.9, and \( 0.5 \times 10^{-18} \text{ cm}^2 \) for the threshold cross sections of He II, carbon (K-shell), and oxygen (K-shell), respectively, we find \( \kappa_{\text{C}}/\kappa_{\text{HeII}}(35 \text{ Å}) \approx 0.42 \) and \( \kappa_{\text{O}}/\kappa_{\text{HeII}}(20 \text{ Å}) \approx 2.3 \). Thus, for cool and/or He-recombined winds, the He II opacity dominates at the carbon K-shell edge, whilst at the oxygen edge the K-shell opacities are substantially larger than the background. Thus, we would predict that somewhat below \( \approx 20 \text{ Å} \) (beyond 620 eV) restriction (ii) becomes valid, and that \( \kappa_\text{O} \) should become depth independent. Vice versa, the mass absorption coefficient should vary with radius longward from the oxygen or carbon K-shell edge whenever the background mass absorption coefficient varies, which is mostly due to changes in the He II ionization throughout the wind.

In the following, we discuss these issues by means of our grid models; all of these models have shock emission described by our typical parameters \( (T^\text{eff}_e = 3 \times 10^{6} \text{ K and } f_{X} = 0.03) \). In particular, we provide estimates for suitable means of \( \kappa_\nu \), as a function of \( T^\text{eff}_e \).

Figure 18 shows contour plots of the radial dependence of the mass absorption coefficient, \( \kappa_\nu(r) \), as a function of wavelength. The top panel refers to model D30, and the bottom panel indicates model S40, which both have typical X-ray emission parameters \( (T^\text{eff}_e = 3 \times 10^{6} \text{ K and } f_{X} = 0.03) \). The positions of the C V edge (outer-shell ionization) and the C IV and O IV K-shell edges are indicated.

\^[19\] Additionally, the outer-shell ionization of O IV with edge at \( \approx 160 \text{ Å} \) and the bound-free opacities from other, strongly abundant ions can play a minor role, particularly if He II is weak or absent.
case the dominating ionization fraction of He II remains constant throughout the wind. In contrast, somewhat hotter models (e.g., D35), but particularly models with denser winds such as S40 display a different behavior. Here, the lower wind is dominated by He III, so that the background is weak, and one can already discriminate the C IV and C V edges around 10 R_*, (indicated as dashed lines). Compared to the dwarf models, the total κ_ν in the inner wind is much lower, shows much more structure, and is influenced by the carbon and nitrogen opacities. Once helium begins to recombine in the outer wind, the background begins to dominate again and the K-shell features vanish.

Figure 19 (upper part) illustrates the radial variation of the mass absorption coefficient for different wavelengths, and for our dwarf models with T_\text{eff} from 30 to 50 kK. Independent of T_\text{eff}, the radial variation of κ_ν is marginal at (and below) 10 Å. Around 20 Å, the variations in the inner/intermediate wind (until 10 R_*) are somewhat larger, due to changes in the oxygen ionization, where the specific positions of the corresponding edges play a role (see also Fig. 20, upper panel). At 30 Å, we see a separation between D30 (black) with high values of κ_ν (He II dominating), hot models with low values of κ_ν (CV + low background, since helium completely ionized), and D35 (green) with a significantly varying κ_ν, due to the recombination of He III in the external wind. At 40 Å, finally, the behavior is similar, and only the κ_ν values for the cooler models are larger, because of the increasing He II background.

The analogous situation for supergiants is shown in Fig. 19, lower part. Whilst for dwarfs the variation of κ_ν (when present)
vanishes at around 10 $R_*$, here it is visible throughout the  
  up to large radii for all but the coolest (black) and hottest (red)  
  models. The limiting values (at the outermost radius) are  
  similar to those of the corresponding dwarf models at  
  $T_{\text{eff}}$. The limiting values (at the outermost radius) are simi-
lar to those of the corresponding dwarf models at  
  $T_{\text{eff}}$. In contrast, for models with $T_{\text{eff}} = 30$ and  
  35 kK (recombined) and at $T_{\text{eff}} = 50$ kK (He III). In contrast,  
  for models with $T_{\text{eff}} = 40$ and 45 kK the opacity continues to  
  increase outward, since the recombination is still incomplete.  

Hervé et al. (2013) provided a similar figure to investigate  
the radial variation of $\kappa_*$ in this case for a model of $\zeta$  
Pup calculated by CMPGEN. While the stellar parameters roughly  
agree with our S40 model, these authors considered a clumpy wind  
(with volume filling factor $f_v = 0.05$), and nuclear processed  
CNO abundances. Because this model shows an earlier recom-
  bination of helium with a larger nitrogen and weaker oxygen  
  K-shell edge, the actual values of $\kappa_*$ are somewhat different from  
  our results (except at shortest wavelengths), but the basic trends  
  are quite similar. In particular, our results support the idea of  
  Hervé et al. (2013) of parameterizing the run of $\kappa_*$: In any of  
  the $\kappa_*(r)$-curves shown in Fig. 19, these curves either increase or  
  slightly decrease, but eventually reach a plateau from a certain  
  radius on (which differs for each model). This radius then sepa-
  rates two different regimes of $\kappa_*$ that might be parameterized in  
  an appropriate way (see Hervé et al. 2013 for details).  

Instead of a parameterization, it is also possible to calculate  
meaningful averages of $\kappa_*$ and the corresponding scatter.  
The size of this scatter then allows us to conclude when (w.r.t. wave-
length and $T_{\text{eff}}$) a spatially constant mass absorption coefficient  
might be used to analyze X-ray line profiles. Instead of a straight-

average, we use a density-weighted average (and a correspond-

ing variance) to account for the fact that the optical depth, $\tau_\nu$,  
is the quantity that needs to be calculated with high precision  

$$
\tau_\nu = \int_{R_{\text{min}}}^{R_{\text{max}}} \kappa_*(r) \rho(r) \mathrm{d}r =: \bar{\kappa}_* \int_{R_{\text{min}}}^{R_{\text{max}}} \rho(r) \mathrm{d}r \quad \Rightarrow \\
\bar{\kappa}_* = \int_{R_{\text{min}}}^{R_{\text{max}}} \kappa_*(r) f(r) \mathrm{d}r, \\
\text{Var}(\kappa_*) = \int_{R_{\text{min}}}^{R_{\text{max}}} (\kappa_*(r) - \bar{\kappa}_*)^2 f(r) \mathrm{d}r \\
\text{with p.d.f. } f(r) = \rho(r) \mathrm{d}r \left/ \int_{R_{\text{min}}}^{R_{\text{max}}} \rho(r) \mathrm{d}r \right.
$$

In this approach, the density weights correspond to a probabili-

ty distribution function (p.d.f.). The quantity $R_{\text{min}}$ indicates the  
lower boundary for the averaging process and must not be con-

fused with the onset radius of the X-ray emission.  

Figure 20 (upper panel) shows such mean mass absorption  
coefficients, $\bar{\kappa}_*$, as a function of wavelength, averaged over  
the interval between 1.2 and 110.0 $R_*$, for our dwarf models; the  
impact of this chosen interval is discussed below. The lower panel  
denotes the relative standard deviation, $\sqrt{\text{Var}(\kappa_*)/\bar{\kappa}_*}$. Also here,  
cold and hot models are clearly separated with D35 in between  
(cf. with Fig. 19, upper part): for $\lambda \gtrsim 21$ Å, the cold models are  
affected by a strong He II-background, whilst this background is  
weak for the hotter models. In this long wavelength region, the  
radial variation of $\kappa_*$ is large for model D35, as a result of re-

combining helium. There is also a considerable scatter between  
18 and 21 Å because of radial changes in the oxygen ioniza-

tion. Overall, however, the assumption of a constant mass ab-

sorption coefficient (suitably averaged) is not too bad for the  
complete wavelength range (scatter below 20%), if we exclude  
model D35. Below 18 Å, the scatter becomes negligible, except  
at the Ne, Mg, and Si edges.  

Even if $\kappa_*(r)$ can be approximated by a single number, $\bar{\kappa}_*$,  
the question is then about its value. For comparison, the dashed  
line in Fig. 20 shows the (analytic) estimate, $\kappa_\text{app}$ as provided by  
Eq. (9), using only solar abundances and K-shell opacities with  
cross sections from C IV, N IV, O IV, Ne IV, Mg IV, and Si IV.  
At least for hotter dwarf models, this estimate is quite appropriate  
when comparing to the actual case, except for a somewhat erro-

neous description of the carbon edge(s): since C V dominates in  
the hotter models and there is a $\sim 4$ Å difference between the C IV  
K-shell and the C V edge, this region is badly described by our  
approximation. For cooler dwarf models, on the other hand, the  
difference between the dashed and solid curves is (mostly) due to  
the helium background, which varies as a function of $T_{\text{eff}}$, $\log g$,  
and wind density, thus affecting the actual value of $\kappa_*$. Even be-

low 18 Å, this background is still non-negligible for model D30  
with a maximum deviation of roughly 30% close to the oxy-

gen edge. Nevertheless, we conclude that for all dwarf models  
with $T_{\text{eff}} \gtrsim 50$ kK, the assumption of a constant mass absorp-

tion coefficient approximated by $\kappa_\text{app}$ is justified when $\lambda \lesssim 18$ Å  
(at least within our present assumptions, i.e., solar abundances  
and unclumped winds with optical depths that are not too large,  
such that the averaging down to 1.2 $R_*$ is reasonable). In all  
other cases, results from NLTE-atmosphere modeling should be  
preferred.  

The situation for our supergiant models is displayed in  
Fig. 20, lower panel. Below 20 Å, the situation is similar to the  
dwarf case, although here the background is lower, even for the  
coolest model, and the approximation of $\kappa_*$ by $\kappa_\text{app}$ might now  
be applied at all temperatures. For $\lambda > 30$ Å, however, almost all  
models (except for S50) can no longer be described by a radially  
constant $\kappa_*$, since all models with $T_{\text{eff}} \lesssim 45$ kK show recombining  
he helium of different extent, leading to strong variations through-
out the wind.  

Thus far, we considered models with solar abundances and  
unclumped winds. To illustrate the variation of the total and  
K-shell opacities with abundance (already investigated for par-
ticular models by, e.g., Cohen et al. 2010, 2014b), the dotted  
lines in Fig. 20 denote the approximate K-shell opacities, $\kappa_\text{app}$,  
for the case of highly processed CNO material based on the  
abundances derived for $\zeta$ Pup by Bouret et al. (2012). Here,  
the carbon and oxygen abundances are depleted by 0.8 and 0.6 dex,  
respectively, whilst the nitrogen abundance is extremely en-

hanced (by $\sim 1.3$ dex) compared to the solar values. Such a com-

position leads to weak C and O K-shell edges, but to an enor-

mous nitrogen edge (dotted vs. dashed line).  

Now, if the individual abundances are known during an anal-

ysis, there is no problem, and $\kappa_*$ might be approximated by ei-

er $\kappa_\text{app}$ below 18 Å or calculated by means of NLTE-model  
as, simply accounting for these abundances. However,  
considerable uncertainties even in the low wavelength regime  
might result when the abundances are not known. From com-
paring the dashed and dotted line, we estimate this uncertainty as  
roughly 50% for $\kappa_*$, and thus for $\tau_\nu$ and $M$ (when the mass-
loss rate shall be derived). A similar value has already been esti-

mated by Cohen et al. (2014b). In the range between the oxygen  
and carbon edge (20 to 35 Å), the situation is even worse and  
we conclude that the corresponding absorption coefficients are  
prone to extreme uncertainties when the abundances have to be  
adopted without further verification. In particular, getting $\kappa_*$  
right around 25 Å is important for measuring the N emission lines  
at and close to that wavelength (e.g., N V 24.9, N V 27.48), and  
thus measuring the N abundance directly. At longer wavelengths,  
however, where $\kappa_*$ varies even more strongly with radius, and
even though nitrogen emission lines are not directly affected, the 
(direct) ionization of elements such as CNO is affected, and so 
optical and UV line strengths are affected too, as discussed in the 
previous sections.

The impact of clumping is less severe. Comparing Fig. C.1 
(Appendix) with Fig. 20, we see that models accounting for op- 
tically thin clumping (“micro-clumping”) with typical clumping 
factors \( f_{\alpha} = 20 \) corresponding to a volume filling factor, \( f_v = 0.05 \) and adequately reduced mass-loss rates give rather similar 
results compared with unclumped models. Again, the scatter of \( \kappa_{\alpha} \) is negligible below 18 Å. “The region downward of 20 Å is 
the only region that is more strongly contaminated by the He II 
background, since the clumped models recombine earlier than the 
unclumped models. The K-shell mass absorption coefficients 
themselves are not affected by optically thin clumping, since the 
opacities scale linearly with density.

Finally, Fig. C.2 (Appendix) investigates the consequences of 
averaging \( \kappa_{\alpha} \) in the outer wind alone (in the interval between 
10 and 110 \( R_\odot \)), which would be adequate if the wind would be- 
come optically thick at such radii (which for short wavelengths and 
O-star winds is quite unlikely because of the low value of \( \kappa_{\alpha} \)). 
Anyway, below 18 Å the differences to the original values are 
small. The hot dwarf models now behaves almost exactly as esti- 
mated by \( \kappa_{\alpha}^{app} \) (since He II vanishes in the outer regions of 
these objects. Further conclusions on this topic are provided in 
the next section.

6. Summary and conclusions

In this paper, we described the implementation of X-ray emis-
sion from wind-embedded shocks into the unified, NLTE atmo-
sphere/spectrum synthesis code FASTWIND, discussed various 
tests, and presented some initial results.

Our implementation follows closely corresponding work by 
Pauldrach et al. (2001) for WM-basic, which in turn is based on 
the shock cooling zone model developed by Feldmeier et al. 
(1997a) with the additional possibility of considering isothermal 
shocks. The (present) description of the shock distribution and 
strength is provided by four input, “X-ray emission paramete-
rs”, controlling the filling factor, the run of the shock tem- 
perature, and the radial onset of the emitting plasma. We account for 
K-shell absorption and Auger ionization, allowing for more than 
one final ionization stage due to cascade ionization processes.

Most of our test calculations are based on a grid of 11 models 
supertitans and dwarfs within \( T_{\text{eff}} = 30 \) to 55 kK), each of them 
with nine different X-ray emission parameter sets, but we cal- 
culated many more models for various comparisons, including 
models with optically thin clumping.

A first test investigated the reaction when varying impor-
tant X-ray emission parameters. For radially increasing shock 
strengths, the emergent flux remains almost unaffected if the 
onset radius is lowered compared to its default value (roughly 
1.5 \( R_\odot \)), whilst increasing the onset has a considerable effect 
in the range between \( \sim 350 \) Å and at least the He II edge. Fill- 
ing factor and maximum shock temperature affect the ionization 
fractions, particularly of the highly ionized species. We confirm 
some earlier predictions for scaling relations for X-ray luminosi-
ties (as a function of \( M/\nu_0 \)) in the case of optically thin and 
thick continua, (though a discrepancy with recent work by 
Owocki et al. 2013 was identified, which needs to be investi-
gated further), but we noted that for our hottest models these 
luminosities can become contaminated by normal stellar radia-
tion for energies below \( \sim 150 \) eV. Thus, we suggested choosing a 
lower integration limit of 0.15 keV (or even 0.3 keV, to be on 
the safe side) when comparing the X-ray luminosities of different 
stars or theoretical models. Finally, we found an excellent agree-
ment between FASTWIND and WM-basic fluxes, demonstrat-
ing a similar ionization balance, and a satisfactory agreement 
between corresponding X-ray luminosities. Overall, the impact 
of typical shock emission affects the radiation field in the wind 
for all wavelengths \( \lambda < 350 \) Å, thus modifying all photo rates 
for ions with ionization edges in this regime.

Investigating the ionization fractions within our model grid 
allowed us to study the impact of shock radiation for the proper 
description of important ions, i.e., those with meaningful wind 
lines (e.g., CIV, NIV, NV, OV, OVI, SiIV, and PVI). If we 
denote models with \( T_{\text{eff}} = 30 \) to 35 kK as “cool”, models with 
\( T_{\text{eff}} = 35 \) to 45 kK as “intermediate”, and models with \( T_{\text{eff}} = 45 \) 
to 55 kK as “hot” (note the overlap), we can summarize our find-
plings as follows. Those ions not (or only marginally) affected 
by shock emission (with typical parameters and our parameteriza-
tion of the shock strengths) are

- in dwarfs: CIII, CIV, NIII (cool), NIV (cool), OIV (interme-
diate), SiIV, P V (cool+intermediate)
- in supergiants: CIII (hot), CIV (hot), NIV (cool), OIV (inter-
mediate), SiIV (hot).

In almost all of the other cases, the lower stages (CIII, CIV, NIII, 
NIV, OIV (hot), SiIV, and P V) are depleted, i.e., corre- 
sponding wind lines become weaker, and the higher stages (NIV, OIV 
(cool), OV, OVI) become enhanced, i.e., corresponding wind 
lines become stronger when accounting for shock emission.

We studied in some detail how the ionization fractions 
change when the two most important parameters, filling factor 
and maximum shock temperature, are varied. For most ions, the 
filling factor has a larger influence than \( T_{\text{eff}} \), but particularly O VI 
and P V (the latter only for higher filling factors and shock tem-
peratures) show a strong reaction to both parameters.

As a result of the importance of P V with respect to mass 
loss and wind-structure diagnostics, we reinvestigated the be-
havior of P V and confirm previous results that for typical X-ray 
emission parameters this ion is only weakly or moderately af-
fected (by factors of two for intermediate and high supergiants 
at \( v(r)/\nu_0 = 0.5 \) and by factors of 10 at \( v(r)/\nu_0 = 0.8 \)). For 
a strong X-ray radiation field, however, the depletion can reach 
much higher factors. A comparison of P V ionization fractions 
with results from CMFGEN (Bouret et al. 2012) provided a rea-
sonable agreement.

Not only metals, but also He can be affected by shock emis-
sion because of the location of the He II edge and He II 303 in the 
EUV. Significant effects, however, have only been found in the 
winds of cool supergiants, where particularly He II 1640 (emis-
sion and high-velocity absorption) and He II 4686 (emission) 
become stronger because of increased recombination cascades 
and increased pumping of the \( n = 2 \) level in the case of He II 1640.

When comparing our ionization fractions with those calcu-
lated by WM-basic, we found a good, though not perfect, agree-
ment, which we found to be true for various UV line profiles 
as well. When comparing with Krtička & Kubát (2009), on the 
other hand, a similar agreement over the complete covered tem-
perature range was found only for few ions; for the majority, 
such agreement is present only at specific temperatures.

It is well known that Auger ionization can play an impor-
tant role for the ionization balance of specific ions. To further 
investigate this issue, we compared the ionization fractions of 
all ions considered in this study when including (default) or ex-
cluding this process in our NLTE treatment. Overall, we found
that only N VI and O VI (as previously known) are significantly affected by Auger ionization, but, at least in our models (with radially increasing shock temperatures), these ions are only affected in the outer wind. For the inner and intermediate wind, direct EUV/XUV ionization due to shock emission dominates, which is generally true for all other considered ions. (Additionally, the presence of a low-density interclump medium is essential for the formation of O VI in clumped winds; see Zsargó et al. 2008.)

As an interesting by-product of our investigation, we found that dielectronic recombination of O V can have a considerable influence on the ionization balance of oxygen (O IV vs. O V), particularly for dwarfs around 45 kK.

In the last part of this paper, we provided an extensive discussion of the high-energy mass absorption coefficient, $\kappa_{\text{eff}}$, regarding its spatial variation and dependence on $T_{\text{eff}}$. This topic is particularly relevant for various approaches to analyzing X-ray emission lines. To summarize and conclude, we found that (i) the approximation of a radially constant $\kappa_{\text{eff}}$ can be justified for $r \gtrsim 1.2 \, R_*$ and $\lambda \lesssim 18 \, \AA$, and also for many models at longer wavelengths. (ii) In order to estimate the actual value of this quantity, however, the He II background and, to a lesser extent, the bound-free background from highly abundant metals needs to be considered from detailed modeling, at least for wavelengths longer than 18 to 20 Å. Moreover, highly processed CNO material can change the actual value of $\kappa_{\text{eff}}$ considerably, particularly for $\lambda \gtrsim 20 \, \AA$, and estimates for the optical depth, $\tau_\lambda$, become highly uncertain in this regime if the individual abundances are unknown.

In this context, it is reassuring to note that, for example, the mass-loss determinations by Cohen et al. (2014b) using X-ray line spectroscopy (via determining the optical depths of the cool wind material, under the assumption of spatially constant $\kappa_{\text{eff}}$) rely on 16 lines observed by Chandra, where 14 out of these 16 lines are shortward of 19 Å. The issues summarized above will be a much bigger problem for O VII and nitrogen X-ray emission line measurements (O VII at 21.6–22.1 Å, N VII at 24.78 Å, and N VI at 24.9 Å, which are planned to independently constrain, with high precision, the nitrogen/oxygen content in (a few) massive O stars (Leutenegger et al. 2013a). To this end, a detailed modeling of $\kappa_{e}$ (particularly regarding the helium ionization) will certainly be advisable for such an analysis.

Now that we have finalized and carefully tested our implementation of emission from wind-embedded shocks, we are in a position to continue our work on the quantitative spectroscopy of massive stars. As outlined in the introduction, we will concentrate on determining the carbon and oxygen abundances in O and early B stars observed during the two VLT-FLAMES surveys conducted within our collaboration, by means of optical and, when available, UV spectroscopy. During such an analysis, the X-ray emission parameters need to be derived in parallel with the other, main diagnostics, at least in principle. We then have to check how far the derived abundances depend on corresponding uncertainties.

We further note that any such UV analysis also needs to consider the effects of optically thick clumping (e.g., Oskinova et al. 2007; Sundqvist et al. 2011, 2014; Sür lan et al. 2013). In parallel with the implementation of wind-embedded shocks presented here, we have updated FASTWIND to account properly for such optically thick clumping (porosity in physical and velocity space), following Sundqvist et al. (2014); these models will be presented in an upcoming (fourth) paper of this series.

Regarding quantitative spectroscopic studies accounting for X-ray ionization effects, the parameterization represented by Eq. (7) is certainly not the final truth, and is actually not the best encapsulation of the results from current numerical simulations. Though this probably does not matter too much for most applications, it might be worth considering a better representation and how our results would change if the stronger and weaker shocks were allowed to be more spatially mixed.

LDI simulations (e.g., Feldmeier et al. 1997b; Dessart & Owocki 2003; Sundqvist & Owocki 2013) indicate that the velocity dispersion peaks quite close to $R_{\text{min}}$ (~1.5–2.0 $R_*$) and then falls off. And the same simulations also show some strong shocks near $R_{\text{min}}$. From the observational side, $f/L$ ratios of ions that form at higher temperatures (e.g., Si XIII) indicate a substantial amount of high-temperature plasma (~$10^3$ K) near $R_{\text{min}}$ (e.g., Waldron & Cassinelli 2001, 2007), and Leutenegger et al. (2006) found an onset radius of $1.1^{+0.1}_{-0.1} \, R_*$ for the S XV line. On the other hand, Cohen et al. (2014a) showed that the shock fastwind structure is very strongly skewed toward weak shocks and our parameterization Eq. (7) already allows us to include that feature now.
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Appendix A: Ionization fractions of selected ions: Dependence on X-ray filling factor and shock temperature

Figures A.1 to A.10 show the reaction of C IV, N V, O V, O VI, and P V on varying the X-ray filling factors and shock temperatures within our supergiant and dwarf models as a function of \( T_{\text{eff}} \). For further explanation and discussion, see Sect. 5.1.3.

Fig. A.1. Ionization fractions of C IV (at \( v(v) = 0.5v_{\infty} \)), as a function of \( T_{\text{eff}} \), and for different X-ray emission parameters. Solid: supergiant models; dashed: dwarf models; black: models with shock emission; magenta: models without shock emission. For clarity, the ionization fractions of dwarf models have been shifted by one dex.

Fig. A.2. Left panel: as above (C IV at \( v(v) = 0.5v_{\infty} \)), but now for dwarf models alone and for all X-ray emission parameters included in our grid. The fractions have not been shifted here. Right panel: as left, but for supergiant models.
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Fig. A.3. As Fig. A.1, but for $N_V$ at $v/v_\infty = 0.6$.

Fig. A.4. As Fig. A.2, but for $N_V$ ($v(r) = 0.6v_\infty$).
Fig. A.5. As Fig. A.1, but for O V at $v/r = 0.6v_\infty$.

Fig. A.6. As Fig. A.2, but for O V ($v/r = 0.6v_\infty$).
Fig. A.7. As Fig. A.1, but for OVI at $\phi(r) = 0.6v_∞$.

Fig. A.8. As Fig. A.2, but for OV ($\phi(r) = 0.6v_∞$).
Fig. A.9. As Fig. A.1, but for PV at $v(r) = 0.5v_{\infty}$.

Fig. A.10. As Fig. A.2, but for PV at $v(r) = 0.5v_{\infty}$. 
Appendix B: Comparison with WM-basic: Ionization fractions and UV line profiles

In Figs. B.1 and B.2, we compare the ionization fractions of specific ions, as calculated by FASTWIND and WM-basic, for dwarf and supergiant models, respectively. Figure B.3 compares corresponding strategic UV-line profiles for N\text{IV} 1720, N\text{V} 1238,1242, O\text{V} 1371, O\text{VI} 1031,1037, and P\text{V} 1117,1128. Further explanation and discussion is provided in Sect. 5.1.4.

**Fig. B.1.** Ionization fractions of specific ions, as calculated by FASTWIND (black) and WM-basic (magenta) for our dwarf models and as a function of \(T_{eff}\). If not stated explicitly inside the individual panels, the fractions were evaluated at \(v(\xi) = 0.5v_{\infty}\). See Sect. 5.1.4.

**Fig. B.2.** As Fig. B.1, but for supergiant models.
Fig. B.3. Emergent line profiles for strategic UV lines (N iv 1720, N v 1238,1242, O v 1371, O vi 1031,1037, and P v 1117,1128), as calculated by WM-basic (green) and FASTWIND (black), for models S30 (top), D40, S40, D50, and S50 (bottom). All profiles were calculated with a radially increasing microturbulence, with maximum value $v_{\text{turb}}(\text{max}) = 0.1 v_{\infty}$, and have been convolved with a typical rotation velocity, $v \sin i = 100$ km s$^{-1}$. The absorption feature between the two P v components is due to Si iv 1122. See Sect. 5.1.4.
Appendix C: Averaged mass absorption coefficients: Clumped winds and dependence on averaging interval

Figure C.1 shows the density-weighted mean (Eq. (11)) of the mass absorption coefficient as a function of wavelength for dwarf (left) and supergiant (right) models. The figure has a similar layout as Fig. 20, but has been calculated for clumped models ($f_{cl} = 20$) and mass-loss rates reduced by a factor of $\sqrt{20}$. Figure C.2 is also analogous to Fig. 20, but now the absorption coefficient has been averaged over the interval between 10 and 110 $R_\ast$. For details and discussion, see Sect. 5.4.

**Fig. C.1.** As Fig. 20, but for clumped models with $f_{cl} = 20$ (corresponding to $f_V = 0.05$) and mass-loss rates reduced by a factor of $\sqrt{20}$. Left: dwarf models; right: supergiant models.

**Fig. C.2.** As Fig. 20, but averaged over the interval between 10 and 110 $R_\ast$. Left: dwarf models; right: supergiant models.