Correlation between peak energy and Fourier power density spectrum slope in gamma-ray bursts* 
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ABSTRACT

Context. The origin of the gamma–ray burst (GRB) prompt emission still defies explanation, in spite of recent progress made, for example, on the occasional presence of a thermal component in the spectrum along with the ubiquitous non-thermal component that is modelled with a Band function. The combination of finite duration and aperiodic modulations make GRBs hard to characterise temporally. Although correlations between GRB luminosity and spectral hardness on one side and time variability on the other side have long been known, the loose and often arbitrary definition of the latter makes the interpretation uncertain.

Aims. We characterise the temporal variability in an objective way and search for a connection with rest-frame spectral properties for a number of well-observed GRBs.

Methods. We studied the individual power density spectra (PDS) of 123 long GRBs with measured redshift, rest-frame peak energy \( \nu_{\text{pe}} \) of the time-averaged \( vF_v \) spectrum, and well-constrained PDS slope \( \alpha \) detected with Swift, Fermi and past spacecraft. The PDS were modelled with a power law either with or without a break adopting a Bayesian Markov chain Monte Carlo technique.

Results. We find a highly significant \( E_{\text{pe}}/\Gamma \) anti-correlation. The null hypothesis probability is \( \sim 10^{-9} \).

Conclusions. In the framework of the internal shock synchrotron model, the \( E_{\text{pe}}/\Gamma \) anti-correlation can hardly be reconciled with the predicted \( E_{\text{pe}} \sim \Gamma^{-2} \), unless either variable microphysical parameters of the shocks or continual electron acceleration are assumed. Alternatively, in the context of models based on magnetic reconnection, the PDS slope and \( E_{\text{pe}} \) are linked to the ejecta magnetisation at the dissipation site, so that more magnetised outflows would produce more variable GRB light curves at short timescales (\( \leq 1 \) s), shallower PDS, and higher values of \( E_{\text{pe}} \).
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1. Introduction

The nature of the prompt gamma-ray emission remains one of the most elusive aspects of gamma-ray bursts (GRBs). Most important questions concern the nature of the emitting ejecta and its magnetisation degree, where and how energy dissipation takes place, and the dissipation mechanism(s) (see Kumar & Zhang 2015; Zhang 2014; Pe’er 2015; Zhang & Mészáros 2002b, for reviews).

Typically, \( 10^{51} - 10^{53} \) erg are released as gamma-rays in a few seconds within a region of about \( 10^7 \) cm. The energy spectrum is highly non-thermal and is usually described empirically by the Band function (Band et al. 1993), a smoothly joined broken power-law whose \( vF_v \) spectrum peaks at \( \nu_p \) of a few hundred keV (Preece et al. 2000; Kaneko et al. 2006; Guidorzi et al. 2011; Goldstein et al. 2012; Gruber et al. 2014; Bošnjak et al. 2014), in some cases accompanied by a mostly subdominant thermal component (e.g. Guiriec et al. 2011, 2015; see Pe’er 2015 for a review). An ultra-relativistic outflow (with Lorentz factor \( \Gamma \) of a few \( 10^3 \)) is required to reduce the pair production opacity and explain why a non-thermal spectrum extending to the MeV and GeV ranges is observed (e.g. Mészáros & Gehrels 2012; Pe’er 2015). Generally, the different proposed dissipation processes can be classified based on the distance from the source: i) the dissipation into gamma-rays takes place well above the Thomson photosphere but still below the deceleration radius, as in the case of the internal shock (IS) model (Rees & Meszaros 1994; Narayan et al. 1992); ii) the dissipation occurs near the photosphere and the emerging blackbody-like spectrum is distorted by additional heating and Compton scattering. In either case the dissipation details depend on the ejecta magnetisation, \( \sigma = B^2/(4\pi\rho c^2) \), defined as the ratio between the magnetic field and matter energy densities, because it can affect the dynamic evolution of the outflow. In models i) a fraction of energy is dissipated into radiation directly through IS, or through magnetic reconnection in the case of a magnetised jet (Usov 1992; Thompson 1994; Lyutikov & Blandford 2003; McKinney & Uzdensky 2012). In the case of classical IS the dissipated energy is kinetic of the baryon load; instead, for the magnetised outflows it is mostly Poynting flux (i.e. \( \sigma \geq 1 \) in the dissipation region). In the ICMART model (Zhang & Yan 2011) magnetic reconnection is a consequence of the distortion of the magnetic field lines entrained in the ejecta and triggered

* Full Table 1 is only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/589/A97
by IS (see Kagan et al. 2015 for a recent review on relativistic magnetic reconnection). For models ii), energy dissipation takes place at or below the photosphere, either for baryonic-dominated outflows (Rees & Mészáros 2005; Pe’er et al. 2006; Thompson et al. 2007; Derishev et al. 1999; Rossi et al. 2006; Beloborodov 2010; Titarchuk et al. 2012), or for magnetically-dominated outflows (Giannios 2008; Mészáros & Rees 2011; Giannios 2012). See Zhang (2014), Pe’er (2015) and Granot et al. (2015) for recent reviews of the different models of prompt emission.

In this context, timing analysis and its spectral characterisation can provide insights into the size and distance of the dissipation region, and consequently on the jet composition, the radiative processes and the geometry of the prompt emission, since all these issues are intertwined (e.g. Beniamini & Piran 2014). A classical way of characterising time variability of stochastic processes is offered by Fourier analysis, and astrophysical time series are no exception (e.g. see van der Klis 1989; Vaughan 2013, for reviews). The study of the continuum of the power density spectrum (PDS), corresponding to the Fourier transform of the auto-correlation function (ACF) of a time series, and the possible presence of periodic features in it can constrain the spatial distribution of sources contributing to the observed flux (e.g. Titarchuk et al. 2007). As found in several independent data sets (Beloborodov et al. 2000; Ryde et al. 2003; Guidorzi et al. 2012; Dichiara et al. 2013a; van Putten et al. 2014), the average PDS of long GRBs is described by a power law extending over two frequency decades, from a few $10^{-2}$ to 1–2 Hz. The power-law index lies in the range 1.5–2 with a small but significant dependence on photon energy, with steeper slopes corresponding to softer energy bands. Evidence for a break around 1–2 Hz for the harder ($\gtrsim 100$ keV) energy channels was also found (Beloborodov et al. 2000; Dichiara et al. 2013a).

Whilst the average PDS over a large number of GRB exhibits small fluctuations and is easier to characterise in terms of a general stochastic process, it provides no clues on the variety of properties of individual GRBs. In this work we model the individual PDS and study the statistical properties of an ensemble of GRBs that were detected by different past and present spacecraft, and have measured redshift and a well-constrained intrinsic (i.e. rest-frame) time-averaged spectral peak energy $E_{\text{peak}}$. The difficulty of a proper statistical treatment of the PDS of an individual, highly non-stationary, and short-lived stochastic process such as that of a GRB time series, is properly overcome with the aid of a Bayesian Markov chain Monte Carlo (MCMC) technique, which is described in detail in a companion paper (Guidorzi et al. 2016; hereafter, G16) and is essentially the same as that outlined by Vaughan (2010), except for a few minor but important changes. The same technique has recently been adopted for studying a selected sample of bright short GRBs (Dichiara et al. 2013b) and outbursts from soft-gamma ray repeaters (Huppenkothen et al. 2013), for which Fourier analysis faces the same formal problems of short-lived, non-stationary time series.

The key point of studying individual vs. averaged PDS is that we can investigate the possible connection between PDS and other key properties of the prompt emission, such as $E_{\text{iso}}$, or the isotropic-equivalent radiated energy, $E_{\text{iso}}$, involved in the eponymous correlation (Amati et al. 2002). Establishing a connection between hydrodynamical and geometric quantities and observables that characterise the spectral formation provides a powerful test to constrain the prompt emission models.

The paper is organised as follows: the data selection and analysis are described in Sect. 2. Section 3 reports the results, which are discussed in Sect. 4. The description of the technique adopted for the PDS modelling is detailed in G16. Uncertainties on the best-fitting parameters are 1σ confidence for one parameter of interest, unless stated otherwise.

2. Data analysis

2.1. Data selection

From the data sets obtained with the main past and present experiments we selected the GRBs with measured redshift and well-constrained $E_{\text{pk}}$. Spectral parameters ($E_{\text{pk}}$ in particular) of past GRBs were taken from the literature. For Fermi-catalogued GRBs we took the best-fit parameters obtained by the team (Goldstein et al. 2012; Gruber et al. 2014) when available. For recent GRBs and/or Fermi GRBs with a shallow high-energy power-law index $\beta_0 < -2$, as modelled with the Band function (Band et al. 1993), the parameters were taken instead either from Konus-WIND, or, if not available, from the Fermi-GBM GCN. We also calculated the isotropic-equivalent radiated energy $E_{\text{iso}}$ in the rest-frame $10^{51}$ keV band adopting $H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_\Lambda = 0.70$, $\Omega_M = 0.30$.

To ensure the best signal-to-noise ($S/N$) ratio and lessen the effects of a limited energy passband, we took for each instrument the time profile in the broadest energy range available. For a sub-sample of GRBs detected with both Fermi and Swift we discuss the impact of different energy bands and detectors. GRBs whose light curves were hampered by gaps in the time profiles were excluded. We imposed a minimum threshold of 30 to the $S/N$ as measured from the net count fluence in the time interval selected for the PDS extraction of each GRB. Finally, GRBs whose uncertainty on the PDS power-law index $\alpha$ was $>0.5$ were rejected, except for five events for which the 90%-confidence lower limit to $\alpha$ is nonetheless very informative (Sect. 2.2).

2.1.1. Swift-BAT data

From an initial sample of 961 GRBs detected by BAT from January 2005 to May 2015 we selected those whose time profiles are entirely covered in burst mode, that is, those with the finest time resolution available. As a consequence, the ground-discovered GRBs were excluded. We then extracted mask-weighted, background-subtracted light curves with a uniform binning time of 4 ms in the total passband 15–150 keV with the HEASOFT package (v6.13) following the BAT team threads. Mask-weighted light curves were extracted using the ground-refined coordinates provided by the BAT team for each burst through the tool batbinevt. We built the BAT detector quality map of each GRB by processing the next earlier enable or disable map of the detectors.

We selected the long bursts by requiring $T_{90} > 3 \text{ s}$, where $T_{90}$ was taken from the second BAT catalogue (Sakamoto et al. 2011) or from the corresponding BAT-refined circulars for the most recent GRBs not included in the catalogue. We verified that no short GRB with extended emission (Norris & Bonnell 2006; Sakamoto et al. 2011) with $T_{90} > 3 \text{ s}$ slipped into the long-duration sample. We ended up with 75 long Swift-BAT GRBs with measured redshift, $z$ and $E_{\text{pk}}$. Hereafter, we refer to these 75 long GRBs with measured quantities (PDS, $z$, and $E_{\text{pk}}$) as the Swift-BAT sample.\footnote{To ensure a finite maximum in the $V_E$ spectrum.}

\footnote{http://swift.gsfc.nasa.gov/docs/swift/analysis/threads/bat_threads.html}
For complementary analysis we also considered the short GRB class. Only one short GRB, 051221A (Burrows et al. 2006; Soderberg et al. 2006; Jin et al. 2007), matched all our criteria. We therefore considered it separately, for comparison reasons.

2.1.2. Fermi-GBM data

We selected a sub-sample of 102 GRBs detected by Fermi-GBM from July 2008 to May 1, 2015 with measured redshift. For each GRB we took the time-tagged event (TTE) files of the two most illuminated NaI detectors and extracted the corresponding light curves with 64 ms resolution in the 8–1000 keV band using the gtbin tool. We then summed them to increase the S/N. We excluded all the GRBs that either had no TTE file or whose TTE data did not cover the whole event. We excluded short-duration bursts by requiring \( T_{90} > 3 \) s, and again we made sure not to include those with extended emission. Another selection was applied to remove all the light curves affected by spikes caused by high-energy particles interacting with the spacecraft (Meegan et al. 2009).

Data were processed by following the Fermi team threads. By virtue of its exceptional S/N, the light curve of 130427A was extracted with 10 ms resolution. After further selection based on the PDS best-fit parameters (Sect. 2.2), we ended up with 44 GRBs with redshift and \( E_{p,\text{pl}} \) that hereafter constitute the Fermi sample.

2.1.3. Data from past experiments

Likewise, for the BeppoSAX/GRBM sample we started from the GRB catalogue (Frontera et al. 2009) by selecting the GRBs covered with 7.8 ms resolution, available in the 40–700 keV energy band only for those that triggered the GRBM on-board logic. In one case (010222) the time profile was not entirely covered with high resolution; by comparing the high-resolution PDS with the one extracted over the full profile at lower (1 s) resolution, no remarkable difference was noted in the common frequency range, so we used the high-resolution PDS because of the better sampled high-frequency tail.

For other experiments we took the time profiles in the following energy bands: 50–300 keV (CGRO-BATSE; 64 ms resolution); >7 keV (energy channels A+C+D of HETE2-FREGATE; 328 ms); and 50–200 keV (Konus-WIND; 64 ms). For all these instruments background subtraction was carried out through interpolation with up to second-order polynomials.

We ended up with valuable data for 8, 7, 6, and 3 GRBs detected with BeppoSAX, BATSE, HETE2, and Konus/WIND, respectively.

2.2. PDS calculation

The time interval over which the PDS were calculated depended on the experiment. For Swift-BAT we followed the same procedure as in Guidorzi et al. (2012): we chose the \( T_{7r} \) interval, that is, the time interval whose boundaries correspond to the first and last time bins whose rates exceed the background level by \( \geq 7r \). The PDS was then calculated on a 3 × \( T_{7r} \) time interval that had

\[ f^{\alpha} + B \quad \text{or} \quad f^{b} + B \]

where the following parameters were left free to vary: the normalisation constant \( N \), the power-law index \( \alpha > 0 \), and the white-noise level \( B \). The PDS of several GRBs showed evidence of a break in the power law. For such cases, the procedure considers a model of a power law with a break, below which the PDS is asymptotically constant, which we here call bent power-law (BPL) model,

\[ S_{\text{BPL}}(f) = N \left[ 1 + \left( \frac{f}{f_{b}} \right)^{\alpha} \right]^{-1} + B, \]

which reduces to the simple PL model of Eq. (1) in the limit \( f \gg f_{b} (\alpha > 0). f_{b} \) is the break frequency, below which the power density flattens. The preference for this model over the broken power-law model, such as that of Eq. (1) of Guidorzi et al. (2012) used for the average PDS, is provided in paper G16. A justification for the specific choice of Eq. (2) is that it provides a good description of the typical PDS of a fast rise exponential decay (FRED) pulse (e.g. Lazzati 2002). A likelihood ratio test is used to establish whether a BPL provides a statistically significant improvement in the fit of a given
PDS, with a 1% threshold on probability. We refer to G16 for a detailed description and justification of this method.

For GRBs with very good S/N and poor time resolution, such as HETE2-FREGATE whose Nyquist frequency is a mere 1.5 Hz, the white-noise level cannot be guessed from the GRB PDS. We therefore preliminarily estimated it from the PDS extracted over a different time interval adjacent to that of the GRB, including only background counts. Under the reasonable assumption that the temporal properties of background counts did not change, we constrained the white-noise level in the GRB PDS by means of a prior distribution for $B$.

### 3. Results

We rejected all the GRBs with $\sigma(\alpha) > 0.5$, except for five GRBs (970508, 980425, 990712, 021211, and 030528) for which the 90%-confidence lower limit to $\alpha$ yielded a useful constraint. The selection on $\alpha$ was decided considering its observed range ($1.3 < \alpha < 3.9$). This threshold allowed us to constrain the PDS slopes in a meaningful way. We ended up with 123 different GRBs with all measured and constrained $E_{p,i}$, $E_{iso}$, and $\alpha$ (and log $f$) for the GRBs with a break in the PDS), plus just one short from the Swift sample (Sect. 2.1.1). Twenty GRBs detected with both Fermi and Swift passed the PDS selection with both data sets. We used this sample to explore the effects of different energy bands and different time intervals. Best-fitting parameters are reported in Table 1. Some GRBs that were detected by both spacecraft are not classified as common, since only the data of one of the detectors matched our selection criteria. In these cases we reported the experiment whose data gave a useful PDS.

Out of the observables and best-fitting parameters available we found a highly significant correlation between $E_{p,i}$ and $\alpha$, as displayed in the bottom panel of Fig. 1. Unsurprisingly, $\alpha$ also correlates with $E_{iso}$; however, the scatter is significantly larger, therefore hereafter we focus on $E_{p,i}-\alpha$. For comparison, we also studied the observed peak energy, $E_p = E_{p,i}/(1 + z)$, vs. $\alpha$, shown in the top panel of Fig. 1. For the 20 common GRBs we systematically chose the Fermi values for the broader energy passband. On average, the GRBs with higher $E_{p,i}$ exhibit lower PDS indices. The $p$-values associated with Pearson, Spearman, and Kendall coefficients are $9 \times 10^{-8}$, $1 \times 10^{-8}$, and $2 \times 10^{-8}$, respectively. These values do not account for the measurement uncertainties. We conservatively estimated their effect through MC simulations: we independently scattered each point assuming a log-normal distribution along $E_{p,i}$ and using the marginal posterior distribution obtained for $\alpha$ for each GRB (see G16). We generated 1000 synthetic sets of 123 GRBs each and calculated the corresponding correlation coefficients. The 90% percentile values of the corresponding $p$-value distribution are reported in Table 2 both for the rest- and for the observer frame. The PDS index significantly correlates with both $E_{p,i}$ and $E_p$. However, the significance of the correlation moves from $10^{-5}$ to $10^{-7}$–$10^{-8}$ passing from observed to intrinsic plane, improving by almost three orders of magnitudes. We applied the same analysis to the subsample of PL GRBs alone to investigate whether the correlation still holds. We found that it does, with a $p$-value of the order of $10^{-6}$ in the source frame. Like for the overall sample, moving from the source to the observer frame the correlation becomes less significant by almost two orders of magnitude in this case (see Table 2).
Gamma-ray burst 060614 is worth mentioning. This is a clear outlier in a region of its own. This GRB is known to be peculiar for other observationally independent reasons: although it is classified as a long GRB, its nature yet remains ambiguous, since it shares some properties with short bursts, such as the absence of any associated supernova despite the small distance, the temporal lag of the initial spike (Gehrels et al. 2006; Della Valle et al. 2006; Fynbo et al. 2006), and the possible evidence for a macronova in the afterglow (Yang et al. 2015; Kisaka et al. 2016; Jin et al. 2015). Its prompt light curve consists of an initial hard spike followed by a soft variable tail, and it was shown to be consistent with the $E_{p,i}$-$E_{iso}$ relation satisfied by most long GRBs only when the whole event is considered (Amati et al. 2007). By contrast, when only the negligible-lag spike is considered, its spectral and temporal properties are more reminiscent of short GRBs (Gehrels et al. 2006; Amati et al. 2007). If 060614 is excluded, the significance of the $\alpha$-$E_{p,i}$ correlation improves by a factor of a few (Table 2).

We also studied the covariance of the PDS slope with the spectral indices associated with the peak energy, derived from either a Band function or a cutoff power-law, and found no departure from statistical independence.

3.1. Dependence of PDS on energy band and on time interval

Figure 2 compares $\alpha$ as measured with Fermi and with Swift for the common sample of 20 GRBs.
The two main differences between *Fermi*-GBM and *Swift*-BAT are the broader and harder energy band for the former, along with a shorter time interval for the PDS calculation (Sects. 2.1 and 2.2). The role of the energy passband on determining the slope of GRB PDS is already known on the average PDS, with harder channels having lower $\alpha$’s because of the more pronounced narrowness of their time profiles (Dichiara et al. 2013a). We therefore studied whether there is any link between the diversity of the two measures and the GRB hardness, as measured with $E_{\text{iso}}$. We found no clear evidence for it. Rather than the GRB hardness itself, it is the combination of a longer time interval and a softer energy band of *Swift*-BAT that in most cases turns into the identification of a low-frequency break in the PDS. To clearly show this dependence, Fig. 2 displays the pairs of estimates with two different symbols, depending on whether the two best-fit models coincide. In all cases with different models, *Swift* data are best fit with a BPL while *Fermi* with a PL. These events, shown with circles in Fig. 2, deviate on average from equality more than the other GRBs, with higher values for *Swift*, as expected from the properties of average PDS (Dichiara et al. 2013a).

Yet, while the previously known average behaviour of PDS with energy is confirmed in the bulk properties of our common sample, we cannot infer a universal behaviour for all individual cases: for most common GRBs in Fig. 2 *Fermi* and *Swift* PDS slopes are equal within uncertainties. This validates our choice of merging results obtained with different experiments into a unique set (Fig. 1). In conclusion, merging results obtained in different energy bands does not wash out the $E_{\text{iso}} - \alpha$ correlation, but probably contributes to the observed scatter.

### 3.2. Selection effects

Since the correlation is highly scattered, we investigated the impact of selection effects that are due to $S/N$ on the observed distribution of data on the $E_{\text{iso}} - \alpha$ plane. Ideally, the $S/N$ should be independent of both $E_{\text{iso}}$ and $\alpha$. We therefore split the full sample into three different classes of $S/N$ of 39 GRBs each with low ($S/N < 52$; hereafter SSN1), medium ($52 < S/N < 121$; SSN2), and high ($S/N > 121$; SSN3) values, and compared the distributions for the two variables in each subsample. We left out the five cases with lower limits derived for $\alpha$ plus one GRB from SSN3 to ensure that all samples had the same statistical accuracy from the same number of GRBs. We used the non-parametric Epps–Singleton (ES) test (Epps & Singleton 1986) to compute the probability that the $E_{\text{iso}}$ and $\alpha$ distributions of each sub-sample were drawn from a common one. We opted for ES instead of the more popular KS, because the latter is less sensitive than the former, especially for small samples. For $E_{\text{iso}}$ we found probabilities of 2%, 30%, and 43% for the comparisons SSN1-SSN2, SSN1-SSN3, and SSN2-SSN3 sub-sets, respectively. Thus we can state that the three $E_{\text{iso}}$ distributions are consistent with being drawn from a common population. Similar conclusions are drawn about $\alpha$, with 82%, 38%, and 12% analogues probabilities, respectively. Finally, we computed the $E_{\text{iso}} - \alpha$ correlation for the three samples (see Table 2) and found that the higher the $S/N$, the more significant the correlation. In other words, the better the signal, the less scattered the correlation, which means that the observed scatter is not entirely intrinsic to the sources, but is also due to the uncertainties affecting the individual measurements. This is clearly illustrated in Fig. 3 where we show the $E_{\text{iso}} - \alpha$ distribution for the three $S/N$ sub-samples along with their corresponding marginal distributions. We therefore conclude that the correlation is not spurious and cannot artificially be caused by $S/N$ effects.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$P(\text{Pearson})$</th>
<th>$P(\text{Spearman})$</th>
<th>$P(\text{Kendall})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$ vs. $E_{p}$</td>
<td>$1 \times 10^{-5}$</td>
<td>$2 \times 10^{-5}$</td>
<td>$2 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$2 \times 10^{-7}$</td>
<td>$6 \times 10^{-8}$</td>
<td>$8 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$2 \times 10^{-9}$</td>
<td>$4 \times 10^{-9}$</td>
<td>$1 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$8 \times 10^{-5}$</td>
<td>$2 \times 10^{-4}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$6 \times 10^{-6}$</td>
<td>$6 \times 10^{-6}$</td>
<td>$6 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$7 \times 10^{-2}$</td>
<td>$9 \times 10^{-2}$</td>
<td>$8 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$8 \times 10^{-4}$</td>
<td>$4 \times 10^{-4}$</td>
<td>$1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha$ vs. $E_{p,i}$</td>
<td>$1 \times 10^{-5}$</td>
<td>$1 \times 10^{-5}$</td>
<td>$3 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Notes. Uncertainties on individual quantities have been accounted for. (a) 0.0701614 excluded. (b) Only GRBs whose PDS are best fit with PL. (c) Low S/N subsample (39 GRBs; SSN1). (d) Mid S/N subsample (39 GRBs; SSN2). (e) High S/N subsample (39 GRBs; SSN3).

The two main differences between *Fermi*-GBM and *Swift*-BAT are the broader and harder energy band for the former, along with a shorter time interval for the PDS calculation (Sects. 2.1 and 2.2). The role of the energy passband on determining the slope of GRB PDS is already known on the average PDS, with harder channels having lower $\alpha$’s because of the more pronounced narrowness of their time profiles (Dichiara et al. 2013a). We therefore studied whether there is any link between the diversity of the two measures and the GRB hardness, as measured with $E_{\text{iso}}$. We found no clear evidence for it. Rather than the GRB hardness itself, it is the combination of a longer time interval and a softer energy band of *Swift*-BAT that in most cases turns into the identification of a low-frequency break in the PDS. To clearly show this dependence, Fig. 2 displays the pairs of estimates with two different symbols, depending on whether the two best-fit models coincide. In all cases with different models, *Swift* data are best fit with a BPL while *Fermi* with a PL. These events, shown with circles in Fig. 2, deviate on average from equality more than the other GRBs, with higher values for *Swift*, as expected from the properties of average PDS (Dichiara et al. 2013a).

Yet, while the previously known average behaviour of PDS with energy is confirmed in the bulk properties of our common sample, we cannot infer a universal behaviour for all individual cases: for most common GRBs in Fig. 2 *Fermi* and *Swift* PDS slopes are equal within uncertainties. This validates our choice of merging results obtained with different experiments into a unique set (Fig. 1). In conclusion, merging results obtained in different energy bands does not wash out the $E_{\text{iso}} - \alpha$ correlation, but probably contributes to the observed scatter.

### 3.2. Selection effects

Since the correlation is highly scattered, we investigated the impact of selection effects that are due to $S/N$ on the observed distribution of data on the $E_{\text{iso}} - \alpha$ plane. Ideally, the $S/N$ should be independent of both $E_{\text{iso}}$ and $\alpha$. We therefore split the full sample into three different classes of $S/N$ of 39 GRBs each with low ($S/N < 52$; hereafter SSN1), medium ($52 < S/N < 121$; SSN2), and high ($S/N > 121$; SSN3) values, and compared the distributions for the two variables in each subsample. We left out the five cases with lower limits derived for $\alpha$ plus one GRB from SSN3 to ensure that all samples had the same statistical accuracy from the same number of GRBs. We used the non-parametric Epps–Singleton (ES) test (Epps & Singleton 1986) to compute the probability that the $E_{\text{iso}}$ and $\alpha$ distributions of each sub-sample were drawn from a common one. We opted for ES instead of the more popular KS, because the latter is less sensitive than the former, especially for small samples. For $E_{\text{iso}}$ we found probabilities of 2%, 30%, and 43% for the comparisons SSN1-SSN2, SSN1-SSN3, and SSN2-SSN3 sub-sets, respectively. Thus we can state that the three $E_{\text{iso}}$ distributions are consistent with being drawn from a common population. Similar conclusions are drawn about $\alpha$, with 82%, 38%, and 12% analogues probabilities, respectively. Finally, we computed the $E_{\text{iso}} - \alpha$ correlation for the three samples (see Table 2) and found that the higher the $S/N$, the more significant the correlation. In other words, the better the signal, the less scattered the correlation, which means that the observed scatter is not entirely intrinsic to the sources, but is also due to the uncertainties affecting the individual measurements. This is clearly illustrated in Fig. 3 where we show the $E_{\text{iso}} - \alpha$ distribution for the three $S/N$ sub-samples along with their corresponding marginal distributions. We therefore conclude that the correlation is not spurious and cannot artificially be caused by $S/N$ effects.

### 4. Discussion

The choice of focusing on GRBs with well-measured $E_{\text{iso}}$ is driven by the key role of this observable in understanding the mechanism of the prompt emission. This is supported by a number of correlations in which $E_{\text{iso}}$ is involved: its correlation with $E_{\text{iso}}$ (Amati et al. 2002), its time-resolved analogue (Golenetskii et al. 1983; Yonetoku et al. 2004; Ghirlanda et al. 2011; Lu et al. 2012; Frontera et al. 2012), with the collimation-corrected energy $E_{c}$ (Ghirlanda et al. 2004) for long GRBs, and both $E_{\text{iso}}$ and the energy released in the X-ray band, $E_{X,iso}$, in the three-parameter correlation, which holds for both long and short GRBs (Bernardini et al. 2012; Margutti et al. 2013). Thus, investigating the connection between $E_{\text{iso}}$ and temporal properties can provide clues on the physics of the prompt emission. In Fig. 4 we illustrate our interpretation of the difference between the two groups of PDS best fit with either BPL or PL and the meaning of dominant timescale, wherever there exists one. Generally, a light curve is the result of superposing a number of
pulses with different timescales. Whenever the total variance is dominated by some specific timescale, this stands out and determines the break in the PDS, which is best fit with BPL (top panel of Fig. 4). By contrast, when several different timescales have similar weights in the total variance, the resulting PDS exhibits no clear break, and appears to be remarkably shallower ($\alpha_{\text{p}} \lesssim 2$) than that of individual pulses ($\alpha_{\text{bpl}} > 2$). Most of the break frequency values correspond to timescales that are several second long. This suggests that most GRBs with a break in the PDS lack power at sub-second scales, which is not the case for the light curves of the PL group. Therefore, we interpret the two groups based on the relative strength of the short-timescale (<1 s; fast) component with respect to the long-timescale (>1 s; slow): GRBs of the BPL group exhibit weak or absent sub-second variability, whereas this is stronger in the PL group. Past works have reported evidence for two distinct (fast and slow) components in GRB light curves, with the fast component being stronger in the harder energy bands (Shen & Song 2003; Vetere et al. 2006; Gao et al. 2012). The correlation we found between PDS slope and $E_{\text{p,i}}$ shows that GRBs with pronounced sub-second variability in addition to the slow component have, on average, higher peak energies.

The implications of our result can be discussed in the framework of some of the main prompt emission models. Considering the IS model, at given shell widths $d$ and separations $D$, the higher the typical Lorentz factor, the correspondingly larger the IS radius $r_{\text{pl}} \sim \Gamma^2 D$, while the observed timescales still reflect the intrinsic inner engine variability. The easiest interpretation of our result is to invoke the bulk Lorentz factor as the key observable that explains the correlation between PDS and $E_{\text{p,i}}$. On the temporal side, we need to determine how $\Gamma$ may be related to the fast component in the observed light curves. In early attempts to explain the luminosity-variability correlation (Fenimore & Ramirez-Ruiz 2000; Reichart et al. 2001; Guidorzi et al. 2005; Rizzuto et al. 2007), it was shown that the $e^\pm$ pair photosphere created by the IS synchrotron photons contributes to suppress the short-timescale variability in GRBs with lower Lorentz factors (Kobayashi et al. 2002; Mészáros et al. 2002). The radius of this photosphere is $R_\infty \propto \sqrt{\max^{-1/2} \min^{-1/2}}$ ($\min$ and $\max$ are the Lorentz factors of the slowest and of the fastest shell). As a result, for $R_\infty > R_{\min} D_{\max}$ ($D_{\min}$ and $D_{\max}$ are the smallest and the largest separation between shells) the first collisions for most shells take place below the pair photosphere. This turns into a wind of shells with ordered values of $\Gamma$ that come out of the photosphere and can no longer effectively collide and produce bright and short pulses. On the other side, for $R_\infty < \min^{-1} D_{\max}$ most collisions occur above the photosphere, thus preserving the possibility of bright and short pulses in the observed light curve. The natural radiation mechanism in the optically thin region is synchrotron; in this case, $E_{\text{p,i}}$ is the synchrotron peak energy and scales as $E_{\text{p,i}} \propto \gamma^2 B \propto L^{1/2} r_\infty^{-1}$, where $\gamma$ and $B$ are the electron Lorentz factor and the magnetic field in the fluid comoving frame, and $L$ the luminosity. Since $r_{\text{pl}} \propto \Gamma^2$, the IS synchrotron model predicts $E_{\text{p,i}} \propto \Gamma^{-2}$ (Zhang & Mészáros 2002a; Ramirez-Ruiz & Lloyd-Ronning 2002), which clashes with our result. However, if $\Gamma$ correlates with the jet-viewing angle, so that $L \propto \Gamma_{\max}$, it is $E_{\text{p,i}} \propto \Gamma^{-3/2}$ as long as the fractions of internal energy taken by the magnetic field, $e_B$, and by the accelerated electrons, $e_e$, and the relative Lorentz factor of the colliding shells are constant. By letting them vary, it is possible to produce $E_{\text{p,i}} \propto \Gamma^{1/2}$ (Ramirez-Ruiz & Lloyd-Ronning 2002). Therefore, while our result cannot rule out the IS synchrotron model, its interpretation dictates specific constraints either in terms of continual acceleration of electrons in the shocked region, or on the dependence of $e_B$ and $e_e$ on $\Gamma$.

In the photospheric models the dissipation takes place below the photospheric radius at optical depths of a few to a few...
tens. Without going into the details of the various dissipation processes, we can identify two different origins for the prompt emission variability: (i) imprinted by the inner engine and (ii) resulting from the interaction of the jet with the stellar envelope and the cocoon (MacFadyen & Woosley 1999; Zhang et al. 2003; Lazzati & Begelman 2005; Morsony et al. 2010). The basic idea to explain our result still relies on the possibility that the inner engine can produce variable winds on sub-second timescales. If the spread in the observed \( E_{\text{p,i}} \) distribution is mainly driven by a geometric effect caused by different viewing angles \( \theta_i \) and, therefore, correspondingly different photospheric radii, then lower peak energies, on average, correspond to larger \( \theta_i \) (Lazzati et al. 2011, 2013). Our result suggests that the more off axis the observer, the weaker the expected high-frequency (>1 Hz) temporal power in the light curves. From detailed simulations that follow the jet propagation from inside the star all the way out to the photospheric radius, while the peak luminosity decreases at increasing \( \theta_i \), the high-frequency continuum after 2G15). In this model, magnetic \( \rho \sim t^2 \) behaviour is and is seemingly insensitive to \( \theta_i \) (López-Cámara et al. 2014).

When at large distances (e.g. \( \sim 10^{15} \) cm in the IC2M model) the magnetisation is still high \( (\sigma \gtrsim 1) \), magnetic reconnection is more efficient than shocks in dissipating energy and accelerating non-thermal particles, as shown by recent particle-in-cell simulations (Sironi et al. 2015).

In the context of magnetic reconnection models for the GRB prompt emission, the essential idea that explains the observed variability is the relativistic motion \( (\gamma' \lesssim 10) \) of emitting clumps (or eddies, or fundamental emitters) within the bulk comoving frame. Since magnetic reconnection can be the source of turbulence (e.g. Lazarian et al. 2015), the emitting eddies have turbulent motions within the comoving frame of the outflow, as prescribed in the relativistic turbulence model (Lazar et al. 2009; Narayan & Kumar 2009; Kumar & Narayan 2009). At variance with the previous models, fast variability originates in the emission region (Lyutikov & Blandford 2003; Lyutikov 2006). The relative strength of the fast over the slow component reflects the filling factor of the eddies in the jet. Within this picture, our result suggests that GRBs with a large (low) filling factor, correspond to the high (low) \( E_{\text{p,i}} \) values. A possible problem with relativistic turbulence is that a large part of energy has to be continuously maintained in turbulent motion (Inoue et al. 2011). Moreover, since in its original formulation this model assumes the eddy motions to be isotropically distributed in the shell frame, another problem concerns the pulse shape, which is expected to be symmetric and thereby at odds with observations, in which the decay is on average \( \sim 2–3 \) times longer than the rise (Norris et al. 1996). This problem can be solved when reconnection takes place in ordered thin layers between antiparallel regions in the outflow (Beniamini & Granot 2015; hereafter the model of magnetic reconnection is anisotropic in the shell comoving frame and isotropic in the emitter rest frame: the plasma in the reconnection region is accelerated to \( \gamma' \) along the reconnection layer in the shell comoving frame, so that the higher \( \gamma' \) \( > 1 \), the more anisotropic the emission in the shell frame. They consider a thin shell as a reconnection layer that emits between \( R_0 \) and \( R_0 + \Delta R \). The duration of the pulse is given by \( T = \max(\Delta T_r, \Delta T_{\gamma}) \), where \( \Delta T_r = \Delta R/2cT^2 \) and \( \Delta T_{\gamma} = R_0/2cT^2 \gamma' \) are the radial and the angular spreading times, respectively. For \( 1/\gamma' \lesssim \Delta R/R_0 \), higher values of \( \gamma' \) yield narrower, more symmetric, and more luminous (for a given total radiated energy) pulses. Hence, the higher \( \gamma' \), the stronger the weight of short-timescales on the PDS. On the spectral side, the radiation process is mainly synchrotron, and the expected synchrotron frequency, in the observer frame, is \( \nu \propto GB'\gamma'^{2(1-\eta/\eta)} \) (where \( B' \) is the magnetic field in the comoving shell frame). BG15 estimated \( \eta \sim 0.5 \) to explain the narrowing of pulses with energy, \( \Delta \nu \propto E^{-0.4} \) (Fenimore et al. 1995), which implies \( \nu \propto GB'\gamma'^2 \). Assuming that \( E_{\text{p,i}} \) scales as the synchrotron frequency, it is \( E_{\text{p,i}} \propto GB'\gamma'^2 \). Our result can be interpreted as follows: soft GRBs with a steep PDS are dominated by the slow component as the result of a relatively low relativistic magnetisation of the outflow at the dissipation site. Consequently, emitters are accelerated to only mildly relativistic energies in the shell comoving frame. By contrast, GRBs with shallow PDS mostly fit with Pt model are the result of more energetic magnetic reconnection events to \( \gamma' \sim 10 \). The large scatter of the \( E_{\text{p,i}}\alpha \) correlation can be attributed to the distribution of bulk Lorentz factor \( \Gamma \), which varies from one GRB to another independently of \( \gamma' \). That the correlation is mainly driven by \( \gamma' \) rather than \( \Gamma \) can be explained by the quadratic dependence on \( \gamma' \) (provided that \( B' \) is independent). Moreover, a relatively narrow distribution in \( \Gamma \) further helps to enhance \( \gamma' \) over \( \Gamma \). This possibility seems plausible from the ≤0.2 dex scatter of the \( \Gamma \) distribution obtained from the afterglow peak interpreted as the fireball deceleration (Ghirlanda et al. 2012).

A similar conclusion can be derived considering another model that invokes a magnetically dominated dissipation. In the IC2M model (Zhang & Yan 2011) magnetised shells \( (\sigma > 1) \) collide at typical distances of classical IS \( (R \gtrsim 10^{15} \) cm), thus triggering cascades of turbulent reconnection. Here each broad pulse corresponds to a single cascade of mini-emitters triggered by the collision of two magnetised shells. The overall light curve of a multi-pulse GRB is explained by the occurrence of multiple independent shocks after the fashion of classical IS. As such, the time history on timescales of several seconds is ruled by the emission history of the inner engine. Each reconnection event behaves like a mini-emitter with a given \( \gamma' \propto \gamma \sqrt{1+\sigma} \) with respect to the outflow frame (Zhang & Zhang 2014). Interestingly, the calculated PDS of the individual light curves are fit with power laws, with occasional breaks at high frequencies. The simulated PDS slopes span from \( \alpha \sim 1.1 \) to \( \alpha \sim 2.1 \). Spikier curves have shallower PDS, as expected since high frequencies carry relatively more power than smoother light curves. Furthermore, the PDS slope is related in a simple way to the Lorentz factor contrast \( \gamma'/\Gamma \) for a fixed \( \Gamma \): for low contrasts \( \sim 0.01 \) the PDS slope is around 2, while for \( \gamma'/\Gamma \sim 0.1 \) the PDS slope is around 1.1–1.2. On average, a more magnetised outflow \( (\sigma \propto \gamma' \sigma \propto \gamma') \) seems to show a stronger fast or spiky component. On the other hand, \( E_{\text{p,i}} \) depends on \( \gamma' \) as well (assuming the same spectrum in the emitter comoving frame), and is therefore correlated with the PDS slope.

5. Conclusions

We studied for the first time the individual PDS of a sample of 123 long GRBs with known distance and well-measured time-average spectrum. Using Bayesian MCMC techniques, we modelled the individual PDS with either a Pt or a BPL model, depending on whether a break is required by a likelihood ratio test. We found a highly significant correlation between time-average rest-frame peak energy \( E_{\text{p,i}} \) and the PDS slope \( \alpha \), so that shallower PDS are associated with high \( E_{\text{p,i}} \) values. Moreover, GRBs with a break in the PDS, determined by the dominant timescale in the light curve, tend to be relatively soft \( (i.e. \text{low values of } E_{\text{p,i}}) \) and have steep PDS \( (\text{above the frequency break}) \). We interpret this to mean that the variety of PDS is mainly driven
by the relative strength of a fast component in the light curves: the more variable the light curve at sub-second timescales, the shallower the PDS and the less likely a break in the explored range 0.01–1 Hz.

The only outlier GRB 060614 is noteworthy. This is known to be a peculiar nearby GRB with no associated SN that eludes the PDS and the less likely a break in the explored range 0.

Steele et al. 2007; Götz et al. 2009, 2014; Yonetoku et al. 2012; Uehara et al. 2012; Kopač et al. 2015). Ultimately, evidence for a highly magnetised jet can provide further support to scenarios where the GRB progenitor is a newly born millisecond magnetar.
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Merging outwards to distances in the range from 10^{12} up to
10^{16} cm, there are different mechanisms, one of which is

Is. Within the framework of the IS model, sub-second vari-

ability still reflects the inner engine character through the dis-

tribution of bulk Lorentz factor $\Gamma$ of the wind of shells. The

presence of an $e^+$ photosphere acts like a low-pass filter for a wind

of shells with relatively low values of $\Gamma$ ($\approx$ a few tens), whereas

for a wind of fast shells (e.g. $\Gamma$ of several hundreds) this would

not be the case. Unless a dependence on $\Gamma$ of microphysical pa-

rameters of the shock physics is invoked or specific assumptions

are made, such as continuous electron acceleration in the shock

region, the IS-predicted scaling $E_{\gamma} \propto \Gamma^{-1/2}$ seems hardly com-

parable with the observed $E_{\gamma} \propto \Gamma^{-1}$ correlation.

Magnetic reconnection as the dissipation mechanism of the

GRB prompt emission is another option. The distance from the

progenitor is comparably large as for the IS model, but in

this case, the fast component originates in situ and the source of

energy is magnetic rather than kinetic. The key to obtain sub-second variability at such large distances is the relativis-

tic ($c \ll 10$) motion of emitters within the comoving frame of relativistic ($\Gamma$) shells. The details depend on the specific

model: magnetic reconnection episodes could be triggered by

shocks between magnetised shells after the fashion of the bary-

onic shells of the IS model, as envisaged in the ICAMRT

model (Zhang & Yan 2011), or according to an anisotropic

emission within the comoving frame of the reconnection layer

(Beniamini & Granot 2015). In either case, the relative strength of the fast component in the observed curves relates to the average

Lorentz factor $\gamma'$ of the emitters within the comoving shell frame, and hence to the magnetisation $\sigma$ itself of the shell, rather

than its bulk Lorentz factor $\Gamma$.

In summary, the relative strength of the fast component, which positively correlates with $E_{\gamma}$, and determines a shal-

lower PDS, can probe the magnetisation of the outflow. In prin-

ciple, this connection can be further tested by investigating other independent observables that may be affected by high

values of $\sigma$, such as a reverse shock in the early afterglow
