The thermal instability of the warm absorber in NGC 3783
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ABSTRACT

Context. The X-ray absorption spectra of active galactic nuclei frequently show evidence of winds with velocities in the order of $10^3$ km s$^{-1}$ extending up to $10^5$ km s$^{-1}$ in the case of ultra-fast outflows. At moderate velocities, these winds are often spectroscopically explained by assuming a number of absorbing clouds along the line of sight. In some cases it was shown that the absorbing clouds are in pressure equilibrium with each other.

Aims. We assume a photo-ionized medium with a uniform total (gas+radiation) pressure. The irradiation causes the wind to be radiation pressure compressed (RPC). We attempt to reproduce the observed spectral continuum shape, ionic column densities, and X-ray absorption measure distribution (AMD) of the extensively observed warm absorber in the Seyfert galaxy NGC 3783.

Methods. We compare the observational characteristics derived from the 900 ks Chandra observation to radiative transfer computations in pressure equilibrium using the radiative transfer code TITAN. We explore different values of the ionization parameter $\xi$ of the incident flux and adjust the hydrogen-equivalent column density, $N_H^e$, of the warm absorber to match the observed soft X-ray continuum. From the resulting models we derive the column densities for a broad range of ion species of iron and neon and a theoretical AMD that we compare to the observations.

Results. We find an extension of the degeneracy between $\xi$ and $N_H^e$ for the constant pressure models previously discussed for NGC 3783. Including the ionic column densities of iron and neon in the comparison between observations and data we conclude that a range of ionization parameters between 4000 and 8000 erg cm s$^{-1}$ is preferred. For the first time, we present theoretical AMDs for a constant pressure wind in NGC 3783 that correctly reproduces the observed level and is in approximate agreement with the observational appearance of an instability region.

Conclusions. Using a variety of observational indicators, we confirm that the X-ray outflow of NGC 3783 can be described as an RPC wind. The observed AMD agrees with a uniformly hot or a uniformly cold thermal state. The measured ionic column densities suggest that the wind tends to the uniformly cold thermal state. The occurrence of thermal instability in the warm absorber model may depend on the computational method and the spatial scale on which the radiative transfer is solved.
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1. Introduction

The presence of outflows in active galactic nuclei (AGN) shows that black hole accretion is not a one-way process. Part of the matter pulled in by the black hole is not accreted but re-ejected into ballistic jets or non-collimated winds. Studying the geometry and dynamics of AGN winds is important for understanding their launch from an accretion disk (Fukumura et al. 2014; Higginbottom et al. 2014). Furthermore, it has become clear that winds contribute to the mechanical AGN feedback onto the host galaxy (King 2005; Crenshaw & Kraemer 2012; Tombesi et al. 2013) and may influence star formation in a complex way (Nayakshin & Zubovas 2012). Finally, if the scaling of black hole properties is valid over a broad range of masses, the physics of AGN winds also has implications for the study of black hole X-ray binaries (King et al. 2013).

Non-collimated outflows in AGN are identified by shifted and broadened absorption edges or lines in the X-ray and UV spectrum of many Seyfert-1 galaxies and quasars (see, e.g., Halpern 1984; Nandra & Pounds 1994; Komossa & Fink 1997; Reynolds 1997; Crenshaw et al. 1999; Ulrich et al. 1999; Wang et al. 1999; Hamann et al. 2000; Monier et al. 2001; Matsumoto et al. 2004; Ebere 2013). When detected in the X-ray band the absorbing wind is called “warm absorber” and attributed to a photo-ionized medium seen mostly in absorption.

Our understanding of the composition and dynamics of AGN winds has greatly improved by using high resolution gratings aboard large X-ray observatories, such as the Low and High Energy Transmission Grating Spectrometers of Chandra (see, e.g., Kaastra et al. 2000; Kaspi et al. 2000; Lee et al. 2001; Steenbrugge et al. 2003a; Fiore et al. 2003; Fang et al. 2005; McKernan et al. 2007; Steenbrugge et al. 2009; Reeves et al. 2013) or the Reflection Grating Spectrometer of XMM-Newton (see, e.g., Blustin et al. 2002; Mason et al. 2003; Steenbrugge et al. 2003b; Ashton et al. 2006; Schurch et al. 2006; Krongold et al. 2009; Longinotti et al. 2010; Ricci et al. 2010; Mehdi et al. 2012). Multi-waveband campaigns

With the improved quality of the observations came substantial improvements in the spectral modeling. Advanced X-ray radiative transfer codes were combined with state-of-the-art atomic data bases to analyze the high-resolution data. Numerical codes like CLOUDY (Ferland et al. 1998, 2013) and XSTAR (Kallman & Bautista 2001; Bautista & Kallman 2001; Garcia et al. 2005, 2009) are frequently used to model the conditions of the photo-ionization equilibrium, the intensity and spectral shape of the incident radiation, and the total hydrogen-equivalent column density, and the absorption measure distribution of the observed ionic column densities, the total hydrogenous, photo-ionized medium in total pressure equilibrium. Our X-ray outflow in the Seyfert galaxy NGC 3783 is a continu-ous, photo-ionized medium that is isobaric in terms of the total (gas+radiation) pressure. Such models were explored in Różańska et al. (2006) and Gonçalves et al. (2007). For the case of NGC 3783, Gonçalves et al. (2006) presented spectral modeling of an isobaric RPC wind and reproduced rather accurately the continuum shape of the soft X-ray spectrum. The continuous medium turned out to be divided into three ionization states: thermal instability induced two steep temperature drops between the high/intermediate and intermediate/low temperature zones. Such a structure is also compatible with the UV observations of the low-ionization absorbers in NGC 3783 (Gabel et al. 2003).

The thermal instability of photo-ionized media was first studied in the AGN context by Krolik et al. (1981). A key figure to visualize the instability is the “S-shaped” curve tracing the temperature of the medium as a function of the pressure ratio $P_\text{rad}/P_\text{gas}$. Such curves have been studied in detail for photo-ionized media at constant density and in the optically thin limit (Hess et al. 1997; Krolik & Kriss 1995, 2001; Chakravorty et al. 2008, 2009, 2012). All these modeling campaigns revealed a simple but systematic dependence of the thermal instability on the shape of the incident spectrum and the element abundances. Gonçalves et al. (2007) produced theoretical instability curves for a photo-ionized RPC medium and analyzed the dependency of the “S-curve” on different slopes of the intrinsic spectrum and on the total column density of the warm absorber. The study concludes that the thermal instability is a robust phenomenon occurring over a broad range of incident spectra and column densities of the RPC wind.

For the warm absorber of NGC 3783, Gonçalves et al. (2006) found a spectral degeneracy between the intensity of the incident spectrum and the column density of the warm absorber. The degeneracy makes it difficult to constrain the parameters of the wind. In the present work, we therefore add the observed column densities and the AMD to the comparison and we explore a wider parameter range to test if the degeneracy can be removed.

### 2. A warm absorber in pressure equilibrium

The warm absorber of the X-ray bright narrow-line Seyfert-1 galaxy NGC 3783 was extensively observed during a multi-wavelength campaign that involved a 900 ks observation with Chandra (Kaspi et al. 2001) and 280 ks of XMM-Newton time (Behar et al. 2003). The total Chandra observation was collected over six periods of ~170 ks each and gave rise to a warm absorber spectrum with very high signal-to-noise. A detailed spectral analysis was carried out for the time-integrated spectrum (Kaspi et al. 2002) and for individual observation periods (Netzer et al. 2003). It turned out that on time scales larger than ~100 ks the source switches between two different flux states. The shape of the spectral model in both states is very similar suggesting that these flux variations are intrinsic to the source and do not significantly alter the structure of the warm absorber. The warm absorber could be divided into two systematic velocity parts that were in agreement with the velocity structure of the associated UV absorber (Gabel et al. 2003). Each velocity component contains three spectroscopic components with high, intermediate and low ionization states (Kaspi et al. 2001, 2002). The three spectral components could be modeled by a combination of constant density clouds irradiated from the backside by the same incident spectrum. Using a different modeling method, Krongold et al. (2003) found similar results but only assuming two spectroscopic components.

In the following, it turned out that the individual spectroscopic components of the warm absorber in NGC 3783 lie at the same ratio of radiation-to-gas pressure (Krolik & Kriss 2001; Netzer et al. 2003; Krongold et al. 2003). Thereby, the radiation pressure largely dominates compared to the gas pressure. This suggests that the two or three absorbing clouds are confined by the radiation pressure, a model recently explored by Stern et al. (2014a,b) and Baskin et al. (2014) for the line emitting regions in active galactic nuclei. A radiation pressure compressed (RPC) wind can be realized by assuming a photo-ionized medium that is isobaric in terms of the total (gas+radiation) pressure. Such models were explored in Różańska et al. (2006) and Gonçalves et al. (2007). For the case of NGC 3783, Gonçalves et al. (2006) presented spectral modeling of an isobaric RPC wind and reproduced rather accurately the continuum shape of the soft X-ray spectrum. The continuous medium turned out to be divided into three ionization states: thermal instability induced two steep temperature drops between the high/intermediate and intermediate/low temperature zones. Such a structure is also compatible with the UV observations of the low-ionization absorbers in NGC 3783 (Gabel et al. 2003).

The progress in X-ray spectroscopy and modeling over the last 15 yr revealed many details about AGN winds. Nonetheless, for a complete understanding some key elements still need to be found, such as the structure and the thermal state of the wind. In this work, we further explore the hypothesis that the X-ray outflow in the Seyfert galaxy NGC 3783 is a continuous, photo-ionized medium in total pressure equilibrium. Our radiative transfer modeling focuses in particular on the reproduction of the observed ionic column densities, the total hydrogen-equivalent column density, and the absorption measure distribution (AMD) of the warm absorber (Holczer et al. 2007).

The paper is organized as follows: in Sect. 2, we recall previous observational and modeling work on the warm absorber of NGC 3783. The following Sect. 3 presents an updated version of the AMD analysis and points out the adjustments with respect to the previous study. Our modeling approach is described in Sect. 4 and the results are presented in Sect. 5. We further discuss our work in Sect. 6 before drawing our conclusions in Sect. 7.

### 3. Updating the soft X-ray AMD

The soft X-ray spectrum of an AGN outflow allows us to derive the column density of individual ionic species by measuring the equivalent width of their absorption lines. It was shown by Steenbrugge et al. (2003b) for the case of the Seyfert galaxy NGC 5548 that the column density of different ionic species in the warm absorber can cover a broad range in ionization parameter (counting more than three orders of magnitude). The derivative of the cumulative hydrogen column density in ionization parameter $dN_\text{H}/d\xi$ can be related to the measured column density
of the individual ionic species establishing a link between the ionization profile of the medium and observables of the warm absorber. The approach was further developed by Holczer et al. (2007) who introduced the AMD and included physical relations between the ionization parameter $\xi$ and the fractional ionic abundances, $f_{\text{ion}}$, at a given location inside the wind. The AMD is given as:

$$\text{AMD} = \frac{dN_{\text{H}}} {d \log \xi}, \quad N_{\text{H}} = \int \text{AMD} d \log \xi.$$  

(1)

Herein, $N_{\text{H}}$ is the cumulative, hydrogen-equivalent column density at a given position inside the medium and the ionization parameter is defined by

$$\xi = \frac{4\pi}{n_{\text{H}}} \int_{1 \, \text{Ryd}}^{1000 \, \text{Ryd}} F_{\text{ion}} d\nu$$  

(2)

with $F_{\text{ion}}$ being the ionizing flux and $n_{\text{H}}$ the hydrogen number density. Assuming a set of chemical abundances $A_Z$ the ionic column densities are expressed by:

$$N_{\text{ion}} = A_Z \int \text{AMD} f_{\text{ion}}(\xi) d \log \xi.$$  

(3)

With the set of $N_{\text{ion}}$ being determined from the absorption spectrum, the AMD can be computed if the relationships between $f_{\text{ion}}$ and $\xi$ are known. They were obtained applying the radiative transfer code XSTAR 2.1KN3 (Kallman & Bautista 2001) for a range of $\xi$ parameters and a set of chemical abundances $A_Z$. The incident spectrum was modeled as a broken power law (see Fig. 7 in Kaspi et al. 2002). Holczer et al. (2007) computed the AMD of the warm absorber in NGC 3783 assuming the solar abundances reported by Asplund et al. (2005). These abundances were updated in Asplund (2009) revealing a few significant differences with respect to the earlier measurements. We therefore plot here the recomputed AMD for NGC 3783 in Fig. 1 (see also Holczer & Behar 2012).

Every ionic column density $N_{\text{ion}}$ is determined from a set of several absorption lines. To have a sufficiently large coverage of the AMD as a function of $\xi$, it is important to measure lines that all together represent a wide range of ionization states. The iron absorption lines cover ionization states starting from Fe iv up to Fe xxvi, which is why iron is a particularly important element in the AMD analysis. Apart from iron, the AMD in Fig. 1 compiles a set of absorption lines from Ne vii up to Ne x. Since the distribution of absorption lines in $\xi$ is finite and discrete, the resulting AMD is of limited resolution and thus approximated by a step function. The associated error bars are obtained from a Monte Carlo fitting method and also comprise the errors associated to the measurement of the equivalent line widths (see Holczer et al. 2007, for more details on the method).

Compared to the earlier version of the AMD shown in Holczer et al. (2007) the new element abundances of Asplund (2009) do not cause any major changes. As before, a “forbidden range” in temperature is detected across which the AMD drops to zero. This interval in ionization parameter and temperature is presumably associated to a thermal instability. In the following, we explore this conjecture by modeling coherently the radiative transfer inside the warm absorber.

4. Radiative transfer modeling with TITAN

Our modeling method is similar to the one adopted in Gonçalves et al. (2006) and involves the radiative transfer code TITAN (Dumont et al. 2000, 2003; Collin et al. 2004; Gonçalves et al. 2007). The geometrical depth inside the infinitely wide, plane-parallel medium is measured along the coordinate axis $z$ and the slab is irradiated at $z = 0$ by an incident spectrum, $I_{\text{inc}}(E)$. The angular distribution of the irradiation is closely collimated to the line of sight along $z$. At $z = z_{\text{obs}}$, the observed spectrum emerges. Between the two limiting surfaces, the medium is divided into a few hundreds of layers and for each layer the radiative transfer is solved under the condition that the total pressure, $P_{\text{tot}} = P_{\text{gas}} + P_{\text{rad}}$, remains constant throughout the medium. Our calculations include all relevant absorption, re-emission and scattering effects. The profiles for temperature, fractional ionized abundances and density are computed. The code coherently computes the radiative transfer along the line of sight, i.e., along the $z$-axis at $\mu = \cos i = 1$ and at five additional inclinations $i$ chosen to optimize angular integration. We thus add to the pure absorption spectrum seen along the line of sight the re-emission from the slab. The radiative transfer equation is solved along six directions using an Accelerated Lambda Iteration method and assuming a stationary state for all atomic processes such as photo-ionization and recombination or line excitation and de-excitation. The relevant heating and cooling processes are taken into account. More details about the code and its successive developments can be found in the aforementioned four TITAN papers.

The presence of thermal instability at a given depth inside the medium complicates the radiative transfer due to very steep
temperature drops. In addition to this, for the same local incident flux two or more stable temperature solutions are possible. For this reason, several physical states of the medium may coexist at the same time, which leads to a dynamical fragmentation of the gas. One can imagine, for instance, that relatively cooler and denser gas clouds are embedded in a hotter, more dilute ambient medium (Krolik & Kriss 1995). Such a thermal structure would certainly be time-variable; different regions of the cloud are expected to be in different thermal states and changes between those states are supposed to happen on time scales limited by the dynamical time scale:

\[ t_{\text{dyn}} \sim 2 \times 10^4 \frac{f_{\text{int}} N_{23}}{ \sqrt{T_5 n_{12}} } \text{[s]}, \]  

(4)

Herein, \( n_{12} \) denotes the volume density in units of \( 10^{12} \text{ cm}^{-3} \), \( T_5 \) the temperature of the medium in units of \( 10^5 \text{ K} \), and \( N_{23} \) the total column density in units of \( 10^{23} \text{ cm}^{-2} \). The value \( f_{\text{int}} \) denotes the fraction of the total column density that is in the instability regime. For a detailed discussion of relevant time scales in the warm absorber we refer to Gonçalves et al. (2007) and Chevallier et al. (2007). In the parameter range that we investigate here we can estimate \( t_{\text{dyn}} \) to be less than a few \( 10^4 \) s, which is within the X-ray exposure times considered.

From the preceding estimation it follows that a complete, time-dependent treatment of the dynamical and thermal structure together with the radiative transfer inside the warm absorber in NGC 3783 is not necessary. We also note that our radiative transfer calculations do not include any dynamics of the medium on larger spatial scales. The relative motion between different parts of the wind are thus neglected, which is a reasonable simplification for the study of NGC 3783 since its X-ray spectrum shows rather low values of line blueshifts. This was shown in a recent study with \textit{Chandra} that did not reveal any significant differences in the dynamics of the X-ray absorber in NGC 3783 when compared to the epoch of 2001/2002 (Scott et al. 2014).

The thermal instability can be included in the model using different computational modes of TITAN. It is possible to assume a uniquely cold solution, a uniquely hot solution or an approximate intermediate solution for the temperature profile along \( z \). The latter computational mode suffers from the fact that in a stationary scheme it cannot be computed in a completely self-consistent way. The uniquely hot and cold solutions, on the other hand, represent the two most extreme thermal states the medium can adopt. If one chooses the uniformly hot (cold) computation mode, TITAN assumes at every thermally unstable position \( z \) the hottest (coldest) stable solution for the temperature balance. These solutions are thus entirely physical and set the limits in between which the medium as a whole can thermally evolve. The intermediate temperature solution, approximation for the radiative coupling, represents a spatial average across the multiphase medium while respecting a coherent solution of the radiative transfer. For more details about the different calculation modes of TITAN, we refer to Gonçalves et al. (2007) and references therein.

The temperature solution at a given position \( z_i \) is found iteratively by adjusting the local density \( n_i \) such that the total pressure remains constant and in agreement with the radiative energy going to or coming from the layers \( z_{i-1} \) and \( z_{i+1} \). At the limits \( z = 0 \) and \( z = z_{\text{tot}} \) the incoming and outgoing radiation in the forward direction are identical with the incident and the observed spectrum, respectively. Along the line of sight, the local spectrum evolves due to absorption, scattering and re-emission processes. Therefore, the local temperature solution in each layer \( z_i \) of the medium is connected to the overall solution of the radiation field. The presence of thermal instability leads to sharp drops in the temperature structure, which causes numerical difficulties in solving the radiative transfer equation. The \( z \)-grid needs a very fine stratification across the sharp temperature drops, which is constantly adjusted during the computation and unavoidably increases the necessary CPU time.

The latest version of TITAN includes several improvements with respect to our previous work (Gonçalves et al. 2006). The number of spectral lines included in the computations was raised significantly and now 4000 line transitions are taken into account, in particular the unresolved transition arrays (UTA) of various ionization states of iron. We adopt the element abundances of H, He, C, O, N, Ne, Mg, S, Si, and Fe as given by Asplund (2009) and used in the AMD analysis of Sect. 3. We use the definition of the (numerical) ionization parameter \( \xi_{\text{tot}} \) defined by

\[ \xi_{\text{tot}} = \frac{4\pi F_{\text{tot}}}{n_H} \]  

(5)

where \( n_H \) denotes the hydrogen volume density at the irradiated surface and \( F_{\text{tot}} \) the integrated incident flux:

\[ F_{\text{tot}} = \int_0^{\infty} F_{\text{inc}}(\nu) d\nu. \]  

(6)

The above definition of \( \xi \) differs from the one given in Eq. (2) by integration over an infinite energy scale. The total flux \( F_{\text{tot}} \) depends on the spectral shape across the UV and X-ray range. We have adopted here the incident spectrum that was introduced and justified by the modeling work of Kaspi et al. (2001, see their Fig. 7). Such an incident spectrum was also used by Gonçalves et al. (2006). We mention here that in the more general analysis of Gonçalves et al. (2007), the incident spectrum had a power law shape with a uniform photon index \( \Gamma = 2 \) across the whole spectral range. With the incident continuum adopted for our modeling the difference between both definitions of \( \xi \) amounts to about 20%. In our modeling results we take this conversion into account.

Turbulence inside the medium can alter the radiative transfer, especially the shape of absorption lines. For a fragmented warm absorber, we distinguish between micro- and macro-turbulence: the micro-turbulence refers to a turbulent velocity distribution inside each individual cloud and therefore adds to the thermal line broadening. Therefore, it can have an impact on the strength of resonant scattering lines. The macro-turbulence is due to the velocity distribution of the individual absorbing clumps all together. Assuming that the covering factor of the clouds is small, photons emerging from one cloud are unlikely to further interact with the medium. Therefore the macroscopic turbulence does not have the same effect on the radiative transfer in spectral lines. For more details about the two types of turbulence we refer to Godet et al. (2004). In this modeling, we suppose that only micro-turbulence is relevant. The velocities derived from various blueshifted absorption lines do not depend on the ionization potential of the lines with a mean velocity of \( \sim 590 \text{ km s}^{-1} \) and a small dispersion of 150 km s\(^{-1}\) (Kaspi et al. 2000). The use of the code TITAN that cannot include the internal dynamics of the medium is thus justified in the absence of strong velocity gradients.

Our primary goal is to compare the observed ionic column densities and the related AMD to a set of TITAN models obtained under the assumption of pressure equilibrium. We compute models for five values of the ionization parameter between
5. Modeling results

We adjust the total column density $N_H^0$ of the medium until the observed spectral continuum is correctly reproduced. For this purpose, we use the softness ratio taken between the two wavelength bands 15–25 Å and 2–10 Å as introduced by Netzer et al. (2003).

For a given $\xi_{\text{tot}}$, this softness ratio decreases when the total column density increases. We keep the value $N_H^0$ for which this ratio is the closest to the observed one of 0.093 as derived from the Chandra data. We show a spectral comparison between the data and an exemplary model with $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ in Fig. 2 for the hot solution.

For each pair ($\xi_{\text{tot}}, N_H^0$) obtained in this way (Sect. 5.1), we compare the observed ionic column densities to the model values (Sect. 5.2) and we investigate the model temperature profiles (Sect. 5.3) as well as the model AMD (Sect. 5.4) across the warm absorber.

### 5.1. The total hydrogen column density

The modeled hydrogen column density, $N_H^0$, of the warm absorber as a function of the ionization parameter and the thermal state of the medium is summarized in Table 1.

The resulting $N_H^0$ increases with $\xi_{\text{tot}}$, which is expected. For a stronger ionizing flux the high temperature layer on the irradiated side of the medium is thicker and therefore a higher total column density is necessary to obtain lower temperature regions on the far side. For the same reason the $N_H^0$ obtained at a given $\xi_{\text{tot}}$ is higher for the hot solution than for the cold solution. Indeed, the computational mode of always choosing the cold over the hot stable solution when the medium is unstable produces low temperature regions at smaller distances from the irradiated surface of the medium.

The observed total column density of $4 \times 10^{22}$ cm$^{-2}$ derived from the AMD analysis (see bottom panel of Fig. 1) is compatible with a low $\xi_{\text{tot}}$ value between 2000 and 4000 erg cm s$^{-1}$ for the cold as well as for the hot solution. Note, however, that only very few lines are formed in the hottest part of the column where the material is almost fully ionized. In this temperature range, the estimation of the total column density depends strongly on only a few absorption lines of highly ionized iron. We show in the following that these observed ionic column densities have large error bars contributing to a significant uncertainty of the observed total column density.

Gonçalves et al. (2006) derived a best solution with $\xi_{\text{tot}} = 2500$ erg cm s$^{-1}$ and $N_H^0 = 4 \times 10^{22}$ cm$^{-2}$, which is marginally consistent with the range of best solutions found in this analysis and in agreement with the column density derived from the observed AMD. Their solution was obtained by visually finding the best possible match between the continuum model and the observed spectrum. We note that the range of models examined by Gonçalves et al. (2006) was narrower and, more importantly, we recall that at the time only “intermediate” solutions were considered. Furthermore, the number of line transitions included in the code was much lower (900 versus 4000). Nevertheless the total $N_H^0$ derived by Gonçalves et al. (2006) is of the same order of magnitude as the values we derive for the solutions at lower $\xi_{\text{tot}}$. Moreover, as already mentioned by Gonçalves et al. (2006), the spectrum can be fit by degenerate pairs of solutions. This degeneracy can be partly removed when comparing the ionic column densities of the models to those obtained from the observed spectrum (see Sect. 5.2). In Gonçalves et al. (2006) this comparison was done using the measurements by Netzer et al. (2003) that did not include iron species. We show below that high ionization states are not reproduced in a satisfactory manner by low $\xi_{\text{tot}}$ models, and thus prevented Gonçalves et al. (2006) from favoring a solution with higher $\xi_{\text{tot}}$. The results in Table 1 were obtained with the same turbulent velocity (150 km s$^{-1}$) as in Gonçalves et al. (2006). Here, the hot solution of the $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ model was also computed with a turbulent velocity of 400 km s$^{-1}$ and gave a total column density of $7.0 \times 10^{22}$ cm$^{-2}$. This is only 5% less than for a turbulent velocity of 150 km s$^{-1}$.

### 5.2. The column density of individual ionic species

For each pair of model parameters ($\xi_{\text{tot}}, N_H^0$) best reproducing the shape of the observed continuum spectrum, we compare the ionic column densities derived from the measured equivalent widths (denoted $N_{\text{obs}}$ hereafter and tabulated in Table 2) with the corresponding model values obtained by integrating the column density of 4.0 Å.

### Table 1. Total column density $N_H^0$ (in cm$^{-2}$) of the warm absorber medium as a function of the theoretical ionization parameter $\xi_{\text{tot}}$ (in erg cm s$^{-1}$) and the thermal state.

<table>
<thead>
<tr>
<th>$\xi_{\text{tot}}$ (erg cm s$^{-1}$)</th>
<th>Cold state $N_H^0$</th>
<th>Hot state $N_H^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>$2.3 \times 10^{22}$</td>
<td>$3.2 \times 10^{22}$</td>
</tr>
<tr>
<td>4000</td>
<td>$4.7 \times 10^{22}$</td>
<td>$6.2 \times 10^{22}$</td>
</tr>
<tr>
<td>8000</td>
<td>$6.0 \times 10^{22}$</td>
<td>$7.4 \times 10^{22}$</td>
</tr>
<tr>
<td>16 000</td>
<td>$7.6 \times 10^{22}$</td>
<td>$8.9 \times 10^{22}$</td>
</tr>
<tr>
<td>20 000</td>
<td>$8.3 \times 10^{22}$</td>
<td>$9.0 \times 10^{22}$</td>
</tr>
</tbody>
</table>
Fig. 3. Observed column densities of individual ionic species, $N_{\text{obs}}$, in the warm absorber of NGC 3783 compared to the model results. The five figures correspond to different values of the ionization parameter, $\xi_{\text{tot}}$, with their corresponding total hydrogen-equivalent column densities $N_H$ (see Table 1). The observed data (black squares) carry error bars, the models are indicated by blue pentagons and red hexagons for the hot and cold solution, respectively. 

As a whole, the modeled values are roughly in agreement with the measured ones for $\xi_{\text{tot}} > 2000$ erg cm s$^{-1}$. Nonetheless, in all cases a large discrepancy is found for the iron species Fe $\text{IV}$–Fe $\text{VIII}$ (not shown in Fig. 3). These are possibly due to discrepancies in the atomic data entering the observational analysis and the modeling. Table 2 shows that the $N_{\text{obs}}$ of the ions of Fe $\text{IV}$–Fe $\text{VIII}$ are also poorly constrained observationally. Therefore, we exclude them from our analysis.

density of each ionic species along the line of sight (denoted $N_{\text{mod}}$). We concentrate on the ions of iron and neon spanning a wide range in ionization potential and used to build the observational AMD.

The values are reported in Fig. 3, for both cold and hot solutions. For the model at higher turbulent velocity, the ionic fractions differ on average by a factor of 15% from the values obtained with the nominative velocity value of 150 km s$^{-1}$.
Table 2. Measured ionic column densities $N_{i,\text{obs}}$ from the 900 ks Chandra spectrum of NGC 3783 with upper and lower limits of the uncertainty, $N_{i,\text{obs}}^+$ and $N_{i,\text{obs}}^-$, respectively.

<table>
<thead>
<tr>
<th>Ion</th>
<th>$N_{i,\text{obs}}$</th>
<th>$N_{i,\text{obs}}^+$</th>
<th>$N_{i,\text{obs}}^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne vii</td>
<td>6.0</td>
<td>6.8</td>
<td>5.2</td>
</tr>
<tr>
<td>Ne viii</td>
<td>23.0</td>
<td>25.3</td>
<td>20.7</td>
</tr>
<tr>
<td>Fe iv</td>
<td>18.0</td>
<td>19.8</td>
<td>16.2</td>
</tr>
<tr>
<td>Fe v</td>
<td>45.0</td>
<td>49.5</td>
<td>40.5</td>
</tr>
<tr>
<td>Fe vi</td>
<td>0.5</td>
<td>3.7</td>
<td>0.2</td>
</tr>
<tr>
<td>Fe vii</td>
<td>1.0</td>
<td>1.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Fe viii</td>
<td>1.5</td>
<td>1.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Fe viii</td>
<td>2.0</td>
<td>2.2</td>
<td>0.0</td>
</tr>
<tr>
<td>Fe viii</td>
<td>3.0</td>
<td>3.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Fe ix</td>
<td>4.0</td>
<td>4.7</td>
<td>1.0</td>
</tr>
<tr>
<td>Fe x</td>
<td>5.5</td>
<td>6.1</td>
<td>3.3</td>
</tr>
<tr>
<td>Fe xi</td>
<td>3.0</td>
<td>3.6</td>
<td>2.6</td>
</tr>
<tr>
<td>Fe xii</td>
<td>2.3</td>
<td>2.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Fe xiii</td>
<td>1.2</td>
<td>1.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Fe xiv</td>
<td>1.1</td>
<td>1.3</td>
<td>0.8</td>
</tr>
<tr>
<td>Fe xv</td>
<td>0.5</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>Fe xvi</td>
<td>1.6</td>
<td>1.8</td>
<td>0.3</td>
</tr>
<tr>
<td>Fe xvii</td>
<td>3.0</td>
<td>9.0</td>
<td>2.7</td>
</tr>
<tr>
<td>Fe xviii</td>
<td>10.0</td>
<td>12.6</td>
<td>9.0</td>
</tr>
<tr>
<td>Fe xix</td>
<td>12.0</td>
<td>16.2</td>
<td>10.8</td>
</tr>
<tr>
<td>Fe xii</td>
<td>11.0</td>
<td>14.0</td>
<td>9.9</td>
</tr>
<tr>
<td>Fe xii</td>
<td>17.0</td>
<td>18.7</td>
<td>7.1</td>
</tr>
<tr>
<td>Fe xxii</td>
<td>12.0</td>
<td>13.2</td>
<td>9.4</td>
</tr>
<tr>
<td>Fe xxiii</td>
<td>25.0</td>
<td>27.5</td>
<td>5.0</td>
</tr>
<tr>
<td>Fe xxiv</td>
<td>25.0</td>
<td>27.5</td>
<td>4.0</td>
</tr>
<tr>
<td>Fe xxv</td>
<td>15.0</td>
<td>45.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Fe xxvi</td>
<td>5.0</td>
<td>10.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Notes. All column densities are given in units of $10^{16}$ cm$^{-2}$.

For the lowest value of $\xi_{\text{tot}} = 2000$ erg cm s$^{-1}$, the model results differ significantly from the data. The offset between the observed and the modeled $N_i$ is unacceptable for the ions Fe xxiii–xxvi. At higher values of $\xi_{\text{tot}}$, visual inspection of Fig. 3 suggests a better agreement with the observations. We try to measure how accurately the model reproduces the observed column densities by calculating a reduced $\chi^2$ for each case:

$$\chi^2 = \sum_{i=1}^{m} \left[ \frac{N_{i,\text{mod}} - N_{i,\text{obs}}^+}{N_{i,\text{obs}}^+ - N_{i,\text{obs}}^-} \right]^2,$$

where $i$ runs through the total number $m$ of ionic species that are taken into account and $N_{i,\text{obs}}^+$ and $N_{i,\text{obs}}^-$ are the upper and lower limits of the error bar attached to the observed value $N_{i,\text{obs}}$ and reported in Table 2. The results for $\chi^2/m$ are plotted in Fig. 4 (left). The solid lines report $\chi^2/m$ computed for the cold (top) and hot (bottom) solutions including only the species of Fe IX–XXVI and Ne vii–X.

This case corresponds to the series of ions chosen for the computation of the observational AMD presented in Sect. 3. The comparison using $\chi^2/m$ is not entirely satisfactory; while $\chi^2/m$ adopts a minimum around $\xi_{\text{tot}} = 4000$ erg cm s$^{-1}$ for both sets of ions when assuming a cold solution, no minimum can be found in the case of the hot solution. The bottom-left panel of Fig. 4 suggests that a minimum would require even smaller ionization parameters than $\xi_{\text{tot}} = 2000$ erg cm s$^{-1}$, which cannot be in agreement with the tendency read off the plots in Fig. 3. This contradictory behavior can be explained when examining the observational errors of $N_{i,\text{obs}}$ in Table 2. These are particularly small for the ions Fe xviii–xxii giving these ions a strong impact when calculating $\chi^2/m$. In fact, for $\xi_{\text{tot}} > 2000$ erg cm s$^{-1}$, the column densities for Fe xviii–xxii are systematically overpredicted by the hot solutions. The ions Fe xxv and Fe xxvi, on the other hand, have large observational errors and their contribution to the calculation of $\chi^2/m$ is thus very small.

It is beyond the scope of this paper to provide a complete model grid that can be used systematically to fit observational data. This would require a much finer grid in $\xi_{\text{tot}}$ and additional model parameters. Note, that in our approach we already fixed as many parameters as possible from the observational analysis. We therefore prefer to perform a less strict comparison and define a
Fig. 5. Temperature profiles as a function of the cumulative column density obtained from the TITAN modeling of the warm absorber in NGC 3783. We adopt either the entirely cold (solid lines) or the entirely hot solution (dashed lines). From left to right, the lines represent the cases of $\xi_{\text{tot}} = 2000$ erg cm s$^{-1}$ (red), $\xi_{\text{tot}} = 4000$ erg cm s$^{-1}$ (green), $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ (blue), $\xi_{\text{tot}} = 16000$ erg cm s$^{-1}$ (magenta) and $\xi_{\text{tot}} = 20000$ erg cm s$^{-1}$ (cyan). In each case, the value of $N^+_i$ is adjusted to optimize the reproduction of the observed continuum spectral shape (see text). For comparison we also show the temperature profile obtained from the AMD analysis of the Chandra observation (black dotted line).

5.3. Temperature and pressure profiles along the line of sight

The temperature profiles of our models are plotted in Fig. 5. They all show characteristic features that have been discussed in the previous work of Gonçalves et al. (2007). Here, the spectral shape is more complex, but the modeling still leads to thermal instability effects that split the temperature distribution into three different regimes. The drop between the high temperature regime at the irradiated side to the middle plateau region is very sharp for all cases, the drop to the low temperature regime is slightly more shallow. Both drops correspond to very similar ranges of temperatures for all computed models: the first one is found at $2.8 \times 10^5 - 1.1 \times 10^6$ K and the second one at $5.6 \times 10^4 - 2.0 \times 10^5$ K for the cold solutions, and at $2.5 \times 10^5 - 7.0 \times 10^5$ K and $5.0 \times 10^5 - 1.8 \times 10^6$ K for the hot solutions. The discontinuities appear in the same temperature ranges for the model with a higher turbulent velocity.

The strong resemblance of the temperature profiles for different parameters of $\xi_{\text{tot}}$ is related to very similar profiles of fractional ionic abundances. In Fig. 6 (top), we compare the fractional abundance profiles for subsequent ionization states of iron between the two hot solutions of $\xi_{\text{tot}} = 2000$ erg cm s$^{-1}$ and $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$. The resulting profiles could practically be superimposed by applying a systematic shift in column density of $4.12 \times 10^{22}$ cm$^{-2}$.

The modeling in Gonçalves et al. (2007) shows how the instability regime is related to a typical value of the ratio between radiative and gas pressure. We plot this ratio in Fig. 6 (bottom) for our models assuming uniformly hot and cold solutions. We note that the radiative pressure plotted here is derived from the spectral flux integrated over the complete wavelength range. The hydrogen column density of the medium remains moderate for all modeling cases representing less than 0.07 Thomson optical depths at maximum. Therefore, the pressure is dominated by the radiative pressure at the irradiated surface where the normalization of the profile rises in the order of increasing $\xi_{\text{tot}}$. Going towards deeper layers of the medium, the upper dashed line in Fig. 6 (bottom) denotes the column density at which the first thermal instability and temperature drop occur. At these column densities, there is a slight kink in the profile of the pressure ratio. At the second occurrence of the thermal instability, when crossing the lower dashed line, an upturn of the profile can be seen. This behavior is very similar to the one described by Gonçalves et al. (2007) albeit for a different model setup. In the present work we find the high temperature instability at $P_{\text{rad}}/P_{\text{gas}} \sim 11.5$ for the uniformly hot and $P_{\text{rad}}/P_{\text{gas}} \sim 13.3$ for the uniformly cold solutions. The low temperature instability is triggered at $P_{\text{rad}}/P_{\text{gas}} \sim 9.6$ and $P_{\text{rad}}/P_{\text{gas}} \sim 10.6$ for the hot and cold solutions, respectively. For more details on the nature of the thermal instability and its relation to the net cooling functions we refer the reader to the analysis in Gonçalves et al. (2007).

In contrast to the two instability drops in the theoretical profiles, the observed AMD in Fig. 1 only shows one “forbidden range” at $2.8 \times 10^5 - 1.1 \times 10^6$ K. This zone can be associated to the second, low-temperature drop obtained in the modeling. The resolution of the observed AMD is not high enough to constrain the temperature profile more precisely, but the depression of the AMD at $T > 10^6$ K may be related to the high temperature drop seen in the models.

The maximum temperature at the irradiated side is about the same for both the cold and the hot solution of a given $\xi_{\text{tot}}$, which is consistent with the fact that this region is thermally stable (see discussion below). A similar argument holds true for the lowest temperature values at the far side of the slab, where...
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Fig. 6. Fractional ion abundances of iron as a function of the hydrogen column density inside the warm absorber medium for the two hot modeling cases of $\xi_{\text{tot}} = 2000$ erg cm s$^{-1}$ (top-left) and $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ (top-right). For $\xi_{\text{tot}} = 8000$, the origin of the horizontal scale is at $4.1 \times 10^{22}$ for easier comparison with the case of $\xi_{\text{tot}} = 4000$ plot (see text). The ratio between radiative and gas pressure for the uniformly hot (bottom-left) and cold (bottom-right) solutions are shown using the same color codes as in Fig. 5. The horizontal, dashed lines mark the pressure ratios at which the two thermal instabilities occur.

the medium is thermally stable as well. The maximum temperature of $2.4 \times 10^6$ K derived from the observed AMD is found between those obtained with the models of $\xi_{\text{tot}} = 4000$ and $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$, while the minimum temperature value of $1.5 \times 10^4$ K is slightly lower than those reached in all models. These low temperatures are constrained by the low ionization species such as Fe I-XVI, whose lines constitute the so-called UTA features.

In Fig. 5, we also show the observational temperature profile obtained from the latest AMD analysis presented in Sect. 3. It suggests an ionization parameter slightly below 4000 erg cm s$^{-1}$, which is a bit low with respect to the result obtained from our comparison with the observed column densities in Sect. 5.2. The discrepancy is less strong for the cold solution, which again seems to be the preferred thermal mode of the medium.

We want to point out here, though, that the comparison of the observed temperature profile resulting from the AMD analysis with the modeling from TITAN is not entirely straightforward. The observed temperature profile was obtained by fitting the absorption lines of various ions assuming only absorption but no reemission effects inside the medium. As described in Holczer et al. (2007), the fractional ionic abundances that are needed for the AMD analysis are computed by XSTAR (Kallman & Bautista 2001) assuming a spherical geometry whereas here we apply TITAN in plane-parallel geometry. Also the dependence of the ionic fractions with the ionization parameter is obtained assuming optically thin shells illuminated with the same incident spectrum, thus neglecting its distortion when passing through the medium. The differences in the two radiative transfer methods partly explain the discrepancies between the observational temperature profile and our modeling results.

5.4. Comparison with the observed AMD

Finally, we attempt to reproduce the observed AMD of NGC 3783 given in Sect. 3. We construct a theoretical AMD from our modeling making use of the radiation to gas pressure ratio $P_{\text{rad}} / P_{\text{gas}}$ as a function of the cumulative hydrogen-equivalent column density $N_{\text{HI}}$ inside the medium. This ratio is related to
the local ionization parameter $\xi$ and temperature $T$:

$$\xi = 4\pi n_{\text{e}} k T \times 2.3 \frac{P_{\text{rad}}^{\text{ion}}}{P_{\text{gas}}^{\text{ion}}} = 1.2 T_{\text{f}} \frac{P_{\text{rad}}^{\text{ion}}}{P_{\text{gas}}^{\text{ion}}},$$

with $T_{\text{f}}$ being the local temperature in units of $10^4$ K. Equation (9) is obtained from the relation between the two ionization parameters $\xi$ and $\Xi$ given in Sect. 2a of Krolik et al. (1981). In contrast to the pressure ratio discussed in Sect. 5.3 and shown in Fig. 6 (bottom), the radiation pressure $P_{\text{rad}}^{\text{ion}}$ is based only on the ionizing flux between 1 and 1000 Ryd, and not integrated over the full spectral range. We point out that outside the interval of 1–1000 Ryd absorption processes are much less important than electron scattering. Therefore $P_{\text{rad}}^{\text{ion}}$ and $P_{\text{rad}}$ evolve very similarly as a function of the medium temperature but have a different normalization. The values on the right hand side of Eq. (9) are computed by TITAN as a function of $N_{\text{H}}$. In this way, the relation between $N_{\text{H}}$ and log $\xi$ can be established and then differentiated to construct a model AMD as defined in Eq. (1).

We prefer to plot the AMD as a function of the temperature rather than the ionization parameter. A relation between $T$ and $\xi$ is easily found because both values are computed as a function of $N_{\text{H}}$ by TITAN. This way we minimize possible systematic differences between the observed and theoretical AMD that are related to the calculation of the ionization parameter. In the observational analysis using XSTAR a medium in spherical geometry at constant density is assumed and radiative processes are considered only along the radial direction. For the model computations with TITAN we assume a plane-parallel atmosphere in pressure equilibrium and conduct full radiative transfer calculations for multiple directions. Furthermore, XSTAR includes a lot more spectral lines in the radiative transfer than TITAN does. Such systematics lead to differences in the profiles of $\xi(T)$ inside the medium. Rescaling the model AMD back to the temperature profile partly mitigates these effects.

On the other hand, we mention that additional physical processes such as thermal conduction are not included in TITAN while they may be present in the warm absorber and their effect might explain part of the discrepancy between the observational and the theoretical AMD. The whole cloud being in pressure equilibrium and moving uniformly, no strong dynamical shocks are expected to be formed, though. Turbulence might induce shocks, but all observed X-ray lines are reproduced with pure photoionization without any signature of collisional plasma. We also note that in the well-studied Seyfert-2 galaxy NGC 1068 the warm absorber medium is supposedly seen from the side and Kinkhabwala et al. (2002) did not find a temperature structure that would indicate additional shock heating.

We show the theoretical and observed AMDs in Fig. 7 (top) for the cold and hot solutions of $\xi_{\text{tot}} = 4000$ erg cm s$^{-1}$ (green points) and $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ (blue points), these models being favored when compared to the observed ionic column densities (see Sect. 5.2). Although the resolution of the observational AMD is quite low, it is in rough agreement with the theoretical curves. The comparison of the normalization is more satisfactory at lower temperature. Observational and theoretical AMD both show a gap around $10^5$ K but in the model AMD a second gap is detected between $3 \times 10^5$ K and $10^6$ K. The two gaps correspond to the steep decrease in the temperature profiles discussed in Sect. 5.3.

The steep branch in the middle block of the AMD for the hot solution (Fig. 7, right) is directly related to the rapid change in negative slope of the corresponding temperature profile (see Fig. 5, dashed lines). The “triangular” shape seen in the middle block of the cold solution is associated to the changing sign of the corresponding temperature slope (see Fig. 5, solid lines).

Also, compared to the observational AMD the low temperature instability strip found in the modeling is slightly shifted by a factor of 2 or less towards higher temperatures. This behavior is also visible in Fig. 5, as the vertical drop of the observational temperature profile (dashed line) is shifted downward compared to the temperature profiles for $\xi_{\text{tot}} = 4000$ and $\xi_{\text{tot}} = 8000$ models.

This may again be related to the different methods and assumptions for the radiative transfer applied in the observational and theoretical determinations of the AMD. For instance, we recall the difference between the local theoretical $\xi$ value derived from the pressure ratio and the ionization parameter used to construct the AMD which is computed based on the same spectral shape (the incident spectrum) whatever is the position of the associated dominant ion inside the cloud. Also physical processes like thermal conduction are not included in our model computations while they may induce changes by a few percent at the location of the discontinuities (Czerny et al. 2009); this effect would not yet explain the complete shift in the horizontal direction.

The fact that the observational AMD does not show the high-temperature drop may be real or simply due to its limited resolution. The bottom panels in Fig. 7 show the theoretical AMD degraded to the same resolution as for the observed AMD. For the two cold solutions (left), the second gap is still present while the first one is no more visible as the observational gap is now filled. The agreement is better for the hot solutions (right panel), where for both ionization parameters the disappearance of the high-temperature gap occurs but the low observational gap is partly filled up. Nonetheless, the theoretical AMDs reproduce the normalization of the observed ones to a large extent, although the two AMDs are built for different physical and geometrical configurations. They are thus complementary: the observational AMD gives a first idea of the presence of thermal instabilities in the cloud and thus justifies the use of sophisticated codes to model the observations under more suitable physical conditions than simple constant density models.

In parallel to the work presented here, thermal instability and the AMD was modeled for Mrk 509 with TITAN (Adhikari et al. 2015). Despite a different spectral energy distribution that is injected into the warm absorber of Mrk 509, thermal instability ranges occur and are associated to forbidden temperature ranges of the AMD. The discussion in Adhikari et al. (2015) about the impact of physical parameters and different numerical schemes applied to compute the radiative transfer extends the pioneering work by Rózanska et al. (2006). Drawing similar conclusions, these works are insightful and complementary to what is presented here.

6. Discussion

The ionic column densities derived from the Chandra observation $N_{\text{obs}}$ are in qualitative agreement with the theoretical values, $N_{\text{mod}}$, obtained for different models except for the case of $\xi_{\text{tot}} = 2000$ erg cm s$^{-1}$ (see Fig. 3). A more quantitative comparison leads to a satisfying agreement for $\xi_{\text{tot}}$ values between 4000 and 8000 erg cm s$^{-1}$ with a preference for the cold over the hot solutions in the instability ranges. The models can account remarkably well for the ionic species at low and high ionization degrees. Differences are yet expected, since the $N_{\text{obs}}$ values are affected by line emission partly filling up the absorption lines. Furthermore, the available atomic data keep evolving
and are still subject to uncertainties which may affect the analysis (Kallman & Palmeri 2007). The ions from Fe \textsc{iv} to Fe \textsc{viii} having a large uncertainty, they have been excluded from the comparison.

6.1. Variability aspects of the warm absorber

The \textit{Chandra} mean spectrum is composed of six separate observations spanned over one year and a half. Netzer et al. (2003) have reported the softness ratio versus the 2–10 keV flux for each of the six pointings. Four observations show low softness ratios (0.06–0.14) and are characterized by a low flux level of $3\times10^{-11}$ erg cm$^{-2}$ s$^{-1}$, while the two remaining observations show high softness ratios (0.14–0.23) with fluxes covering the range of $4.7\times10^{-11}$ erg cm$^{-2}$ s$^{-1}$. The two flux ranges overlap, but according to Netzer et al. (2003) the four low-softness observations can be associated to a low state (LS) and the two remaining to a high state (HS). For the following discussion we consider the same scheme bearing in mind that Krongold et al. (2003) chose a different grouping to define high and low state spectra. The four low and soft state observations cover 666 ks and, as expected, the 900 ks average \textit{Chandra} spectrum has a continuum shape (softness = 0.092) that is in better agreement with the LS than with the HS. The mean flux level over 2–10 Å changes at most by a factor of 2 between the six observations.

Netzer et al. (2003) could not assign the two flux states to a change in luminosity and ionization parameter; an additional soft component is required to account for the high state spectrum. In the framework of the modeling presented here, the question arises whether the two states can be identified by the two cold and hot solutions of a model in pressure equilibrium that otherwise is characterized by the same ionization parameter and column density. Besides the transition between the two hot and cold solutions should occur on thermal timescales of the order of a few weeks/months (see Eq. (4) in Chevallier et al. 2007). This is indeed achievable with the parameter values considered in the modeling of Gon
calves et al. (2007) and Chevallier et al. (2007).

We have produced the two solution spectra for a set of $(\xi_{\text{tot}}, N_{\text{H}})$ values. The spectrum corresponding to the hot solution is systematically softer, as expected if low ionization lines such as the UTA are weaker or absent, but the flux below 10 Å is almost constant (varies by less than 10%) and thus this can hardly account for a flux ratio HS/LS increasing regularly from 1.3 at 3 Å to 1.8 at 10 Å (see Fig. 9 Netzer et al. 2003).

We also investigated the possibility of a change of $\xi_{\text{tot}}$, keeping a constant $N_{\text{H}}^0$ and choosing the cold (hot) solution for the
higher (lower) $\xi_{\text{tot}}$ value. Without investigating an exhaustive, time-consuming grid of models, we can find a couple of solutions. For $N_H^0 = 6 \times 10^{22}$ cm$^{-2}$, the $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ (cold) and $\xi_{\text{tot}} = 11300$ erg cm s$^{-1}$ (hot) solutions correspond to softness ratios of 0.10 and 0.17 in agreement with the two observed softness states and differing in flux by a factor 1.6 in the range 2–10 Å, also in agreement with both states.

In conclusion, we find that the two states cannot be simply associated with the two extreme stable solutions present in an isobaric RPC wind. Assuming the same column density, an increase of the ionization parameter is also required to account for the high/soft state transition.

Shorter temporal variability within a few days has also been investigated in NGC 3783 (see, e.g., Markowitz 2005; Summons et al. 2007; Reis et al. 2012). Using broad energy range observations with Suzaku, Reis et al. (2012) concluded that while the emission of the central region changes, the warm absorber does not vary with time or flux. This is consistent with the fact that the medium would respond to the incident flux change with a timescale of the thermal instability typically longer than a few days.

6.2. Reproducing the observed AMD with an isobaric RPC model

The theoretical temperature profiles we obtain exhibit two sharp drops (Fig. 5). Their extensions are very similar for all $\xi_{\text{tot}}$ and whatever thermal solution chosen (hot or cold). Based on the ratio of radiation and gas pressure (see Sect. 5.3), we constructed an AMD curve for the models and compared them to the observed one. The latter gives a total column density $N_H^{\text{tot}}$ and temperature ranges in rough agreement with those derived for the best model solutions. However, while the AMD level is similar for both curves, only one drop is apparent in the observed AMD and its position roughly agrees with the second (cooler) drop produced in the modeled AMD. The agreement is better for the hot solution.

According to Eq. (1), the AMD is the gradient of $N_H$ with ionization parameter along the line-of-sight. In the instability strips this gradient falls to zero, but in between the instability regions the AMD measures how “fast” the column density falls off over a given range of ionization parameter or temperature where the medium is thermally stable. The successful reproduction of the observed AMD by our modeling thus gives a rather detailed insight into the thermal profile of the warm absorber.

There is no clear indication that the drop of the AMD at higher temperature is apparent in the data. The low resolution (7 points only) of the observed AMD may explain part of the discrepancy, as well as the different radiative transfer methods implemented in xstar and in TITAN as mentioned in Sect. 5.3. Nevertheless, our combined observational and modeling work excludes for NGC 3783 a so-called “continuous AMD” that corresponds to a homogeneous flow and is observed in, e.g., NGC 5548 (Steinbrugge et al. 2005). In Behar (2009) the AMD of five AGN are reported including NGC 3783; all of them have a gap at intermediate $\xi$ values. A discrete AMD is also reported for NGC 7469 (Blustin et al. 2007), MCG-6-30-15 (Holczer et al. 2010) and NGC 3516 (Holczer & Behar 2012). Again, in almost all cases a gap is detected, which is consistent with a multi-zone absorber.

Behar (2009) fit the observed AMD profiles and derived the power law index $\alpha$ for a density profile of the wind on small scales, $n(\sigma) \propto \sigma^{-\alpha}$, or on large scales, $n(r) \propto r^{-\alpha}$. Herein, $n$ and $r$ denote the hydrogen-equivalent number density and the distance from the ionizing source, respectively. The approach relies on a self-similar density structure and the geometrical dilution of the irradiation flux. The slight rise of the observed AMD for NGC 3783 implies indexes of $\alpha = 0.78 \pm 0.07$ on small and $\alpha = 1.22 \pm 0.07$ on large scales. These results imply that the hydrogen number density in the wind falls off with distance from the irradiating source which is in agreement with MHD models where a dependence $n \propto r^{-2}$ results from the large scale profile of the magnetic field.

The situation changes for RPC winds. Stern et al. (2014a) and Stern et al. (2014b) compute theoretical AMD profiles of a RPC warm absorber using the code CLOUDY and show that for a broad range of model parameters the AMD has a flat distribution as observed. The density profile in RPC winds rises together with the gas pressure as a function of the distance to the ionizing source, which is what we also obtain in our modeling of NGC 3783 with TITAN. This supports the hypothesis that the warm absorber is confined by radiation pressure.

With respect to the broad analysis of Stern et al. (2014a), Stern et al. (2014b), the present modeling of NGC 3783 assumed a more complex shape of the incident spectrum. This may play a role for the presence of thermal instability regimes. Still, in the modeling of isobaric RPC winds done by Gonçalves et al. (2007), the incident power law is of a rather simple shape and produces thermal instabilities, while for various other incident spectra no instabilities are observed (e.g., Chakravorty et al. 2012, see also Sect. 6.3). A factor may also be that in the present model the full radiative transfer was computed on relatively small spatial scales.

Using CLOUDY in the RCP hypothesis, Stern et al. (2014b) do not always find temperature discontinuities in their models. The observational gap around $\xi = 20$ present in the AMD of all 6 sources analyzed in their paper is indeed not reproduced by any of their models, while it is produced with TITAN, which uses a fine adaptive grid to define more precisely the position and steepness of the discontinuities. The exact conditions for the instability to occur remain to be constrained and also require a comparison between different radiative transfer methods. Such a study is beyond the scope of this paper. Here, we only state that the warm absorber of NGC 3783 can be modeled as a thermally unstable RPC wind that is in agreement with the observed shape of the AMD.

6.3. Constant density versus RPC winds

In previous spectral analyses of the warm absorber in NGC 3783, a number of two (Krongold et al. 2003) or three clouds (Netzer et al. 2003) were invoked to reproduce the long-look Chandra observation. In both analyses the individual absorbers were found to be in pressure equilibrium. Here we demonstrate that a medium in pressure equilibrium, i.e., imposing a constant sum of gas and radiative pressure, reproduces the spectral shape and the ionic column densities measured for the warm absorber of NGC 3783. In Fig. 6 (bottom) we report the ratio of the radiative to gas pressure versus the integrated column density for the favored (cold and hot) solutions of $\xi_{\text{tot}}$. One can derive from the Fig. 6 (bottom) showing $P_{\text{rad}}/P_{\text{gas}} = P_{\text{rad}}/P_{\text{gas}} - 1$ that the radiative pressure dominates almost across the entire slab and is nearly constant except at the very far side where it drops sharply. This is in good agreement with the assumption of a RPC wind as discussed in Baskin et al. (2014) and Stern et al. (2014a,b).

For all TITAN models at pressure equilibrium obtained for this study, two regions of the slab turn out to be thermally
unstable, which offers two possible temperature solutions, a hot and a cold one. We chose to keep the same kind of solution for all instability regions in the entire slab. This way we compute physical limits to the possible range of thermal states the medium can adopt. The sharp drops occurring twice in the temperature profiles are due to the appearance (disappearance) of an additional stable solution left (right) of the net cooling function (see Gonçalves et al. 2007). These drops are intrinsically linked to the existence of thermal instabilities. The work by Hess et al. (1997) and Chakravorty et al. (2008, 2009, 2012) has underlined the importance of the irradiating continuum shape, chemical abundance and the atomic data for the occurrence of thermal instabilities. For the continuum of NGC 3783, which corresponds to an optical-to-X-ray slope $\alpha_{\text{ox}} \sim 1.3$ and $\alpha = 0.77$ (we refer to these papers for the definition of these slopes), Chakravorty et al. (2009) obtained an unstable region for $\xi$ being in the range of 50–1200 erg cm s$^{-1}$, while Krolik & Kriss (2001) found a stability curve with a near vertical rise and stable solutions for the same range of $\xi$ values. From these comparisons, we have again to conclude that the occurrence of thermal instability in a given model setup is very sensitive not only to the parameterization but also to the computational method adopted.

7. Summary and conclusions

Following a combined observational and modeling approach we studied the warm absorber of the Seyfert galaxy NGC 3783. We simultaneously reproduce different observational characteristics by doing detailed radiative transfer modeling inside an isobaric RPC wind.

1. The continuum shape of the long 900 ks Chandra spectrum can be correctly described using a photo-ionization model of a RPC medium at constant total (gas+radiation) pressure. We obtain a range of solutions for pairs of the ionization parameter $\xi_{\text{tot}}$ and the total column density $N_0^\text{tot}$. These results extend previous analyses conducted in Gonçalves et al. (2006), Gonçalves et al. (2007) and Goosmann et al. (2009) to higher values of the incident ionization parameter, updated element abundances and additional spectral lines introduced in the TITAN code.

2. Having fixed most input parameters of our modeling from various observational constraints, we reproduce the observed distribution of ionic column densities for a range of ionization parameters. The degeneracy in $\xi_{\text{tot}}$ can be broken by a more quantitative analysis that indicates a range of $\xi_{\text{tot}} = 4000$–8000 erg cm s$^{-1}$, In the instability regime, the medium is more likely to adopt the cold rather than the hot phase.

3. We construct model AMDs for $\xi_{\text{tot}} = 4000$ erg cm s$^{-1}$ and $\xi_{\text{tot}} = 8000$ erg cm s$^{-1}$ that are in agreement with the overall shape of the observed AMD for both the hot and cold solutions. The model AMDs show two instability bands with the low-energy instability approximately agreeing with the one drop seen in the observed AMD. Note, however, that these temperature gaps are partly filled when plotting the theoretical AMDs using the same rough temperature sampling as for the observational AMD.

This work gives further support to the hypothesis that the warm absorber in Seyfert galaxies is a RPC wind. Modeling with TITAN the radiative transfer inside the warm absorber of NGC 3783, it was possible to reproduce a whole range of observational features simultaneously. This includes the presence of a thermally unstable regime seen in the observed AMD. As several AGN have exhibited at least one gap in their observed AMD (see Sect. 6.2), it is tantalizing to extend the present work to other objects in order to have a more physical description of their warm absorber. This has already been started in parallel work to ours presented by Adhikari et al. (2015). It is likely that the occurrence of the thermal instability under the condition of pressure balance depends not only on the assumed physics but also on the computational details of the adopted modeling method. The spatial scale on which the radiative transfer is solved may play a role, too. This needs to be explored in more detail in the future.
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