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ABSTRACT

Flow vorticity is a fundamental property of turbulent convection in rotating systems. Solar supergranules exhibit a preferred sense of rotation, which depends on the hemisphere. This is due to the Coriolis force acting on the diverging horizontal flows. We aim to spatially resolve the vertical flow vorticity of the average supergranule at different latitudes, both for outflow and inflow regions. To measure the vertical vorticity, we use two independent techniques: time-distance helioseismology (TD) and local correlation tracking of granules in intensity images (LCT) using data from the Helioseismic and Magnetic Imager (HMI) on board the Solar Dynamics Observatory (SDO). Both maps are corrected for center-to-limb systematic errors. We find that 8 h TD and LCT maps of vertical vorticity are highly correlated at large spatial scales. Associated with the average supergranule outflow, we find tangential (vortical) flows that reach about 10 m s⁻¹ in the clockwise direction at 40° latitude. In average inflow regions, the tangential flow reaches the same magnitude, but in the anticlockwise direction. These tangential velocities are much smaller than the radial (diverging) flow component (300 m s⁻¹ for the average outflow and 200 m s⁻¹ for the average inflow). The results for TD and LCT as measured from HMI are in excellent agreement for latitudes between −60° and 60°. From HMI LCT, we measure the vorticity peak of the average supergranule to have a full width at half maximum of about 13 Mm for outflows and 8 Mm for inflows. This is larger than the spatial resolution of the LCT measurements (about 3 Mm). On the other hand, the vorticity peak in outflows is about half the value measured at inflows (e.g., 4 × 10⁻⁶ s⁻¹ clockwise compared to 8 × 10⁻⁶ s⁻¹ anticlockwise at 40° latitude). Results from the Michelson Doppler Imager (MDI) on board the Solar and Heliospheric Observatory (SOHO) obtained in 2010 are biased compared to the HMI/SDO results for the same period.
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1. Introduction

Duvall & Gizon (2000) and Gizon & Duvall (2003) revealed that supergranules (see Rieutord & Rincon 2010, for a review) possess a statistically preferred sense of rotation that depends on solar latitude. In the northern hemisphere supergranules tend to rotate clockwise, in the southern hemisphere anticlockwise. This is due to the Coriolis force acting on the divergent horizontal flows of supergranules. For supergranulation (lifetime >1 day), the Coriolis number is close to unity (see Gizon et al. 2010). As a consequence, the vorticity induced by the Coriolis force should be measurable by averaging the vorticity of many realizations of supergranules at a particular latitude.

For single realizations, Attie et al. (2009) detected strong vortices associated with supergranular inflow regions by applying a technique called balltracking. Komm et al. (2007) presented maps of vortical flows in quiet Sun convection using helioseismic ring-diagram analysis. With the same technique, Hindman et al. (2009) resolved the circular flow component associated with inflows into active regions; however, the spatial structure of such vortical flows has not yet been studied for many realizations. Knowledge of the flow structure of the average supergranule will help constrain models and simulations of turbulent convection that take rotation into account.

Here, we aim to spatially resolve the vertical component of flow vorticity associated with the average supergranule. We investigate both outflows from supergranule centers and inflows into the supergranular network. To measure the flow divergence and vorticity, we use two independent techniques: time-distance helioseismology (TD) and local correlation tracking (LCT) of granules. We use the TD method from Langfellner et al. (2014), where a measurement geometry that is particularly sensitive to the vertical component of flow vorticity was defined.

1.1. Time-distance helioseismology

Time-distance helioseismology makes use of waves travelling through the Sun (Duvall et al. 1993). A wave travelling from the surface point r₁ through the solar interior to another surface point r₂ is sensitive to local physical conditions (e.g., the wave speed or density). A flow in the direction r₂ − r₁ will increase the wave speed, thus reducing the travel time τ⁺ from r₁ to r₂. A flow in the opposite direction will result in a longer travel time.

* Appendices are available in electronic form at http://www.aanda.org
** The azimuthally averaged velocity components v₀ and v₁ for supergranular outflows and inflows at various latitudes are only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/581/A67
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The travel time is measured from the temporal cross-covariance, labeled $C$, of the observable $\phi$ obtained at the points $r_1$ and $r_2$,

$$C(r_1, r_2, t) = \frac{h_t}{T} \sum_{i=-N}^{N} \phi(r_1, t_i)\phi(r_2, t_i + t),$$

(1)

where $h_t$ is the temporal cadence, $T = 2(N + 1)h_t$ is the observation time, and $t_i = (-N, -N + 1, \ldots, N)h_t$ are the times when $\phi$ is sampled. Typically, the observable $\phi$ is the Doppler line-of-sight velocity component.

The travel time can be obtained from $C$ by fitting a wavelet (Duvall et al. 1997) or by comparison with a reference cross-covariance and application of an appropriate weight function (Gizon & Birch 2004). To distinguish the flow signal in the travel time from other perturbations (e.g., local sound speed changes), we use the travel-time difference

$$\tau^\text{diff}(r_1, r_2) = \tau^t(r_1, r_2) - \tau^t(r_2, r_1).$$

(2)

Travel times that are especially sensitive to the horizontal flow divergence can be obtained by replacing $r_2$ with an annulus around $r_1$ (see Fig. 1a). Averaging $\phi$ over the annulus yields the “outward–inward” travel time $\tau^b$ (Duvall et al. 1996). To obtain travel times that measure the vertical component of the flow vorticity, we average $\tau^\text{diff}$ components along a closed contour in the anticlockwise direction (Langfellner et al. 2014). We choose the contour to be a regular polygon with $n$ points and edge length $\Delta$ in order to approximate an annulus (see Fig. 1b). The mean over the $\tau^\text{diff}$ components gives the vorticity-sensitive $\tau^\text{ff}$ travel time,

$$\tau^\text{ff}(r, \Delta, n) := \frac{1}{n} \sum_{i=1}^{n} \tau^\text{diff}(r_i, r_{i+1}),$$

(3)

where we use the notation $r_{n+1} = r_1$.

### 1.2. Local correlation tracking

Local correlation tracking measures how structures in solar images are advected by background flows. For the tracer, it is common to use solar granulation observed in photospheric intensity images (November & Simon 1988). The general procedure is as follows. Pairs of images are selected that observe the same granules but are separated by a time $\Delta t$. This time separation must be small compared to the lifetime of granules, i.e., $\Delta t < 10$ min. To obtain spatially resolved velocity maps, an output map grid is defined. For each grid point, subsets of the intensity images that are centered around the grid point are selected by applying a spatial window and multiplied by a Gaussian with a full width at half maximum (FWHM), typically of a few megameters. The subsets are then cross-correlated in the two spatial image dimensions $x$ and $y$. The peak position $(\Delta x, \Delta y)$ of the cross-correlation yields the spatial shift. Since the measured shift is usually only a small fraction of a pixel, it must be obtained using an appropriate fitting procedure. Finally, the velocity components in the $x$ and $y$ directions are given by $v_x = \Delta x/\Delta t$ and $v_y = \Delta y/\Delta t$.

The LCT method has proven valuable when measuring flow patterns in the Sun. For instance, Brandt et al. (1988) and Simon et al. (1989) observed single vortex flows at granulation scale. Hathaway et al. (2013) detected giant convection cells with LCT of supergranules in Doppler velocity images. For a comparison of different LCT techniques, see Welsch et al. (2007).

### 2. Observations and data processing

The basis for our measurements of wave travel times and flow velocities from local correlation tracking are two independent observables. We use Doppler velocity images for the TD and intensity images for the LCT. Both observables are measured for the full solar disk by the Helioseismic and Magnetic Imager (HMI) on board the Solar Dynamics Observatory (SDO) (Schou et al. 2012) and are available for the same periods of time. This allows a direct comparison of the two methods for looking at “the same Sun” but utilizing independent data.

We used 112 days of both SDO/HMI Dopplergrams and intensity images in the period from 1 May through 28 August 2010. Patches of approximate size 180 $\times$ 180 Mm$^2$ were selected that are centered at solar latitudes from -60° to 60° in steps of 20°. They were tracked for 24 h each at a rate consistent with the solar rotation rate from Snodgrass (1984) at the center of the patch. The data cubes cross the central meridian at approximately half the tracking time. They were remapped using Postel’s projection with a spatial sampling of 0.5 arcsec px$^{-1}$ (0.348 Mm px$^{-1}$). The temporal cadence is 45 s. We divided each data cube into three 8 h datasets. The $x$ direction of the remapped images points to the west, the $y$ direction points to the north.

For further comparison, we also used Dopplergrams from the Michelson Doppler Imager (MDI) on board the Solar and Heliospheric Observatory (SOHO) spacecraft (Scherrer et al. 1995). We chose 59 days of images taken in the MDI full-disk mode that overlap in time with the HMI data (8 May through 11 July 2010). We tracked and remapped the MDI Dopplergrams...
in the same manner as for HMI, although with a coarser spatial sampling of 2.0 arcsec px\(^{-1}\) (1.4 Mm px\(^{-1}\)).

2.1. Flow velocity maps from local correlation tracking

For the LCT, we used our own code with the HMI photospheric intensity images as input. Our code is similar to the Fourier local correlation tracking (FLCT) code by Fisher & Welsch (2008), but uses another procedure to measure the peak positions of the cross-correlation (described later in this section).

We removed the temporal mean image for every dataset and chose an output grid with a sampling of 2.5 arcsec px\(^{-1}\) (1.7 Mm px\(^{-1}\)), thus five times coarser than the input images. The size of the image subsets used for the cross-correlation is adapted to the width of the Gaussian the subsets are multiplied by. We chose \(\sigma = 2\) Mm for the Gaussian and a diameter of 4\(\sigma = 8\) Mm for the subsets in both the \(x\) and \(y\) directions. The subsets are separated in time by \(\Delta t = 45\) s (the cadence), which is sufficiently small compared to the granules’ evolution timescale. We averaged the cross-correlations over the whole 8 h dataset.

To measure the peak position \((\Delta x, \Delta y)\) of the cross-correlation, we calculated (separately for \(x\) and \(y\) directions) the parameters of a parabola matching the cross-correlation at the maximum and the adjacent pixels. To improve the estimate of the peak position, we translated the cross-correlation by \((-\Delta x, -\Delta y)\) using Fourier interpolation and iterated the parabolic fit. We repeated this procedure four times in total. The measured shifts converge quickly, the maximum additional shift in a fifth iteration is of the order of \(10^{-5}\) px at 60° latitude (corresponding to 0.2 m s\(^{-1}\) or less), and the root mean square of the additional velocity shift is less than 0.02 m s\(^{-1}\). The measured peak position is the sum of the shifts measured in each step.

In Fig. 2 we compare the line-of-sight component \(v_{\text{LOS}}\) of the LCT velocity with the velocity of an average Dopplergram, obtained by averaging Dopplergrams over the same time period as the LCT maps (8 h). Both images are for the same region at 40° latitude around the central meridian. At this latitude, the average Dopplergrams are dominated by the horizontal flows that can be measured with LCT, but systematic effects like foreshortening are weak (see Appendix C.1). We convolved the average Dopplergram with a Gaussian of width \(\sigma/\sqrt{2} \approx 1.4\) Mm (FWHM roughly 3 Mm). This resembles the convolution of the intensity maps prior to computing the correlation of image subsets in the LCT. The chosen width maximizes the correlation coefficient between the average Dopplergram and the LCT image. In addition, we interpolated the average Dopplergram onto the coarser LCT grid and at each pixel subtracted the mean velocity over the map. To remove the residual rotation signal, we further subtracted a linear gradient in the \(x\) direction that we obtained from a least-squares fit of \(v_x\) averaged over \(y\). The LCT line-of-sight velocity component was computed from \(v_y\) and \(v_p\). The \(v_y\) map showed a linear gradient in the \(y\) direction leading to an average velocity difference of about \(-200\) m s\(^{-1}\) between the bottom and the top of the map. This gradient is presumably due to the “shrinking Sun” effect, which has been discussed in Lisle & Toomre (2004), although for LCT of Dopplergrams (a short description is also given in Appendix C.1). The gradient (and the mean over the \(v_y\) map) was removed before computing \(v_{\text{LOS}}\).

The processed \(v_{\text{LOS}}\) maps from direct Doppler data and LCT agree well (correlation coefficient 0.94). The scatter plot shows that on average the velocity values from LCT are slightly larger (by a factor of 1.08) than from the Dopplergrams. This is different from what other authors have reported. De Rosa & Toomre (1998) measured a slope of 0.89 and later (De Rosa & Toomre 2004) 0.69 using their LCT code and SOHO/MDI Dopplergrams. Rieutord et al. (2001) and Verma et al. (2013) found that LCT underestimates the real velocities in convection simulations (however at smaller spatial scales than we are studying).

2.2. Travel-time maps for horizontal divergence and vertical vorticity

As input for the travel-time measurements, we used the HMI Dopplergrams. In Fourier space, we filtered the 8 h datasets to select either the \(f\)-mode or \(p_1\)-mode ridge. The filters consist of a raised cosine function with a plateau region in frequency around the ridge maximum for every wavenumber \(k\). Additionally, power for \(kR_0 < 300\) and \(kR_0 > 2 600\) \((f\) modes\) and for \(kR_0 < 180\) and \(kR_0 > 1 800\) \((p_1\) modes\) is discarded. The
symbol $R_0$ denotes the solar radius. The filter details are given in Appendix A.

We computed the cross-correlation $C$ from each filtered Doppler dataset in temporal Fourier space using

$$C(r_1, r_2, \omega) = h_\omega \phi_T^*(r_1, \omega) \phi_T(r_2, \omega),$$

where $\omega$ denotes the angular frequency, $h_\omega = 2\pi/T$ (with $T = 8$ h) is the frequency resolution, and $\phi_T$ is the temporal Fourier transform of the filtered dataset (multiplied by the temporal window function).

For each dataset, we measured travel times $\tau^a$ with an annulus radius of 10 Mm and $\tau^c$ with the parameters $\Delta = 10$ Mm and $n = 6$ (regular hexagon). We rotated the hexagon structure successively three times by an angle of 15° to obtain four $\tau^c$ measurements for the same dataset that are only weakly correlated (see Langfellner et al. 2014, for details). Averaging over these measurements yields a higher signal-to-noise ratio (S/N).

We used the linearized travel-time definition by Gizon & Birch (2004) and a sliding reference cross-covariance that we obtained by averaging $C$ over the entire map.

### 3. Comparison of horizontal divergence and vertical vorticity from TD and LCT

We now want to compare the measurements of horizontal divergence and vertical vorticity from TD and LCT for HMI. For TD, we use $\tau^a$ and $\tau^c$ as divergence- and vorticity-sensitive quantities. For LCT, we can directly compute $\text{div}_h = \partial_x v_x + \partial_y v_y$ and $\omega_2 = \partial_x v_y - \partial_y v_x$ from the $v_x$ and $v_y$ maps. To compute the derivatives of the LCT velocities, we apply Savitzky-Golay filters (Savitzky & Golay 1964) for a polynomial of degree three and a window length of 15 pixels (about 5 Mm, with a FWHM of about 3 Mm of the smoothing kernel). The Savitzky-Golay filters smooth out variations in the derivatives on spatial scales below the LCT resolution.

In the case of vorticity, we can also attempt a more direct comparison of TD and LCT. Consider the horizontal velocity field in 2D polar coordinates around $r$ (see Fig. 1c). Instead of using $v_x$ and $v_y$ for LCT, we can study the velocity component in the radial (divergent) direction, $v_r$, and the component in the tangential (anticlockwise) direction, $v_\theta$. The travel time $\tau^c$ essentially measures $v_r$ averaged over the closed contour. The travel-time $\tau^c$ is built up of point-to-point components $\tau^\text{diff}$ that capture the flow component that is parallel to the line connecting the two measurement points. The velocity magnitude that corresponds to the travel time $\tau^\text{diff}$ can roughly be estimated by calibration measurements using a uniform flow (Appendix B). We use this calibration to convert $\tau^c$ travel times into flow velocities and call the result $v^c$. We note, however, that convective flows are highly turbulent, and thus a conversion factor obtained from uniform flows has to be treated with caution. Additionally, the conversion factor is sensitive to the details of the ridge filter (Appendix C.3). We also note that because no inversion is applied, the velocities $v^c$ represent an average over a depth range given by travel-time sensitivity kernels. For $f$ modes, the range is from the surface to a depth of about 2 Mm, with a maximum of sensitivity near the surface, and for $p_1$ modes from the surface to roughly 3 Mm, with one maximum near the surface and another at a depth of about 2 Mm (see, e.g., Birch & Gizon 2007). With LCT, we approximate $v^c$ by averaging $v_\theta$ over a hard-edge annulus with radius $R = 10$ Mm and half-width $s = 2$ Mm (see Fig. 1d). The annulus width roughly corresponds to the width of travel-time sensitivity kernels (see, e.g., Jackiewicz et al. 2007).

For the divergence-sensitive measurements, this comparison is not possible without an inversion of the $\tau^a$ maps. Therefore, we limit our comparison to TD $\tau^a$ and LCT $\text{div}_h$ in the following.

#### 3.1. Spatial power spectra of horizontal divergence and vertical vorticity

From the TD $\tau^a$ and $\tau^c$ maps as well as the LCT $\text{div}_h$ and $\omega_2$ maps, we calculated the spatial power spectra and averaged them over azimuth. The result for HMI is shown in Fig. 3. We rescaled the amplitude of the LCT power in order to show it together with the travel-time power.

For the divergence, the TD and LCT powers show a similar behavior at larger scales (except for $kr_0 = 25$, which corresponds to the map size). However, all three curves peak at different scales – $f$ modes at $kr_0 = 120$, $p_1$ modes at $kr_0 = 100$ and LCT at $kr_0 = 150$. The comparison with the curves for the TD noise model (Gizon & Birch 2004) shows that the highest S/N for the TD $\tau^a$ occurs at supergranulation scale, with $p_1$ modes probing slightly larger scales than $f$ modes. For LCT, no noise model is available that we know of. Thus it remains unclear if the peak of the power coincides with the peak of the powers.
S/N. For small scales ($kR_{⊙}$ larger than 300) the LCT power vanishes quickly, whereas the TD power reaches a noise plateau ($f$ at $kR_{⊙} = 500, p_1$ at $kR_{⊙} = 300$).

In the case of vorticity, the curves for TD and LCT look similar at large scales, although the power for LCT $\omega_z$ drops more quickly toward larger scales than for TD $\tau^{ac}$. Compared to the divergence case, the peak positions are slightly shifted toward larger scales. However, the comparison with the TD noise model reveals that the S/N does not have a peak at supergranulation scale but continues to increase toward larger scales (cf. Langfellner et al. 2014). At mid scales, the LCT power drops off only slowly, whereas the TD power quickly reaches the noise level ($f$ at $kR_{⊙} = 250, p_1$ at $kR_{⊙} = 200$). It is not clear if the considerably larger power of LCT $\omega_z$ at mid scales ($150 < kR_{⊙} < 500$) is due to real flows or noise. At smaller scales, both TD curves behave more erratically. This happens, however, in a regime of almost pure noise. The LCT power drops off quickly beyond $kR_{⊙} = 400$.

### 3.2. Maps of horizontal divergence and vertical vorticity

When comparing maps of horizontal divergence and vertical vorticity, one point to consider is the different spatial sampling for TD and LCT maps. To correct for this, we interpolate the velocity maps derived from LCT onto the finer travel-time grid. In order to compare the maps on different spatial scales, we apply different band-pass filters to the individual maps in Fourier space. The individual filters are centered around $kR_{⊙}$ values of 50 through 400 in steps of 50. Each filter is in a plateau region of width 50, centered around these values. Adjacent to both sides of the plateau are raised cosine flanks that make the filter smoothly reach zero within a $kR_{⊙}$ range of 50. Additionally, we employ a high-pass filter for $kR_{⊙} > 400$. From all maps, we subtract the respective mean map over all 336 datasets prior to filtering.

Example 8 h maps for $\tau^{ac}$ and $v^\omega$ from $f$-mode travel times as well as $\text{div}_h$ and $\omega_z$ from LCT are depicted in Fig. 4. The maps are filtered around $kR_{⊙} = 100$. We note that for the sake of easier comparison, we plotted $-\tau^{ac}$ rather than $\tau^{ac}$. For the flow divergence, all three maps are highly correlated. The average correlation coefficients over all 336 maps are 0.96 between LCT $\text{div}_h$ and $-\tau^{ac}$ for $f$ modes and 0.92 between LCT $\text{div}_h$ and $-\tau^{ac}$ for $p_1$ modes.

In the case of flow vorticity, the agreement of the LCT and TD maps is weaker than for the divergence. The average correlation coefficient over all 336 maps is 0.68 between LCT $\omega_z$ and $f$-mode $v^\omega$ and 0.51 between LCT $\omega_z$ and $p_1$-mode $v^\omega$ (not shown). When comparing LCT $v^\omega$ instead of $\omega_z$ with TD $v^\omega$, the correlation coefficients are noticeably higher (0.75 for $f$ modes and 0.57 for $p_1$ modes). The flow magnitudes are roughly comparable.

Table 1 shows the correlation coefficients between LCT and TD averaged over all datasets for all filters and including $p_1$ modes. The error in the correlation coefficients is less than 0.01. We note that the edges (12 Mm) were removed from the maps before the correlation coefficients were computed. For the flow divergence, the correlation coefficients are almost constantly high for smaller $kR_{⊙}$ values. In the range $kR_{⊙} = 300–400$, the correlation coefficient between LCT $\text{div}_h$ and $-\tau^{ac}$ for $f$ modes rapidly decreases from 0.78 to 0.31. For LCT and $p_1$ modes, the correlation coefficient decreases from 0.83 to 0.15 from $kR_{⊙} = 200–350$. For the high-pass filters, the LCT and TD maps are completely uncorrelated.

### 4. Net vertical flows in the average supergranule

The main goal of this paper is to spatially resolve the vorticity of the average supergranule at different solar latitudes. In the following, we describe the averaging process and show average divergence and vorticity maps.

#### 4.1. Obtaining maps of the average supergranule

To construct the average supergranule, we started by identifying the location of supergranule outflows and inflows in $f$-mode $\tau^{ac}$ maps from HMI and MDI. We smoothed the maps by removing power for $kR_{⊙} > 300$ and applied an image segmentation algorithm (Hirzberger et al. 2008). The coordinates of the individual supergranules were used to align maps of various data products. For each identified position, we translated a copy of the map to move the corresponding supergranule to the map center. These translated maps were then averaged. At each latitude, we averaged over roughly 3000 supergranules in total for HMI.
(1500 supergranules for MDI). Supergranules closer than 8 Mm to the map edges were discarded.

We produced maps for the average supergranule outflow and inflow from $r^{ac}$ and $r^{ac}$ travel-time maps as well as LCT $v_x$ and $v_y$ maps. Prior to the averaging process, the LCT maps were spatially interpolated onto the (finer) travel-time grid. For all maps, we subtracted the mean map over all 336 HMI datasets (177 datasets in the case of MDI). This removes signal that does not change with time (or changes only slowly), including differential rotation. Additionally, we removed power for $kR_\odot > 300$ by applying a low-pass filter in Fourier space.

The resulting average $r^{ac}$ maps were converted into $v^{ac}$ maps. From the LCT $v_x$ and $v_y$ maps for the average supergranule, we computed $\text{div}_x$, $\omega_z$, and $v^{ac}$. The Savitzky-Golay filters that we employed to compute the spatial derivatives smooth out step artifacts from the image alignment process, yet preserve the signal down to the resolution limit of the LCT.

We corrected the $v^{ac}$ and $\omega_z$ maps for geometrical center-to-limb systematics (unless stated otherwise). We measured these effects using HMI and MDI observations west and east of the disk center, at relative longitudes corresponding to the latitudes of the regular observations. The idea is that any difference (beyond the noise background) between maps at disk center and a location west or east from disk center is due to geometrical center-to-limb systematics. These systematics only depend on the distance to the disk center. Therefore, our raw measurements of $v^{ac}$ and $\omega_z$ that we obtained north and south of the equator should be affected by the systematics in the same way as measurements west and east of the disk center. We corrected the raw data by subtracting the $v^{ac}$ and $\omega_z$ maps west and east of the disk center. This approach is analogous to Zhao et al. (2013) who used the method to correct measurements of the meridional circulation. Figure 5 illustrates the correction process for $v^{ac}$ maps at 60° latitude. The correction is particularly important for LCT at high latitudes. We note that the measured center-to-limb systematics at lower latitudes (up to 40° north and south) are much weaker and only lead to a mild correction of the $v^{ac}$ and $\omega_z$ maps. A further discussion of the center-to-limb systematics can be found in Appendix C.1.

4.2. Latitudinal dependence of the vertical vorticity in outflow regions

Figure 6 shows the circulation velocity $v^{ac}$ in the average supergranule outflow region for LCT and $f$-mode TD for latitudes from −60° to 60°, in steps of 20°. For comparison, the left column shows the horizontal divergence $\text{div}_x$ from LCT. At all latitudes, there is a peak of positive divergence at the origin. All divergence peaks are surrounded by rings of negative divergence. This suggests that on average every supergranule outflow region is isotropically surrounded by inflow regions. The strength of the divergence peak slightly decreases toward higher latitudes. Furthermore, the divergence peaks are slightly shifted toward the equator at high latitudes (by about 0.7 Mm at ±60°). These effects are presumably due to center-to-limb systematics.

The $v^{ac}$ maps (center and right columns) show negative peaks (clockwise motion) in the northern hemisphere and positive peaks (anticlockwise motion) in the southern hemisphere. The peaks are surrounded by rings of opposite sign, as for the divergence maps. There is a remarkable agreement between LCT and TD in both shape and strength of the peak structures. At the solar equator, no peak and ring structures are visible; however, we note that the LCT and TD $v^{ac}$ maps at the equator are still correlated. This shows that the “noise” background is due to real flows rather than measurement noise that is dependent on the technique.
To study the latitudinal dependence of the observed and corrected signal in more detail, we plot in Fig. 7a the peak velocity $v^\text{ac}$ from Fig. 6, including $p_1$-mode TD, as a function of solar latitude (lines). The peak velocity shows an overall decrease from south to north, with a zero-crossing at the equator. The curves are antisymmetric with respect to the origin. The velocity magnitudes and shapes other eastward. However, this east shift does not appear to be corrected by 90°. This is omitted in the sketch for clarity. b) Maps of $v^\text{ac}$ for LCT and $f$-mode TD. The three columns of panels show (from left to right) the measured raw data at 60° latitude, the measured systematics from 60° west and east (rotated and averaged), and the corrected data.

The average vorticity is given by

$$\langle \omega_z \rangle_A \approx \frac{\Gamma}{A} \approx \frac{2v^\text{ac}}{R},$$

(5)

where $\Gamma$ is the flow circulation along the $v^\text{ac}$ measurement contour that we approximated with $\Gamma \approx 2\pi R v^\text{ac}$. By taking the $v^\text{ac}$ peak values, we obtain $\langle \omega_z \rangle_A \approx -2.4 \times 10^{-6} \text{ s}^{-1}$ for the $f$ modes, $\langle \omega_z \rangle_A \approx -1.6 \times 10^{-6} \text{ s}^{-1}$ for the $p_1$ modes, and $\langle \omega_z \rangle_A \approx -2.0 \times 10^{-6} \text{ s}^{-1}$ for LCT. Thus the average vorticity in the circular region is roughly half the peak vorticity at 40° latitude.

4.3. Inflow regions

So far we have discussed vortical flows around supergranule outflow centers. It is interesting though to compare the magnitude and profile of these flows with the average inflow regions, which have a different geometrical structure (connected network instead of isolated cells). Analogously to Fig. 6 for the outflows, Fig. 9 shows maps of $\text{div}_h$ and $v^\text{ac}$ around the average supergranule inflow center. As for the outflows, the $v^\text{ac}$ maps from TD and LCT agree very well at all analyzed latitudes. The peaks in the $v^\text{ac}$ maps have the opposite sign compared to the outflows. This indicates that flows are preferentially in the clockwise (anticlockwise) direction in the average supergranular outflow region and anticlockwise (clockwise) in the average inflow region in the northern (southern) hemisphere. Cuts through $\psi = 0$ of the $v^\text{ac}$ maps at 40° latitude are shown in Fig. 8b. The $v^\text{ac}$ curves have the same shape as the corresponding curves for the average outflow center (with a FWHM of 14 to 16 Mm), but the peak flow magnitude is reduced and the sign is switched. As in the case of the outflows, the ring structures are stronger on the west side than on the east side.

The horizontal flow divergence $\text{div}_h$ in the average inflow is similar to the average outflow (about the same FWHM) but with reversed signs and reduced magnitude. The peak divergence is
The latitude dependence of the $v^\infty$ peak values for the average supergranule inflow region (dashed lines in Fig. 7a) is almost mirror-symmetric to the outflow regions. The values are slightly smaller compared to the average outflow, with a ratio inflow/outflow of $-0.87 \pm 0.03$ for the $f$ modes, $-0.85 \pm 0.06$ for the $p_1$ modes, and $-0.72 \pm 0.05$ for the LCT $v^\infty$. In the case of $\omega_z$ (Fig. 7b), on the other hand, the ratio between the average inflow and outflow center is $1.8 \pm 0.2$.

From the peak values of $v^\infty$, we can estimate the average vorticity $\langle \omega_z \rangle$ over the circular area $A$ of radius $R = 10$ Mm in the same way as for the outflow regions. We obtain $\langle \omega_z \rangle \approx 1.8 \times 10^{-6}$ s$^{-1}$ for the $f$ modes, $\langle \omega_z \rangle \approx 1.2 \times 10^{-6}$ s$^{-1}$ for the $p_1$ modes, and $\langle \omega_z \rangle \approx 1.4 \times 10^{-6}$ s$^{-1}$ for LCT. The peak vorticity at $40^\circ$ latitude is therefore larger by a factor of about five compared to the vorticity averaged over the circular area.

4.4. Dependence of the vertical vorticity on horizontal divergence

The detection of net tangential flows in the average supergranule raises the question of how much the magnitudes of $v^\infty$ and $\omega_z$ depend on the selection of supergranules. As a test, we sort the identified supergranules at $40^\circ$ latitude from HMI with respect to their divergence strength, as measured by the peak $f$-mode $\tau^z$ of each supergranule. The sorted supergranules are assigned to four bins, which each contain roughly the same number of supergranules. The boundaries of the bins for $f$-mode $\tau^z$ are about $-96.9$, $-53.8$, $-42.1$, $-31.5$, and $-16.0$ s for the outflows and $67.5$, $38.3$, $32.1$, $26.0$, and $11.1$ s for the inflows. We note that a simple scatter plot would be very noisy because the $r^\infty$ and $\omega_z$ maps are dominated by turbulence.

For each bin, we computed the peak TD $\tau^z$ and $\tau^z$ as well as LCT $v^\infty$ and $\omega_z$ in the same way as for all identified supergranules that we discussed in the previous sections, but without the correction for center-to-limb systematics. In Fig. 10a, we plot the peak $\tau^z$ as a function of the peak $\tau^z$ from $f$ modes and $p_1$ modes both for outflows and inflows. The magnitude of $\tau^z$ clearly increases with $\tau^z$. The ratio $\tau^z/\tau^z$ is roughly constant. Only the $f$-mode bin for the weakest inflows deviates substantially from this behavior. Figure 10b shows the peak $\omega_z$ versus the peak $\tau^z$ from LCT. In this case, the relationship is less clear, considering the large vertical error bars. A constant ratio $\omega_z/\tau^z$ is (at least by eye) consistent with the measurements. However, for outflows $\omega_z$ might also be constant. We note that the fit lines for the travel times in Fig. 10a have almost the same slopes for outflows and inflows, whereas in the case of LCT $\tau^z$ and $\omega_z$, the slope for the inflows is much steeper than for the outflows. This is consistent with Fig. 7, where $\omega_z$ was shown to be twice as strong in the inflows as in the outflows, whereas the velocities $v^\infty$ are of similar magnitude (not just for TD, but also for LCT). As discussed in Sects. 4.2 and 4.3, the velocities $v^\infty$ do not directly measure the vorticity at a given position, but rather a spatial average.

In general, we can conclude that a selection bias in favor of stronger or weaker supergranules probably does not affect the measured ratio of vertical vorticity to horizontal divergence.

4.5. Comparison of SDO/HMI and SOHO/MDI

While the results for the average supergranule were obtained using different methods (TD and LCT) and image types (Dopplergrams and intensity images), they are all based on the
same instrument, HMI. It is thus useful to compare the HMI results to \(\nu^v\) maps that have been measured from independent MDI data. Since MDI cannot sufficiently resolve granules at higher latitudes to successfully perform LCT, however, we only discuss TD.

In contrast to HMI, the correction for geometric center-to-limb systematics is not sufficient for MDI. For example, for \(f\)-mode TD at 40\(^\circ\) latitude, the central peak structure appears elongated (see Fig. C.1). Nevertheless, the \(\nu^v\) values at the origin are remarkably similar for HMI and MDI. At the average outflow, we measure \((-11.1 \pm 0.4)\) m s\(^{-1}\) (HMI) versus \((-10.1 \pm 0.8)\) m s\(^{-1}\) (MDI) for \(f\) modes and \((-7.7 \pm 0.3)\) m s\(^{-1}\) compared to \((-6.5 \pm 0.8)\) m s\(^{-1}\) for \(p_1\) modes.

For inflows, the MDI \(\nu^v\) maps compare to HMI in the same manner, with MDI being slightly weaker than HMI. The flow magnitudes for HMI and MDI at the origin after correction are \((8.9 \pm 0.4)\) m s\(^{-1}\) versus \((7.2 \pm 1.0)\) m s\(^{-1}\) for \(f\) modes and \((6.1 \pm 0.3)\) m s\(^{-1}\) compared to \((4.2 \pm 0.5)\) m s\(^{-1}\) for \(p_1\) modes. We note that the noise background is stronger for MDI. This is, however, not surprising, since only about half the number of Dopplergrams (compared to HMI) have been used to produce these maps.

The latitude dependence of \(\nu^v\) at the origin for MDI is qualitatively comparable with HMI (see Fig. 11). We measure a zero-crossing and sign change of \(\nu^v\) at the equator, both for the average supergranule outflow and inflow regions. However, the \(\nu^v\) magnitudes are systematically smaller for MDI. This difference increases farther away from the equator. It is especially dramatic for \(f\) modes at \(\pm 60^\circ\) latitude. Whereas \(\nu^v\) reaches values between 10 and 12 m s\(^{-1}\) at these latitudes in HMI, for MDI the velocity magnitudes are below 5 m s\(^{-1}\). This is probably connected to the lower spatial resolution of MDI, which results in a larger impact of geometrical foreshortening effects at high latitudes compared to HMI.

While MDI clearly does not perform as well as HMI, the agreement with HMI at the origin gives reason to believe that MDI \(\nu^v\) measurements are still useful. This would be especially interesting for long-term studies of the solar cycle dependence since continuous data reaching back to 1996 could be used.

5. Differences between outflow and inflow regions

The differences between the average supergranule outflow and inflow regions as measured from LCT in HMI data are summarized in Fig. 12. The arrows show the horizontal velocity magnitudes and directions at 40\(^\circ\) latitude. The flows are dominated by the radial velocity component. For direct comparison, the filled contours give the vertical vorticity \(\omega_z\) of the flows. In the average outflow region (Fig. 12a), the vorticity shows a broad plateau region (FWHM about 13 Mm). The region of negative vorticity is surrounded by a ring of positive vorticity with a diameter of about 30 Mm.

In contrast, the vorticity in the average inflow region (Fig. 12b) falls off rapidly from its narrow center (FWHM 8 Mm). We note that the FWHM of the vorticity peak is smaller than for the divergence peak (about 10 Mm), but it is still larger than the FWHM of the LCT correlation measurements (roughly 3 Mm). The peak vorticity magnitude is about twice the value of the outflow region (about \(8 \times 10^{-6}\) s\(^{-1}\)) anticlockwise compared to \(4 \times 10^{-6}\) s\(^{-1}\) clockwise). As it is for the average outflow region, the central vorticity structure in the inflow region is surrounded by a ring of vorticity with opposite sign. The vorticity magnitude in the ring appears to be smaller than in Fig. 12a.
These differences in the vortex structures of outflow and inflow regions are visible at all latitudes (except at the equator, where we measure no net vorticity). The FWHM of the peak structures as well as the ratio of the peak vorticities (between outflow and inflow regions) are constant over the entire observed latitude range. Such differences do not appear in maps of the horizontal divergence div $h$ (the FWHM is about 10 Mm in both outflow and inflow regions).

Differences in the vorticity strength between regions of divergent and convergent flows have also been reported by other authors who studied the statistics of vortices in solar convection. Wang et al. (1995) found, on granular scales, the root mean square of $\omega_2$ to be slightly higher in inflow regions. Pötzi & Brandt (2007) observed that vortices are strongly connected to sinks at mesogranular scales. Concentration of fluid vorticity in inflows has also been found in simulations of solar convection (e.g., Stein & Nordlund 1998, on granulation scale). However, the authors did not find any preferred sign of $\omega_2$. The increased vorticity strength in inflows might be a manifestation of the \"bathtub effect\" (Nordlund 1985). In that scenario, initially weak vorticity becomes amplified in inflows due to angular momentum conservation. In the downflows that are associated with the horizontal inflows because of mass conservation, the vortex diameter is reduced since the density rapidly increases with depth. This further enhances the vorticity.

6. Radial and tangential velocities versus radial distance

We now look in greater detail at the isotropic part of the horizontal flow profile of the average supergranule. Figures 13a and b show the azimuthal averages of $v_r$ and $v_\theta$ around both the average supergranule outflow and inflow centers as a function of horizontal distance $r$ to the outflow/inflow center at 40° latitude. In both cases, the magnitude of $v_t$ increases from the outflow/inflow center until it reaches a peak velocity (which we call $v_{t,\text{max}}$) of slightly more than 300 m s$^{-1}$ and $\approx 200$ m s$^{-1}$, respectively, at $r = 7$ Mm. The flow magnitudes then decrease and $v_t$ switches sign at a distance of about 14 Mm, marking the edge of the average inflow/outflow region. In general, the $v_t$ curves for outflow and inflow regions are similar except for the difference in flow magnitude.

The tangential velocity $v_\theta$, on the other hand, exhibits similar peak velocities for outflow and inflow regions (both $v_{\theta,\text{max}} \approx 12$ m s$^{-1}$), but has opposite signs and reaches these peaks at different distances. The peak magnitude $v_{\theta,\text{max}}$ is about 26 times smaller than $v_{t,\text{max}}$ in the outflow region and 18 times smaller in the inflow region. In the outflow region, the peak is located at $r = 9$ Mm, whereas it lies at $r = 5$ Mm around the average inflow center. Despite the different peak locations, $v_\theta$ switches sign at a distance of about 17 Mm around the outflow and the inflow centers.

The different peak locations of $v_t$ possibly explain why the magnitude ratio of $v_\theta$ between the average supergranule inflow and outflow region is smaller than one. The $v_\theta$ measurements are especially sensitive to $v_\theta$ at $r = 10$ Mm (the annulus radius). At this distance, we have $v_\theta = 10$ m s$^{-1}$ around the outflow centers, but $v_\theta = -7$ m s$^{-1}$ around the inflow centers, yielding a factor of $\approx 0.7$. This agrees well with the ratio of the slopes for LCT $v_\theta$ in Fig. 7 that we discussed in Sect. 4.3.

Measuring the peak values of $v_t$ and $v_\theta$ at all latitudes except the equator leads to the following approximate relations,

\[
\begin{align*}
|v_{t,\text{max}}| &= (0.059 \pm 0.001) \frac{\Omega(\lambda) \sin \lambda}{\Omega_0} v_{r,\text{max}} & \text{for outflows,} \\
|v_{t,\text{max}}| &= (0.089 \pm 0.002) \frac{\Omega(\lambda) \sin \lambda}{\Omega_0} v_{r,\text{max}} & \text{for inflows,}
\end{align*}
\]

where the used the differential rotation model from Snodgrass (1984) to compute $\Omega(\lambda)$, and $\Omega_0$ denotes the rotation rate at the equator. The coefficients $b_{out} := -0.059 \pm 0.001$ and $b_{in} := -0.089 \pm 0.002$ are remarkably constant over the whole latitude range from $-60^\circ$ to $60^\circ$, although $v_{t,\text{max}}$ decreases from the equator (335 m s$^{-1}$ for outflows and $\approx 237$ m s$^{-1}$ for inflows) toward high latitudes (e.g., 272 m s$^{-1}$ for outflows and $\approx 188$ m s$^{-1}$ for inflows at $60^\circ$ north). The same trend is observed for measuring $v_{\theta,\text{max}}$ west and east off disk center (e.g., 272 m s$^{-1}$ for outflows...
and $-187 \text{ m s}^{-1}$ for inflows at $60^\circ$ west), suggesting that the decrease is a systematic center-to-limb effect. Since $b_{out}$ and $b_{in}$ are not affected, $\epsilon_{\max}$ is likely to suffer from the same systematic decrease as $\eta_{\max}$.

We can use Eqs. (6) and (7) to predict $\epsilon_{\max}$ for supergranules in the polar regions. Assuming $b_{out}$ and $b_{in}$ are independent of latitude even beyond $\lambda = \pm 60^\circ$ and employing $\epsilon_{\max}$ from the equator where center-to-limb effects are small, the average supergranule at the north pole should rotate with $\epsilon_{\max} = (-20 \text{ m s}^{-1}) \times \Omega(90^\circ)/\Omega_0$ for outflows and $\epsilon_{\max} = (21 \text{ m s}^{-1}) \times \Omega(90^\circ)/\Omega_0$ for inflows. At the south pole, merely the sign of $\epsilon_{\max}$ should change.

Various authors have proposed models to describe vortex flows (e.g., Taylor 1918; Veronis 1959; Simon & Weiss 1997), introducing the (turbulent) kinematic viscosity $\eta$ as a parameter that influences the tangential velocity component $v_t(r)$. In the Veronis model, the tangential flow is given by

$$v_t = -\frac{2F}{\pi^2(4 + F/d^2)} \frac{\Omega(\lambda) \sin \lambda}{\eta} v_t,$$

(8)

where $l$ and $d$ are the horizontal size and depth of the supergranule, respectively. This relationship is consistent with the measurements in Eqs. (6) and (7). We note, however, that the Veronis convection model does not include turbulence (beyond $\eta$) or stratification.

Taylor (1918) presented a simple model that describes the decay of a narrow isolated vortex with $v_t = 0$ due to fluid viscosity. In this case, the tangential velocity component is

$$v_t(r) = \frac{ar}{\eta^2} \exp(-r^2/4\eta^2),$$

(9)

with a constant $a$ and the “age” of the vortex $t$. A least-squares fit of Eq. (9) to our measured curve $v_t(r)$ describes the $v_t$ profile for the average inflow surprisingly well. We can use $4\eta t \approx 7.8 \text{ Mm}$ from the fit to obtain a crude estimate of the turbulent viscosity. By identifying the vortex age $t$ with the supergranule lifetime ($\sim 1$ day), we get $\eta \sim (1 \text{ day})/(180 \text{ km}^2 \text{ s}^{-1})$. This is similar to values from the literature. For example, Duvall & Gizon (2000) and Simon & Weiss (1997) obtained $\eta \approx 250 \text{ km}^2 \text{ s}^{-1}$ using helioseismology and local correlation tracking of granules, respectively. The order of magnitude of our estimate for $\eta$ also agrees with previous measurements of the diffusion coefficient of small magnetic elements (Jafarzadeh et al. 2014, and references therein).

7. Summary

7.1. Validation

We have successfully measured the horizontal divergence and vertical vorticity of near-surface flows in the Sun using different techniques (TD and LCT), as well as different instruments (HMI and MDI). Horizontal flow velocities from LCT compare well with line-of-sight Dopplergrams (correlation coefficient 0.94). Horizontal divergence maps from TD and LCT are in excellent agreement for $8 \text{ h}$ averaging (correlation coefficient 0.96 for $75 \leq kR_\odot \leq 175$). Vertical vorticity measurements from TD and LCT are highly correlated at large spatial scales (correlation coefficient larger than 0.7 for $kR_\odot \leq 100$).

We studied the average properties of supergranules by averaging over $3,000$ of them in latitude strips from $-60^\circ$ to $60^\circ$. The vertical vorticity maps as measured from HMI TD and HMI LCT for the average supergranule agree at low and mid latitudes. Above $\pm 40^\circ$ latitude, however, the LCT and TD results are different owing to geometrical center-to-limb systematic errors. After correcting for these errors using measurements at the equator away from the central meridian (cf. Zhao et al. 2013),
TD and LCT results agree well. For MDI, the TD maps are dominated by systematic errors even at low latitudes. Therefore, HMI is a significant improvement over MDI.

7.2. Scientific results: spatial maps of vertical vorticity

Our findings can be summarized as follows. The root mean square of the vertical vorticity in a map of size $\sim 180 \times 180$ Mm$^2$ at the equator and 8 h averaging is about $15 \times 10^{-5}$ s$^{-1}$ after low-pass filtering (power at scales $k R_\odot < 300$).

After averaging over several thousand supergranules, the average outflow and inflow regions possess a net vertical vorticity (except at the equator). The latitudinal dependence of the vorticity magnitude is consistent with the action of the Coriolis force: $\omega_r (\lambda) \propto \Omega (\lambda) \sin \lambda / \Omega_0$. In the northern hemisphere, horizontal outflows are associated with clockwise motion, whereas inflows are associated with anticlockwise motion. In the southern hemisphere, the sense of rotation is reversed. This resembles the behavior of high and low pressure areas in the Earth’s weather system (e.g., hurricanes).

Vortices in the average supergranular inflow regions are stronger and more localized than in outflow regions. For example, at 40° latitude the vertical vorticity is $8 \times 10^{-6}$ s$^{-1}$ anticlockwise in inflows versus $4 \times 10^{-6}$ s$^{-1}$ clockwise in outflows, whereas the FWHM is 8 Mm versus 13 Mm. The maximum tangential velocity in the average vortex is about 12 m s$^{-1}$ at ±40° latitude, which is about 26 and 18 times smaller than the maximum radial flow component for outflow and inflow regions, respectively.

We have demonstrated the ability of TD and LCT to characterize rotating convection near the solar surface. This information can be used in the future to constrain models of turbulent transport mechanisms in the solar convection zone (see, e.g., Rüdiger et al. 2014). The azimuthally averaged velocity components $v_r$ and $v_\lambda$ for supergranular outflows and inflows at various latitudes are available at the CDS.
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Table A.1. Parameters of the ridge filters that are used for the travel-time measurements in this paper (see text for details).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$f$ modes</th>
<th>Selected ridge $p_1$ modes</th>
<th>$p_1$ modes (alternative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{\text{min}}/2\pi$</td>
<td>1.75 mHz</td>
<td>1.90 mHz</td>
<td>1.90 mHz</td>
</tr>
<tr>
<td>$\omega_{\text{max}}/2\pi$</td>
<td>5.00 mHz</td>
<td>5.40 mHz</td>
<td>5.00 mHz</td>
</tr>
<tr>
<td>$\omega_{\text{mode}}/2\pi$</td>
<td>0.025 mHz</td>
<td>0.025 mHz</td>
<td>0.030 mHz</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>500 m s$^{-1}$</td>
<td>500 m s$^{-1}$</td>
<td>500 m s$^{-1}$</td>
</tr>
<tr>
<td>$a$</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$j$</td>
<td>1.0</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>$\omega_{/2\pi}$</td>
<td>2.50 mHz</td>
<td>3.10 mHz</td>
<td>3.03 mHz</td>
</tr>
<tr>
<td>$\omega_{/2\pi}$</td>
<td>2.67 mHz</td>
<td>2.97 mHz</td>
<td>3.20 mHz</td>
</tr>
<tr>
<td>$\omega_{\text{mode}/2\pi}$</td>
<td>2.84 mHz</td>
<td>2.87 mHz</td>
<td>3.48 mHz</td>
</tr>
<tr>
<td>$\omega_{/2\pi}$</td>
<td>3.01 mHz</td>
<td>3.67 mHz</td>
<td>3.77 mHz</td>
</tr>
<tr>
<td>$\omega_{/2\pi}$</td>
<td>3.18 mHz</td>
<td>3.86 mHz</td>
<td>3.94 mHz</td>
</tr>
</tbody>
</table>

Notes. The lower part of the table gives the filter limits at $kR_S = 800$. The filter limits for HMI and MDI are equivalent.

Appendix A: Ridge filters

Prior to the travel-time measurements, the wavefield that is present in the Dopplergrams is filtered to select single ridges (the $f$ modes or the $p_1$ modes). The goal is to capture as much of the ridge power as possible, even if the waves are Doppler-shifted by flows. At the same time, we want to prevent power from neighboring ridges from leaking in and select as little background power as possible.

To construct the filter, we first measure the power spectra of the Dopplergrams at the equator and average over 60 days (59 days) of data in the case of HMI (MDI). After further azimuthal averaging, we identify the frequency $\omega_{\text{mode}}$ where the ridge maximum is located as a function of wavenumber $k$.

The filter is constructed for each $k$ as a plateau of width $2\omega_{\text{d}}$ centered around the ridge maximum $\omega_{\text{mode}}$. The lower and upper boundaries of the plateau we call $\omega_{\text{h}}$ and $\omega_{\text{l}}$. Next to the plateau, we add a transition region of width $\omega_{\text{d}}$, which consists of a raised cosine function that guides the filter from one to zero, symmetrically around $\omega_{\text{mode}}$. The lower and upper limits of the filter we call $\omega_{\text{h}}$ and $\omega_{\text{l}}$, respectively.

The plateau half-width $\omega_{\text{d}}$ consists of the following terms

$$
\omega_{\text{d}}(k) = \frac{\omega_{r}(k)}{2} + \omega_{\text{const}},
$$

(A.1)

where $\omega_r(k)$ is the FWHM of the ridge (measured from the average power spectra), $\omega_{r}(k) = akv_{\text{max}}$ is the Doppler shift due to a hypothetical flow of magnitude $v_{\text{max}}$ multiplied by a scale factor $a$, and $\omega_{\text{const}}$ is a constant term of small magnitude that broadens the filter predominantly at small wavenumbers.

The width of the transition region relative to the plateau width is

$$
\omega_{\text{d}} = j\omega_{s},
$$

(A.2)

where $j$ is a unitless factor.

In addition, we restrict the filter to a range of wavenumbers. Above and below a $k$ interval, the filters are set to zero. The $k$ limits of the interval are chosen such that the ridge power is roughly twice the background power. Because $\omega_{\text{mode}}$ is a function of wavenumber, these limits can also be expressed as frequencies $\omega_{\text{min}}$ and $\omega_{\text{max}}$.

Table A.1 lists the filter parameters we chose for the $f$-mode and $p_1$-mode ridge filters that we use throughout the paper. We note that we use the same filters for all latitudes and longitudes. For the $p_1$ modes, we also list an alternative filter that we use to discuss the impact of the filter details on the travel-time measurements (see Appendix C.3).

Appendix B: Conversion of travel times into flow velocities

Point-to-point travel times $t_{\text{diff}}(r_1, r_2)$ are sensitive to flows in the direction of $r_1 - r_2$. If the flow structure is known, travel times $t_{\text{diff}}$ can be predicted with the knowledge of sensitivity kernels. Conversely, the velocity field can be obtained from measured travel times by an inversion. Such inversions are, however, delicate, as they are, in general, ill-posed problems. A simple way to obtain rough estimates of the flow velocity while avoiding inversions is the multiplication of the travel times by a constant conversion factor. Such a conversion factor can be calculated by artificially adding the signature of a uniform flow of known magnitude and direction to Dopplergrams. The magnitude of the measured travel time divided by the input flow speed yields the conversion factor. In the following, we describe this process.

First, we create data cubes $\phi_i(r, t)$ that have Doppler-shifted power spectra to mimic the effect of a flow $v$ independent of position $r$ and time $t$. The data cubes are based on the noise model by Gizon & Birch (2004), so signatures from flows others than $v$ are not present. Following the noise model, we construct in Fourier space $\phi_i(k, \omega) = \sqrt{P_f(k, \omega)}N_{0,1}(k, \omega)$. Here $k$ is the horizontal wave vector; $P_f$ is a Doppler-shifted power spectrum; and, at each $(k, \omega)$, $N_{0,1}$ are independent complex Gaussian random variables with zero mean and unit variance. Employing $N_{0,1}$ ensures that the values $\phi_i(k, \omega)$ are uncorrelated, which means that there is no signal from wave scattering. We use $P_f(k, \omega) = P_0(k, \omega - \delta \omega)$ based on an average power spectrum $P_0$ that was measured from 60 days of HMI Dopplergrams (59 days of MDI Dopplergrams) at the solar equator. The quantity $\delta \omega = k \cdot v$ is the frequency shift due to a background flow $v = (v_r, 0)$ that we add. We construct 8 datasets $\phi_i(r, t)$ for $v_r$ in the range between $-1000$ and $1000$ m s$^{-1}$ in steps of $100$ m s$^{-1}$. For each velocity value, we compute ten realizations.

As a consistency check, we apply a second method for adding an artificial velocity signal to the HMI Dopplergram datasets. This procedure consists of tracking at an offset rate. The tracking parameters from Snodgrass (1984) are modified by a constant corresponding to a $v_r$ velocity of $-100$ m s$^{-1}$ and $100$ m s$^{-1}$, respectively. The tracking and mapping procedure is as for the regular HMI observations. We produce 112 such data cubes for each $v_r$ value at the solar equator.

For both methods, the 8 h datasets are ridge-filtered like the normally tracked Doppler observations ($f$ modes and $p_1$ modes). We measure travel times $t_{\text{diff}}$ in the $x$ direction with the pairs of measurement points separated by 10 Mm. This distance matches the separation in the $t_{\text{ref}}$ measurements. The reference cross-correlation $C_{\text{ref}}$ is taken from the regularly tracked HMI (MDI) observations averaged over 60 days (59 days) of data at the solar equator. This ensures that the artificial flow signal is captured by the travel-time measurements.

The resulting $t_{\text{diff}}$ values averaged over maps and datasets are shown for HMI in Fig. B.1. For both $f$ and $p_1$ modes, the travel times from offset tracking are systematically larger than for the Doppler-shifted power spectra by about 10 to 15%. In general, the travel-time magnitudes are larger for the $f$ modes than for the $p_1$ modes for the same input velocity value. The relation between input velocity $v_r$ and output travel time $t_{\text{diff}}$ is
Table B.1. Coefficients $h_i$ of the cubic polynomial defined in Eq. (B.1) obtained from a least-squares fit.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Distance</th>
<th>Value of coefficient $h_i$ $[s^2 \cdot m^{-1}]$ for $f$ modes</th>
<th>Value for $p_1$ modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMI</td>
<td>5 Mm</td>
<td>$-9.61 \times 10^{-2}$</td>
<td>$-4.48 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>10 Mm</td>
<td>$-1.78 \times 10^{-1}$</td>
<td>$-8.98 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>15 Mm</td>
<td>$-2.20 \times 10^{-1}$</td>
<td>$-1.39 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>20 Mm</td>
<td>$-2.15 \times 10^{-1}$</td>
<td>$-1.71 \times 10^{-1}$</td>
</tr>
<tr>
<td>MDI</td>
<td>5 Mm</td>
<td>$-7.34 \times 10^{-2}$</td>
<td>$-4.66 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>10 Mm</td>
<td>$-1.58 \times 10^{-1}$</td>
<td>$-8.91 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>15 Mm</td>
<td>$-1.97 \times 10^{-1}$</td>
<td>$-1.12 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>20 Mm</td>
<td>$-2.43 \times 10^{-1}$</td>
<td>$-1.58 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Notes. The coefficient $h_1$ for a distance of 10 Mm is used to convert measured travel times into flow velocities. For comparison, the coefficients for other distances are also given.

linear only in a limited velocity range. Whereas this range spans from roughly $-700$ m s$^{-1}$ to 700 m s$^{-1}$ for the $p_1$ modes, it only reaches from $-200$ m s$^{-1}$ to 200 m s$^{-1}$ for the $f$ modes. For velocity magnitudes larger than 700 m s$^{-1}$, the measured $f$-mode travel times even decrease. However, the supergranular motions that we analyze reach typical velocities of $\sim 300$ m s$^{-1}$, which is well below that regime.

We applied a least-squares fit to a polynomial of degree three to the $\tau_{\text{diff}}$ measurements from Doppler-shifted cubes (pink curve):

$$
\tau_{\text{diff}}(v_z) = h_3 v_z^3 + h_2 v_z^2 + h_1 v_z + h_0.
$$

The linear term of the polynomial is shown for HMI as the red curve in Fig. B.1. For the actual conversion, only the linear coefficient $h_1$ is used. We obtain $h_1 = -0.178$ s$^2$ m$^{-1}$ for the $f$ modes and $h_1 = -0.090$ s$^2$ m$^{-1}$ for the $p_1$ modes. For comparison, the coefficients $h_1$ are listed for different distances in Table B.1. The table also contains the coefficients for MDI. We convert travel times into velocities by multiplying the travel times by $1/h_1$. The velocities obtained from converting $\tau_{\text{diff}}$ maps we call $v_{\text{diff}}$.

Appendix C: Systematic errors

C.1. Center-to-limb systematics

At high latitudes, the original $\tau_{\text{inh}}$ and $\omega_z$ maps for the average supergranule show strong deviations from the azimuthally symmetric peak-ring structures that are visible at low latitudes. Considering that the magnitude of $\tau_{\text{inh}}$ and $\omega_z$ is much smaller than the magnitude of $\tau_{\text{diff}}$ and $\text{div}_n$ at any latitude, it is possible that even a small anisotropy in the divergent flow component of the average supergranule is picked up by the $\tau_{\text{inh}}$ and $\omega_z$ measurements and added to the signal from the tangential flow component that we want to measure. Such anisotropies can arise from various origins. Among them are geometrical effects that depend on the distance to the disk center.

For TD measurements, the sensitivity kernels depend on the distance to the limb. At 60$^\circ$ off disk center, $\tau_{\text{diff}}$ sensitivity kernels for measurements in the direction along the limb differ strongly from kernels for measurements in the center-to-limb direction (see, e.g., Jackiewicz et al. 2007, for a discussion). Additionally, there is a gradient of the root mean square travel time in the center-to-limb direction.

In the case of LCT, the shrinking Sun effect causes large-scale gradients of the horizontal velocity (of several hundred meters per second) pointing toward disk center (Liske & Toomre 2004). This effect is presumably caused by insufficient resolution of the granules. Although HMI intensity and Doppler images have a pixel size of about 350 km at disk center, the point spread function has a FWHM of about twice that value. In Dopplergrams, the hot, bright, and broad upflows in the granule cores cause stronger blueshifts than the redshifts from the cooler, darker, and narrow downflows. Because of the insufficient resolution, the granules appear blueshifted as a whole. This blueshift adds to the blueshift of granules that move toward the observer (i.e., toward disk center), giving them a stronger signal in the Dopplergram. Lisle & Toomre argue that LCT of Dopplergrams gives more weight to these granules than to those granules that move away from the observer. However, it is not clear what causes the shrinking Sun effect in LCT of intensity images. Fortunately, the shrinking Sun effect appears to be a predominantly large-scale and time-independent effect, so it can easily be removed from LCT velocity maps by subtracting a mean image.

Another problem is the foreshortening. Far away from the disk center, the granules are not as well resolved in the center-to-limb direction as in the perpendicular horizontal direction. This introduces a dependence of the measurement sensitivity on angle. We measure at $\pm 60^\circ$ latitude that the radial flow component $v_z$ of the average supergranule is weaker by 15 to 20% in the center-to-limb direction compared to the perpendicular direction. This corresponds to a maximum velocity difference of about 50 m s$^{-1}$ for outflows and 30 m s$^{-1}$ for inflows. At 40$^\circ$ latitude, in contrast, this difference is less than 2% (6 m s$^{-1}$).

C.2. MDI instrumental systematics

Whereas for HMI the removal of geometrical center-to-limb effects results in similar $\tau_{\text{inh}}$ peak structures in the supergranule outflow regions in the whole latitude range from $-60^\circ$ to $60^\circ$, for
MDI the peak structures appear asymmetric and distorted even after the correction. An example for \( f \)-mode TD at 40° latitude is shown in Fig. C.1. Even at disk center where geometrical effects should not play a role, there are visible systematic features (that do not appear for HMI, cf. Fig. 6). This is probably due to instrumental effects that are specific to MDI (see, e.g., Korzennik et al. 2004, for a discussion of instrumental errors in MDI).

C.3. Selection of filter and \( r^{\text{ac}} \) geometry parameters

We note that the \( r^{\text{ac}} \) velocity results for TD depend on the details of the ridge filter as well as the geometry parameters \((\Delta, n)\) of the \( r^{\text{ac}} \) measurements.

To give an idea of this, we construct an alternative \( p_1 \) ridge filter with slightly different width parameters (see Appendix A). Additionally, we select four other combinations \((\Delta, n)\) of \( r^{\text{ac}} \) measurements that preserve the annulus radius \( R \), so that \( R \) is within \((10.0 \pm 0.5) \text{ Mm}\) for all the combinations \((\Delta, n)\). As we did for the standard combination \((\Delta = 10 \text{ Mm}, n = 6)\), we use four different angles \( \beta \) for each additional combination.

For all these combinations and both the standard and modified \( p_1 \) filters, we calculated \( r^{\text{ac}} \) for the average supergranule at 40° latitude. The resulting peak velocities are shown in Fig. C.2 for both inflow and outflow regions. We did not apply the center-to-limb correction since it only has a weak influence on the peak velocity magnitude at 40° latitude.

Evidently, the modified \( p_1 \) filter results in systematically larger \( r^{\text{ac}} \) amplitudes. The difference with respect to the standard filter increases with decreasing \( \Delta \). For \( \Delta = 10 \text{ Mm} \) and \( n = 6 \), it is about 10%. This is qualitatively in line with Duvall & Hanasoge (2013). Using phase-speed filters, Duvall & Hanasoge observed that the strength of the travel-time signal from supergranulation is strongly dependent on the filter width. This shows that one should be careful when comparing absolute velocities from TD and LCT. For more reliable velocity values, an inversion of \( r^{\text{ac}} \) maps would be needed.

The comparison of different combinations \((\Delta, n)\) for the same filter shows that for \( n = 4, 6, \) and 8 the \( r^{\text{ac}} \) amplitudes are similar, so selecting the combination \((\Delta = 10 \text{ Mm}, n = 6)\), as we did for most of this work, appears justified. Decreasing \( \Delta \) to about 5 Mm changes the peak \( r^{\text{ac}} \) values. A possible reason is that \( \Delta \) in this case becomes comparable to the wavelength of the oscillations, so it is harder to distinguish between flows in opposite directions. For small \( n \), on the other hand, the measurement geometry deviates strongly from a circular contour. This might explain the deviations in \( r^{\text{ac}} \) for \( n = 3 \).