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1. Introduction

Since 1876, astronomers have witnessed one planetary-scale storm in the atmosphere of Saturn every orbital cycle (Sánchez-Lavega 1982). Five of these storms have been observed between 1876 and 1990, alternately at the equator and at northern mid-latitudes. How these tropospheric storms form remains unconstrained so far, although models suggest that moist convection in the water cloud layer triggers them (Hueso & Sánchez-Lavega 2004). The storm in 1990, referred to as “The Great White Spot”, quickly encircled the whole planet around the equator and was observed for several months (Sánchez-Lavega et al. 1991). Following this cycle, the next major storm in Saturn was predicted to appear around 2020. However, December 2010 unexpectedly saw the rise of what would become the longest thunderstorm ever witnessed in the atmosphere of Saturn to date (Sánchez-Lavega et al. 2011; Fischer et al. 2011; Fletcher et al. 2011). The initial spot expanded in a matter of a few days to a size of 8000 km (Sánchez-Lavega et al. 2011), and zonal winds then redistributed material with longitude. The cloud features associated with the storm encircled the planet in only 55 days and lasted until July 2011 (Sánchez-Lavega et al. 2012; Sayanagi et al. 2013).

The storm in 2010 in the troposphere had consequences on the stratosphere in the 40°N region of Saturn. Two warm cells, referred to as “beacons” due to their higher infrared emission, were generated by the disturbance in January 2011, most probably due to mechanical forcing initiated by wave activity. One of these cells was located directly above the tropospheric storm head (Fletcher et al. 2011). These warm airmasses traveling at different velocities in the atmosphere of Saturn merged in late April 2011 to form a huge warm vortex, in which temperature increases of up to 80 K were recorded in the 2 mbar region in May 2011 (Fletcher et al. 2012a). Although continuously shrinking in longitude and cooling radiatively since July 2011, this huge anticyclonic vortex left an observable thermal signature still detectable as of 2014.

Infrared observations with Cassini/CIRS and ground-based facilities (Very Large Telescope, NASA Infrared Telescope Facility, McMath-Pierce Telescope) have allowed us to monitor the evolution of stratospheric temperatures and hydrocarbon abundances (Fletcher et al. 2012a; Hesman et al. 2012, 2013b, 2015). Acetylene and ethylene have seen their ~2 mbar mole fractions increase by a factor of ~3 and ~100, respectively, at the time of the merging of the two beacons, while the mole fraction of ethane remained mostly unchanged, to within the levels of uncertainty on the spectral inversions. Whether the changes in the hydrocarbon chemistry are caused by dynamics or photochemistry (or a combination of both) remains unresolved.
An explanation for the changes in the chemical composition could be isolated beacon air mass adiabatically descending from submicrorbar to millibar levels, where the relative abundances of the observed hydrocarbons are in the correct order of magnitude with respect to post-merger observations at ~2 mbar. This descent of air masses would generate adiabatic heating and could thus explain the temperature increase seen in the beacon as well. However, simple 1D calculations show that an increase in temperature of ~80 K can only be caused by adiabatic heating at ~2 mbar for beacon air masses descending from the ~0.5 mbar level, but not from higher up in the stratosphere. This descent is consistent with the observed descent of the peak temperatures measured post-merger by Fletcher et al. (2012a), but is inconsistent with the observed changes in the hydrocarbon abundances (Hesman et al. 2012, 2015). Additional mechanisms such as horizontal expansion during the vertical compression may help keeping the temperature increase in line with observations while enabling the descent of air masses from altitudes higher than the 0.5 mbar level. As suggested by Fletcher et al. (2012a), the observed stratospheric heating could also be caused by the deposition in the stratosphere of energy from tropospheric gravity waves triggered by the storm. We note, however, that the merger of the beacons coincided with a downward shift of the peak temperatures, which is suggestive of dynamic subsidence from the vortex to assess whether photochemistry played any role in the beacon caused by the temperature changes within the vortex. In Sect. 2, we present our photochemical model and its validation for Saturn in quiescent conditions. In Sect. 3, we present our methodology for photochemical computations applied to the beacon temperature conditions. In Sect. 4, we assess whether the temporal evolution of the hydrocarbon abundances observed in the stratospheric vortex can be caused by chemistry alone. We conclude in Sect. 5.

2. Photochemical model of Saturn in quiescent conditions

2.1. Short description of the model

The 1D time-dependent photochemical model we used is derived from the models previously developed by Dobrijevic et al. (2010, 2011). The baseline thermal profile we used to validate our model in quiescent conditions is taken from Guerlet et al. (2009) and corresponds to a latitude of 15° S. This latitude corresponds to the subsolar latitude in this dataset. We used the eddy diffusion coefficient profile $K(z)$ from Dobrijevic et al. (2011). Both are shown in Fig. 1. The deep mole fractions of H$_2$, He, and CH$_4$ were fixed to 0.8603, 0.1350 (Conrath & Gautier 2000), and 0.0047 (Fletcher et al. 2009), respectively. The external flux of atomic hydrogen was set to 1 × 10$^8$ cm$^{-2}$ s$^{-1}$ (Moses et al. 2005). Our chemical scheme comes from Dobrijevic et al. (2014). The complete list of the reactions is available upon request and can be downloaded from the KIDA database (Wakelam et al. 2012).

2.2. Validation in quiescent conditions

The goal of the study is to assess whether thermally perturbed photochemistry can explain the evolution seen in the abundances of the main hydrocarbons in the beacon of Saturn. However, before running the code in the perturbed and time-dependent conditions representative of the beacon, we first checked that the mole fraction profiles computed with our model agree well with the vertical profiles of hydrocarbons as retrieved from Cassini/CIRS limb scans by Guerlet et al. (2009, 2010). The comparison of our computations in quiescent conditions with data from Guerlet et al. is displayed in Fig. 2. The agreement is excellent for ethane (C$_2$H$_6$) and acetylene (C$_2$H$_2$), and...
remains within the one-sigma error bar of the measurements in most of the altitude range for propane (C₃H₈) and diacetylene (C₄H₂). Only our nominal methylacetylene (CH₃C₂H) profile deviates from the observations by a factor of ~3 in the measurement range, but it remains within the error bars of models (Dobrijevic et al. 2011). Indeed, the chemistry of C₂H₃ species is still quite uncertain. Interestingly, a similar offset between model and observations is found in the atmosphere of Uranus for this particular species (Orton et al. 2014), probably for the same reason. We note that there are no such observations outside the storm region for ethylene (C₂H₄) because this species is very difficult to observe in Saturn (Encrenaz et al. 1975). We therefore cannot really estimate the validity of our ethylene profile, but we checked that our profile was equally valid to the pre-storm profile from Hesman et al. (2012). The two profiles agree reasonably well. The latitude we chose for the validation of the model (15°S) is the subsolar latitude at the time of the observations of Guerlet et al. (2009), but is not the storm latitude. The equatorial region is known for being dynamically active. It is perturbed by a thermal oscillation (Fouchet et al. 2008; Orton et al. 2008; Guerlet et al. 2011) and possibly by a seasonally reversing Hadley cell (Friedson & Moses 2012). However, the changes since the southern summer observations of Guerlet et al. (2009) are negligible at 15°S (see Fig. 3 of Sinclair et al. 2013) probably because of the long dynamical timescales; the changes are much weaker than model uncertainties (Dobrijevic et al. 2003, 2011). At the storm latitude, the changes in abundances are more significant than at 15°S, but are still well below model uncertainties: they do not exceed 25% increases for C₂H₅ and C₃H₆ (Sinclair et al. 2013). We also checked that our model agreed fairly well with the data from Guerlet et al. (2009) at other pre-storm latitudes. Our $K(\tau)$ is thus a good approximation for a disk average. Our model can then be considered as validated in 1D for hydrocarbons in quiescent conditions of Saturn. We note that our model, like any other 1D photochemical model of Saturn (e.g., Moses & Greathouse 2005; Guerlet et al. 2009, 2010), is not able to reproduce the latitudinal distributions of these species seen in the data of Howett et al. (2007), Hesman et al. (2009), Guerlet et al. (2009, 2010), and Sinclair et al. (2013). However, because our main focus is the comparison of photochemical simulations at a precise and isolated location in Saturn, that is, the beacon, a 1D model seems sufficient.

We stress that the work undertaken in studies of the atmosphere of Titan to revise and complete our previous chemical network (Hébrard et al. 2006, 2007, 2009, 2013; Dobrijevic et al. 2014; Loison et al. 2015), which follows the methodology described in Fig. 1 of Loison et al. (2015), has enabled significant improvements in the quality of the fits to the CIRS profiles (compare Figs. 3–5 of Dobrijevic et al. 2011 with Fig. 2 in this paper). We add that with our most recent chemical network (Dobrijevic et al. 2014) and this validation work (Fig. 2), we have also built a new reduced chemical scheme following the recipe of Dobrijevic et al. (2011) to apply it to 2D and 3D photochemical computations for Saturn. This reduced scheme is presented in detail and used in Hue et al. (2015a,b).

### 3. Time-dependent photochemistry in the beacon

In the following section, we use our 1D time-dependent photochemical model to study the variability of hydrocarbon abundances due to the increase of temperature inside the beacon. Because observations of the spatial distribution of temperature and the acetylene mole fraction as a function of latitude and/or longitude (Fletcher et al. 2012a) indicate that the vortex is dynamically isolated from the surrounding atmosphere, the use of a 1D model seems relevant as a first approximation.

To account for the temporal evolution of thermal conditions inside the beacon, we modified the temperature profile several times during the simulation. This made it necessary to adopt a specific procedure to follow the evolution of hydrocarbon abundances as a function of time. This procedure is presented as a flowchart in Fig. 3. We first ran our model with an initial temperature profile that is representative of quiescent conditions in the atmosphere of Saturn at 40°N until a steady state was reached for all compounds and altitudes. Then, we modified the temperature profile as a function of time to simulate the effect of the temperature evolution on abundances inside the beacon. The temperature profiles and timeline we adopted are presented in Figs. 1 and 4. We assumed that the atmosphere is in hydrostatic
equilibrium during the interval of time between two modifications. The integration time step is such that it is initiated at a low value and can never exceed a tenth of the relevant total time interval. Between two consecutive steps, we recomputed the chemical rate constants and the actinic flux with the new temperatures and species distributions. We also re-interpolated the temperature, pressure, and abundance profiles on our fixed altitudinal grid so that the abundance profiles of step \( i \) remained compatible with those computed at the end of step \( i-1 \) (see Fig. 5).

Our 1D model does not allow us to follow the evolution of the two initial beacons independently before their merging in April 2011. In our simulations, we only considered one beacon from January 2011 until mid-March 2011. After April 2011, the beacon of our model corresponds to the merged beacons. Therefore, the results at step 1 should not be used for comparison with pre-merger beacon data.

The rate coefficients used in our chemical scheme are temperature dependent. At each step of our simulation timeline, we thus re-computed rate coefficients for two-body, three-body, and radiative association reactions. Rate coefficients for two-body reactions are given by the modified Arrhenius equation:

\[
k(T) = \alpha \times \left( \frac{T}{300} \right)^\phi \times \exp \left( -\frac{\gamma}{T} \right) .
\]  

(1)

where \( T \) is the temperature in Kelvin and \( k(T) \) is the rate coefficient in \( \text{cm}^3\ \text{s}^{-1} \). In the following, \( \alpha, \beta, \) and \( \gamma \) are named the Arrhenius coefficients. Rate coefficients for three-body reactions are given by the Troe formula (Troe 2003):

\[
k(T) = \frac{k_0(T)[M]}{1 + \frac{\text{act}(T)}{k_0(T)}} \times u ,
\]  

(2)

where

\[
\log u = \frac{\log F_c}{1 + \left[ \log \left( \frac{k_0(T)}{k_0(T)} \right) \right]}
\]

with \( F_c = 0.64 \) and \( N = 0.75 - 1.27 \log F_c \) and \( [M] \) is the concentration of a third body (H\(_2\) and He in the present case). The low-pressure limit rate constant and the high-pressure limit rate constant, \( k_0(T) \) and \( k_\infty(T) \), respectively, follow the modified Arrhenius equation with the respective Arrhenius coefficients \( \alpha_0, \beta_0, \gamma_0 \) and \( \alpha_\infty, \beta_\infty, \gamma_\infty \). For radiative association reactions, we used the formulation from Hébrard et al. (2013):

\[
k(T) = \frac{k_0(T)[M]\alpha + k_\infty}{1 + \frac{k_0(T)[M]}{k_\infty(T)}}
\]  

(4)

The radiative emission rate coefficient \( k_e(T) \) follows the modified Arrhenius equation with Arrhenius coefficients \( \alpha_e, \beta_e \) et \( \gamma_e \).

We did not investigate the uncertainties on the results induced by the propagation of uncertainties on the reaction rates. The problem is much more complex than in a steady atmosphere, for which the methodology of Dobrijevic et al. (2003) can be used. In their work, uncertainties were propagated using the simple expression \( \log k = \log k_0 \pm \log F \), where \( k_0 \) is the nominal value and \( F \) the uncertainty factor. Because we study an atmosphere in which the temperature evolves with time, the propagation of uncertainties should be initiated directly on the \( \alpha, \beta, \) and \( \gamma \) parameters. These parameters are not independent and the variance-covariance matrices are generally not known (see Hébrard et al. 2009). Estimating the uncertainties in a meaningful way is therefore not possible at this stage.

We also accounted for the variation of the subsolar point with time in the computation of the photodissociation rates. The subsolar point varies from 7.6° to 13.5° from January 1, 2011, to March 15, 2012. However, the diurnally averaged zenithal angle only varies from 55.8° to 57.5°.

We kept the \( \mathcal{K}(z) \) profile constant for all times because our focus is on chemistry and not on the dynamics. The coupled effects of chemistry and dynamics on the abundances of hydrocarbons in the beacon were discussed in Moses et al. (2014). We kept the main composition of the atmosphere, that is, the H\(_2\), He, and CH\(_4\) deep mole fractions, and the influx of H atoms unchanged with respect to quiescent conditions.
Step (i) = yi(P)j+1)

profiles between two consecutive steps of our simulation timeline. We assume that the temperature profile remains unchanged between two consecutive steps. The corresponding significant the relative variation. The production region of C2H2 and obvious trend is that the heavier the molecule, the more significant timescales are longer than the steps of our timeline, so that concentration of some of the main hydrocarbons (except methane) as obtained with our 1D photochemical model. The chemical evolution timescales are longer than the steps of our timeline, so that steady state is never reached during the perturbed phase. A first

In Fig. 6, we present the temporal evolution inside the beacon, showing at which time the temperature profile is changed and how long this modification lasts in the model. We assume that the temperature profile remains unchanged between two consecutive steps. The corresponding temperature profiles are shown in Fig. 1.

**4. Results**

In Fig. 6, we present the temporal evolution inside the beacon of some of the main hydrocarbons (except methane) as obtained with our 1D photochemical model. The chemical evolution timescales are longer than the steps of our timeline, so that steady state is never reached during the perturbed phase. A first obvious trend is that the heavier the molecule, the more significant the relative variation. The production region of C2H2 and C2H6 resides above the pressure range where the temperature is perturbed inside the beacon, implying no significant abundance variability in the 1 mbar region. The situation is more complex for C2H4, where two production peaks are found. The first one is at high altitude, like C2H2 and C2H6 for the same reason, but there is also a second peak centered around 1 mbar that is caused by the temperature increase in the beacon (see Sect. 4.2). The mole fraction of CH4 in C2H2 is reduced in the whole pressure range from 10^{-3} to 10 mbar due to the temperature perturbation.

From one step to another at any given pressure level, both (i) the total production and loss rates and (ii) the importance of the reactions evolve due to (a) the change of the column density above that level (for photolysis) and (b) the change in the temperature and total density at that level. In the next paragraphs, we describe more quantitatively the main processes that lead to perturbations of the hydrocarbon vertical profiles seen in Fig. 6 at 1 mbar and between the steps 0 and 3 caused by the beacon temperature perturbations.

**4.1. C2H6**

The production of C2H6 in the stratosphere is mainly due to the three-body reaction

\[
\text{CH}_3 + \text{CH}_3 + \text{M} \rightarrow \text{C}_2\text{H}_6 + \text{M},
\]

which is not very sensitive to the temperature. Taking into account the decrease of the total number density, its rate constant therefore only varies from step 0 to step 3 by a factor of 0.86. The main loss process of C2H6 is the photolysis, which also decreases from step 0 to step 3. As a consequence, this species is not significantly photochemically sensitive to the perturbations of the temperature and number density inside the storm.

**4.2. C2H4**

The production of C2H4 around 1 mbar at step 0 is dominated by the photolysis of C2H6 and the three-body reactions

\[
\text{H} + \text{C}_2\text{H}_2 + \text{M} \rightarrow \text{C}_2\text{H}_3 + \text{M},
\]

followed by

\[
\text{H} + \text{C}_2\text{H}_3 + \text{M} \rightarrow \text{C}_2\text{H}_4 + \text{M}.
\]

The main loss processes of C2H4 are photolysis and the three-body reaction

\[
\text{H} + \text{C}_2\text{H}_4 + \text{M} \rightarrow \text{C}_2\text{H}_3 + \text{M}.
\]

At step 3, the main loss processes are the same, whereas the reaction

\[
\text{C}_2\text{H}_3 + \text{H}_2 \rightarrow \text{C}_2\text{H}_4 + \text{H}
\]

contributes to 93% to the production of C2H4. The rate constant of this reaction is

\[
k(T) = 3.45 \times 10^{-14} (T/300)^{-2.56} \exp(-2529/T)
\]

according to Knyazev et al. (1996) and Callear & Smith (1986). At 1 mbar, the temperature changes from 143.4 K (step 0) to 204.18 K (step 3), and consequently, the rate of this reaction increases by a factor of 80. At this pressure level, the total density decreases from 5.06 \times 10^{16} \text{cm}^{-3} to 3.58 \times 10^{16} \text{cm}^{-3}, which reduces the relative importance of three-body reactions, like the loss reaction of C2H4 (reaction 8). Moreover, the k0 of reaction (7) decreases with increasing temperature, since

\[
k_0 = 3.47 \times 10^{-27} (T/300)^{-1.3}
\]
Fig. 6. Vertical profiles of $\text{C}_2\text{H}_2$ (top left), $\text{C}_2\text{H}_6$ (top right), $\text{C}_2\text{H}_4$ (center left), $\text{CH}_3\text{C}_2\text{H}$ (center right), $\text{C}_3\text{H}_6$ (bottom left), and $\text{C}_4\text{H}_2$ (bottom right), as a function of the timeline steps presented in Fig. 4.

4.3. $\text{C}_2\text{H}_2$

The net $\text{C}_2\text{H}_2$ production comes from the photolysis of $\text{C}_2\text{H}_4$. However, at 1 mbar, $\text{C}_2\text{H}_2$ is more abundant than $\text{C}_2\text{H}_4$, the abundance of $\text{C}_2\text{H}_2$ being dominated by transport and recycling reactions. These recycling cycles are

\begin{align}
\text{H} + \text{C}_2\text{H}_2 + \text{M} & \rightarrow \text{C}_2\text{H}_3 + \text{M}, \\
\text{H} + \text{C}_2\text{H}_3 & \rightarrow \text{C}_2\text{H}_2 + \text{H}_2, \\
\text{C}_2\text{H}_2 + \text{h} & \nu \rightarrow \text{C}_2\text{H} + \text{H} \\
\text{C}_2\text{H} + \text{H}_2 & \rightarrow \text{C}_2\text{H}_2 + \text{H},
\end{align}

according to Monks et al. (1995) and Klippenstein & Harding (1999). This favors the increase of $\text{C}_2\text{H}_3$ and thus enhances the relative importance of reaction 9 in the production of $\text{C}_2\text{H}_4$. The increase of $\text{C}_2\text{H}_4$ production caused by reaction 9 is much greater than the increase of the $\text{C}_2\text{H}_4$ loss due to reaction 8 (and additionally there is a limited decrease of photolysis), which explains the abundance peak seen at 1 mbar for $\text{C}_2\text{H}_4$. It should be noted that the increase by a factor of $\sim 3$ of $\text{C}_2\text{H}_4$ around 1 mbar represents a very small fraction of the total hydrocarbon production at this altitude and corresponds in fact to a small transfer from $\text{C}_2\text{H}_2$ to $\text{C}_2\text{H}_4$. 

4.4. $\text{C}_2\text{H}_6$

The net $\text{C}_2\text{H}_6$ production comes from the photolysis of $\text{C}_2\text{H}_4$. However, at 1 mbar, $\text{C}_2\text{H}_6$ is more abundant than $\text{C}_2\text{H}_4$, the
As these reactions are recycling, the effect of temperature on \( \text{C}_2\text{H}_2 \) abundance is low. Indeed, the main \( \text{C}_2\text{H}_2 \) loss is the reaction
\[
H + \text{C}_2\text{H}_2 + M \rightarrow \text{C}_2\text{H}_4 + M, \tag{16}
\]
followed by
\[
\text{C}_2\text{H}_4 + \text{H}_2 \rightarrow \text{C}_2\text{H}_4 + \text{H}. \tag{17}
\]
The three-body reaction (16) increases by a factor of 3 between step 0 and step 3, and reaction (17) strongly increases with temperature. Then some \( \text{C}_2\text{H}_3 \) is transformed into \( \text{C}_3\text{H}_3 \), which leads to an increase of \( \text{C}_2\text{H}_2 \) and a tiny decrease of \( \text{C}_2\text{H}_2 \) (by a factor <1.1 at 1 mbar).

4.4. \( \text{C}_4\text{H}_2 \)

Around 1 mbar, \( \text{C}_4\text{H}_2 \) is produced through the reaction
\[
\text{C}_2\text{H}_2 + \text{C}_2\text{H}_2 \rightarrow \text{C}_4\text{H}_2 + \text{H}. \tag{18}
\]
Its photolysis (which leads to \( \text{C}_4\text{H} \) and then back to \( \text{C}_2\text{H}_2 \) through the \( \text{C}_4\text{H} + \text{CH}_4 \) and \( \text{C}_4\text{H} + \text{H}_2 \) reactions) and the reaction
\[
H + \text{C}_2\text{H}_2 + M \rightarrow \text{C}_4\text{H}_2 + M \tag{19}
\]
are the main consumption pathways of \( \text{C}_4\text{H}_2 \).

The decrease of \( \text{C}_4\text{H}_2 \) photolysis only has a weak effect on the \( \text{C}_2\text{H}_2 \) abundance as its main products (\( \text{C}_4\text{H}_2^* \) and \( \text{C}_2\text{H}_2^* \)) lead back to \( \text{C}_2\text{H}_2 \). The photolysis of \( \text{C}_4\text{H}_2 \) decreases by a factor of about 5 at 1 mbar between step 0 and step 3 and the main \( \text{C}_2\text{H}_2 \) consumption, the \( \text{C}_2\text{H}_2 + \text{H}_2 \rightarrow \text{C}_2\text{H}_3 + \text{H} \) reaction, has a rate constant equal to \( k(T) = 1.2 \times 10^{-11} \exp(-998/T) \), according to Opansky & Leone (1996), which increases by a factor of 8 with temperature between step 0 and step 3. Then, the effect on \( \text{C}_2\text{H}_2 \) is weak, but the \( \text{C}_2\text{H}_2 \) abundance strongly decreases, which, in turn, leads to a strong decrease of \( \text{C}_2\text{H}_2 \) production. As a result, the \( \text{C}_2\text{H}_2 \) abundance decreases notably in the model.

4.5. \( \text{CH}_2\text{C}_2\text{H} \)

The production and loss of this species is mainly controlled by a chemical cycle involving \( \text{C}_3\text{H}_3 \). Around 1 mbar, for instance, the main reaction accounting for the production of \( \text{CH}_2\text{C}_2\text{H} \) is the three-body reaction,
\[
\text{H} + \text{C}_2\text{H}_3 + M \rightarrow \text{CH}_2\text{C}_2\text{H} + M, \tag{20}
\]
and the loss is dominated by its photolysis,
\[
\text{CH}_2\text{C}_2\text{H} + h\nu \rightarrow \text{C}_3\text{H}_3 + \text{H}. \tag{21}
\]
At step 3, the three-body reaction
\[
\text{H} + \text{CH}_2\text{C}_2\text{H} + M \rightarrow \text{C}_3\text{H}_3 + M \tag{22}
\]
is the main loss-process. The rate constant of this reaction increases by a factor of about 13 between step 0 and step 3 because it has a barrier, whereas the rate constant of reaction (20) remains almost unchanged because this one has no barrier.

As a consequence, the physical conditions inside the beacon favor the consumption of \( \text{CH}_2\text{C}_2\text{H} \) in the major part of the stratosphere and lead to a decrease by almost a factor of 10 of its mole fraction in the mbar pressure range.

4.6. \( \text{C}_2\text{H}_6 \)

The situation for \( \text{C}_2\text{H}_6 \) is quite complicated, with its abundance alternatively increasing and decreasing as a function of altitude. For pressures in the range of 1 to 5 mbar, for instance, the production of \( \text{C}_2\text{H}_6 \) involves the three-body reactions
\[
H + \text{C}_2\text{H}_6 + M \rightarrow \text{C}_2\text{H}_6 + M \tag{23}
\]
\[
\text{CH}_3 + \text{C}_2\text{H}_3 + M \rightarrow \text{C}_2\text{H}_6 + M, \tag{24}
\]
where \( \text{C}_2\text{H}_3 \) comes from
\[
\text{CH}_3 + \text{C}_2\text{H}_3 \rightarrow \text{C}_2\text{H}_5 + \text{H} \tag{25}
\]
\[
\text{H} + \text{CH}_2\text{C}_2\text{H} + M \rightarrow \text{C}_2\text{H}_3 + M \tag{26}
\]
and the following cycling process
\[
\text{C}_2\text{H}_6 + h\nu \rightarrow \text{C}_3\text{H}_4 + \text{H} \tag{27}
\]
\[
\text{C}_3\text{H}_4 + \text{H} + M \rightarrow \text{C}_3\text{H}_6 + M. \tag{28}
\]
And \( \text{C}_2\text{H}_3 \) mainly comes from
\[
\text{H} + \text{C}_2\text{H}_3 + M \rightarrow \text{C}_2\text{H}_3 + M. \tag{29}
\]
As a consequence, the decrease of \( \text{CH}_3\text{C}_2\text{H} \) and \( \text{C}_2\text{H}_2 \) from step 0 to step 3 in that region favors the decrease of \( \text{C}_2\text{H}_3 \) and \( \text{C}_2\text{H}_2 \) and consequently \( \text{C}_2\text{H}_6 \), although the photolysis of \( \text{C}_2\text{H}_6 \) also decreases from step 0 to step 3. At higher pressures in the atmosphere, the main production process of \( \text{C}_2\text{H}_6 \) at step 0 and step 3 is very different since it is mainly due to the photolysis of \( \text{C}_3\text{H}_3^* \), which is produced by
\[
\text{CH}_3 + \text{C}_2\text{H}_3 + M \rightarrow \text{C}_3\text{H}_6 + M. \tag{30}
\]
The main consumption of \( \text{C}_3\text{H}_3^* \) is always photodissociation, which leads not only to \( \text{C}_2\text{H}_3 \) (leading back to \( \text{C}_2\text{H}_2 \)), but also to \( \text{CH}_2\text{C}_2\text{H} \), etc. Photolysis processes decrease with temperature because of the variation of total density, which compensates for the decrease of \( \text{C}_3\text{H}_3^* \) production. As a result of the various effects, \( \text{C}_2\text{H}_6 \) is not significantly affected by the perturbation.

5. Discussion and conclusion

We have developed a 1D photochemical model to simulate the chemical response to the increase of temperature in the beacon of Saturn between January 2011 and March 2012 to compare with observations. The chemical network used in this study is the result of a considerable number of improvements to the chemistry, notably with respect to the influence of association reactions and their temperature dependence (Hébrard et al. 2013). This network, tested for the first time in this work on the quiescent atmosphere of Saturn, provides a significant advance with respect to the previous models in the fitting of the CIRS data (Fig. 2).

In the beacon, we find that the extreme increase of temperature around the mbar level observed by Fletcher et al. (2011, 2012a) has no significant effect on the abundances of \( \text{C}_2\text{H}_3 \) and \( \text{C}_2\text{H}_2 \) in this pressure range. This can be simply explained by the fact that the production region of these compounds is higher up in the stratosphere (around the \( 10^{-3} \) mbar level) where methane is photolysed. At these altitudes, temperatures are barely altered in our beacon model. However, this might not be true. The profiles of Fletcher et al. (2012a) are indeed only valid for \( p > 0.5 \) mbar, and while the decrease seen in the temperature at \( p < 2 \) mbar is real, we do not know the behavior of the temperature profile at lower pressures. Lower in the stratosphere, there is no significant increase or decrease in production or loss.
respectively. Our model even predicts a slight decrease (lower than 10%) of the mole fraction of C2H2 species in the 10−3—10−4 mbar pressure range. Our model therefore seems to be in line with the observed relative non-variability of ethane at the mbar level, but does not reproduce the increase seen for C2H2 reported by Fletcher et al. (2012a) at the same level.

Other observational constraints come from Hesman et al. (2012, 2015). They reported an increase of the abundance of C2H2 by two orders of magnitude in the mbar region from two independent observations. However, the retrievals of the C2H2 profile from the two measurements were not fully compatible. Our simulations suggest that chemistry alone can only account for an increase by a factor of ∼3 between 0.1 and 10 mbar, peaking around 3 mbar. This is below the region where Hesman et al. (2012, 2015) claimed an increase by a factor of 100, and our profile is not compatible with the profiles they have retrieved. Other species like CH2C2H, CH3H, and C2H2 see their mole fraction decrease by up to one order of magnitude between 0.01 and 1 mbar. This is contradicted by observations of Hesman et al. (2013b), in which the abundances of these species were enhanced.

From a purely chemical point of view, our simulations show that the stratospheric composition of Saturn is altered by the unusual temperatures of the beacon. We have found that the chemical equilibrium in the beacon is globally shifted from the quiescent state to a perturbed state, mostly for heavy hydrocarbons. Analysis of the CIRS spectra of these heavier species could help to further constrain our chemical model results. However, the perturbations we see in the vertical profiles of the main hydrocarbon do not correspond to the observed perturbations. We are unable to explain the increase seen in C2H2 (Fletcher et al. 2012a). The increase we obtain for C2H2 is not sufficient to explain the observations of Hesman et al. (2012, 2015), although radiative transfer modeling of the observed lines with our profiles could help in validating our profile. Finally, we expect a decrease of the abundances of CH3C2H and C4H2 at 1 mbar from their chemical evolution, while an enhancement has been observed Hesman et al. (2013b). This means that chemistry alone cannot explain all the observations, and dynamics must have played a role in redistributing hydrocarbons in the beacon and its surroundings.

We have used the eddy profile derived by Dobrijevic et al. (2011) in quiescent conditions and applied it to the unusual thermal conditions of the beacon. It is very likely that the atmospheric disturbances inside the beacon modified the eddy profile locally. For instance, an increase of eddy diffusion between 0.1 μbar and 1 mbar would result in vertically smoothing the abundance profiles. The steeper the vertical gradient before the storm, the higher the increase in mole fraction around the mbar level in the beacon.

In addition, more complex circulation patterns with horizontal and vertical advection may also have played a significant role in shaping the distributions of hydrocarbons in the beacon. For instance, subsidence from adiabatic compression may also have contributed in increasing the C2H2 mbar abundances and temperature. According to our results, increases by a factor of 3 and 100 in the C2H2 and C3H2 abundances, respectively, at the mbar level can be obtained by transporting air masses from lower pressures (higher altitudes) by conserving mixing ratios over ~3 and ~10 scale heights, respectively. These numbers are significantly higher than the 1.4 scale height subsidence that was observed during the beacon merger (Fletcher et al. 2012a), and pure 1D adiabatic heating caused by this subsidence is highly incompatible with the peak temperature increase observed in the beacon. Additional processes such as horizontal expansion are therefore required to explain both the temperature and chemistry changes in the beacon. Following Moses et al. (2014) and Armstrong et al. (2014), Moses et al. (2015) moved beyond the problem identified in this paper (i.e., that photochemistry alone cannot explain the abundances measured in the beacon) and assessed the importance of variations in vertical mixing and winds in generating the observed enhancements in some species. In any case, complex 3D hydrodynamical simulations with general circulation models (e.g., Friedson & Moses 2012; Guerlet et al. 2014) are probably required to fully understand what caused such a dramatic evolution in the hydrocarbon abundances and temperatures inside the beacon.

It will also be interesting to see if oxygen compounds that were already observed from the ground (Cavalié et al. 2009, 2010) and from space (Feuchtgruber et al. 1997; Hartogh et al. 2009; Fletcher et al. 2012b), have significantly altered abundances in the beacon, as suggested by Cavalié et al. (2012) and Hesman et al. (2013a). Their observation, along with the observations of hydrocarbons and temperature, will help building a more comprehensive picture of what happened in the northern stratosphere of Saturn in 2011–2012.
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