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ABSTRACT

Context. Principal component analysis (PCA) is widely used to repair incomplete spectra, to perform spectral denoising, and to reduce dimensionality. Presently, no method has been found to be comparable to PCA on these three problems. New methods have been proposed, but are often specific to one problem. For example, locally linear embedding outperforms PCA in dimensionality reduction. However, it cannot be used in spectral denoising and spectral repairing. Wavelet transform can be used to denoise spectra; however, it cannot be used in dimensionality reduction.

Aims. We provide a new method that can substitute PCA in incomplete spectra repairing, spectral denoising and spectral dimensionality reduction.

Methods. A new method, restricted Boltzmann machine (RBM), is introduced in spectral processing. RBM is a particular type of Markov random field with two-layer architecture, and use Gibbs sampling method to train the algorithm. It can be used in spectral denoising, dimensionality reduction and spectral repairing.

Conclusions. The performance of RBM is comparable to PCA in spectral processing. It can repair the incomplete spectra better: the difference between the RBM repaired spectra and the original spectra is smaller than that between the PCA repaired spectra and the original spectra. The denoised spectra given by RBM is similar to those given by PCA. In dimensionality reduction, RBM performs better than PCA: the classification results of RBM+ELM (i.e. the extreme learning machine) is higher than those of PCA+ELM. This shows that RBM can extract the spectral features more efficiently than PCA. Thus, RBM is a good alternative method for PCA in spectral processing.
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1. Introduction

With the development of modern astronomical instruments, we can obtain huge amounts of data. For example, Sloan Digital Sky Survey (SDSS; York et al. 2000) has provided us with millions of high dimensional spectra, including a large amount of incomplete data and noisy data. How to deal with these high dimensional, noisy, and incomplete data efficiently and automatically is a main difficulty that needs to be overcome. Principal component analysis (PCA) is among the most widely used linear techniques in (1) reducing the dimension of spectra; (2) denoising the spectra; (3) repairing the incomplete spectra.

Principal component analysis is widely used to reduce the spectral dimension. It is often used as a prepared procedure in spectral classification. That is, PCA is often the first step in the spectral classification. For example, it has been used in stellar spectral classification (Deeming 1964; Whitney 1983), galaxy spectral classification (Connolly et al. 1995; Lahav et al. 1996; Connolly & Szalay 1999; Yip et al. 2004b; Ferreras et al. 2006; Chen et al. 2012), and quasar spectral classification (Yip et al. 2004a; Francis et al. 1992). However, since PCA is a linear method, it may not be efficient enough to describe the non-linear properties within the spectra. For example, PCA is not able to describe the high-frequency structure of the spectrum, such as line ratios and line widths. Thus, some non-linear methods, such as the manifold learning method, have been introduced in the spectral dimensionality reduction. Vanderplas & Connolly (2009) employed locally linear embedding (LLE) method to classify the galaxy and QSO spectra. They found that LLE can project the QSOs and galaxies into different regions. Furthermore, it successfully separates the broad line galaxies from the narrow line ones in two-dimensional space, which is impossible for PCA. Daniel et al. (2011) employed LLE to classify the stellar spectra. They found that the majority of stellar spectra can be represented as one LLE dimensional sequence, and this sequence correlates well with the spectral temperature. However, it is worth noting that, unlike PCA, the above manifold learning algorithm cannot provide the eigenspectra like PCA. Thus, it is difficult for us to determine the connection between the components given by the manifold learning algorithm and the physical properties of the spectra. Furthermore, we cannot apply the manifold learning algorithm to denoise the spectra and repair the incomplete spectra. The PCA technique has also been used to process the noisy and incomplete data. Yip et al. (2004b) applied PCA to deal with galaxy spectra with gaps. They first fixed the gaps of the spectra by other methods, e.g. linear interpolation. Then they
constructed a set of eigenspectra from the gap-repaired spectra. Then the gaps of the original spectra are corrected with the linear combination of the eigenspectra. The whole process is iterated until the eigenspectra converge. Yip et al. (2004a) used a similar method to deal with the incomplete quasar spectra. Connolly & Szalay (1999) used PCA to deal with the incomplete and noisy galaxy spectra. They repaired the incomplete spectra by minimizing the weighted difference between the original spectra and the reconstructed spectra, and found that this method provides the best interpolation of galaxy spectra over the missing data and an optimal filtering of a noisy spectrum. To estimate the stellar atmospheric parameters accurately, Re Fiorentin et al. (2007) applied PCA to filter the noise and recover missing features of the spectra. The results show that using 25 eigenspectra PCA can filter the noise of spectra and reconstruct the spectra accurately. Thus, PCA is an efficient method for processing noisy and incomplete spectral data.

In this paper, we introduce a new method, the restricted Boltzmann machine (RBM), to the spectral processing. This method was invented by Smolensky (1986), and is now a widely used pattern recognition method after Hinton and collaborators invented fast learning algorithms for RBM in 2006 (Hinton et al. 2006). It has been applied in dimensionality reduction (Hinton & Salakhutdinov 2006), classification (Larochelle & Bengio 2008), collaborative filtering (Salakhutdinov et al. 2007), and feature learning (Coates et al. 2011). In Chen et al. (2014), RBM has been used to classify the catalyst variables from other types of spectra. The result shows state-of-the-art accuracy of 100%, which indicates the efficiency of RBM in spectral classification. In this paper, we investigate the performance of RBM in spectral processing. Experiments show that the performance of RBM in repairing incomplete spectra, spectral denoising, and spectral dimensionality reduction is comparable with that of PCA, and thus RBM is a good alternative to PCA.

The paper is organized as follows. In Sect. 2, we provide a brief introduction to RBM, PCA, and the extreme learning machine (ELM) method. In Sect. 3, we describe the spectral data we used in the experiment. In Sect. 4, we compare performance of RBM with that of PCA in incomplete spectra repair, spectral denoising, and dimensionality reduction. In Sect. 5, we compare RBM with other widely used methods such as the manifold learning method, and discuss the possible applications of RBM. Section 6 concludes the paper.

2. Methods
In this section, we give a brief introduction to RBM (see Bengio 2009 for more details), PCA (see Jolliffe 2005), and ELM (see Huang et al. 2006).

2.1. Restricted Boltzmann machine
In this section, we present the definition and the fast learning algorithm of RBM. A practical algorithm of RBM is given in Appendix A. To facilitate the implementation of RBM, a source code of RBM algorithm written in Matlab is provided as the supplementary material of this paper and is available at the CDS.

2.1.1. What is RBM
A restricted Boltzmann machine is a particular type of Markov random field with two-layer architecture, in which the visible, binary stochastic vector \( v \in \mathbb{R}^{n_v} \) is connected to the hidden binary vector \( h \in \mathbb{R}^{n_h} \), where \( n_v \) is the size of \( v \) and \( n_h \) is the size of \( h \) (Fig. 1). In the paper, the visible vector corresponds to the spectrum, and the hidden vector corresponds to the output of RBM. We will define the units in the hidden vector as the RBM components. Suppose that \( \theta = \{ W, h, a \} \) are the model parameters: \( W_{ij} \) represents the symmetric interaction term between visible unit \( v_i \) and hidden units \( h_j \); and \( b_i \) and \( a_j \) are the biases of visible and hidden units, respectively. The joint distribution over the visible and hidden units is defined by

\[
P(v, h; \theta) = \frac{1}{Z(\theta)} \exp(-E(v, h; \theta)),
\]

where \( Z(\theta) = \sum_v \sum_h \exp(-E(v, h; \theta)) \) is known as the partition function or normalizing constant. Then, the distribution of hidden units \( h \) given the visible units \( v \) is

\[
P(h|v; \theta) = \prod_j p(h_j|v),
\]

where

\[
p(h_j = 1|v) = g \left( \sum_i W_{ij}v_i + a_j \right).
\]

Here \( g(x) = 1/(1 + \exp(-x)) \) is the logistic function. The distribution of the visible units \( v \) given the hidden units \( h \) is

\[
P(v|h; \theta) = \prod_i p(v_i|h),
\]

where

\[
p(v_i = 1|h) = g \left( \sum_j W_{ij}h_j + b_i \right).
\]

Through Eq. (2), once we know the weight matrix \( W = (W_{ij}) \) \( (i = 1, \ldots, n_v, j = 1, \ldots, n_h) \) and the hidden bias \( a_j \) \( (j = 1, \ldots, n_h) \), we can get the values of hidden units from the visible units. Through Eq. (3), if we also know visible bias \( b_i \) \( (i = 1, \ldots, n_v) \), we can get the value of visible units from the value of hidden units. Thus, the central issue of training RBM is supplying it with the parameters \( W = (W_{ij}) \) \( (i = 1, \ldots, n_v, j = 1, \ldots, n_h) \), \( a_j \) \( (j = 1, \ldots, n_h) \), and \( b_i \) \( (i = 1, \ldots, n_v) \), i.e. parameter \( \theta \). We will show how to train RBM in the following section.
2.1.2. How to train RBM

From above discussion, we know that the main issue of teaching a RBM is to learn the parameter $\theta$. We define

$$P(v, \theta) = \sum_h P(v, h, \theta),$$

where $P(v, \theta)$ represents the probability of visible units (data). Since $P(v, \theta)$ describes the distribution of the data, we learn $\theta$ to maximize the $P(v, \theta)$, or log $P(v, \theta)$ equivalently. We use the gradient descent method to learn parameters to maximize $P(v, \theta)$. We only show how to learn $W$; the way to learn the other parameters is similar. The gradient of object function log $P(v, \theta)$ with respect to $W$ is

$$\frac{\partial \log P(v, \theta)}{\partial W} = E_{\text{data}}[v h^T] - E_{\text{model}}[v h^T],$$

where $E_{\text{data}}$ denotes the expectation with respect to the data distribution

$$P_{\text{data}}(h, v; \theta) = P(h|v; \theta) P_{\text{data}}(v),$$

with $P_{\text{data}}$ the empirical distribution. The transpose of matrix is $E_{\text{model}}$ defined by running a $G$-step Gibbs chain sample that starts at the data.

We first show how to compute $E_{\text{data}}[v h^T]$. We denote the input spectra vector as $v_0$, and set the initial weights $W$ and bias term $a$ and $b$ randomly. By using these random weights and the bias term we can get the hidden vector $h_0$ from the input data $v_0$ by using Eq. (2). Then, $E_{\text{data}}[v h^T] = v_0 h_0^T$. We now show how to compute $E_{\text{model}}[v h^T]$, that is, how we use Gibbs sample technique to compute $E_{\text{model}}[v h^T]$. We set the first step visible states $v_0 = \text{data}$ and use Eq. (2) to obtain the first round hidden states $h_0$. From $h_0$ and Eq. (3) we can obtain the second round visible state $v_1$ and from $v_1$ we can get $h_1$, and so on. This procedure is shown in Fig. 2. If we run a $G$-step Gibbs sample, we will get the $G$ round visible and hidden value $v_G$ and $h_G$, and further we can obtain $E_{\text{model}}[v h^T] = v_G h_G^T$. In practice, we set $G = 1$. That is, using $v_1 h_1^T$ as an estimate of $E_{\text{model}}[v h^T]$ performs well in practice.

When training RBM, no label information is involved. Thus, RBM is an unsupervised algorithm, which is same as PCA. Similar to PCA, RBM can be used to project the high dimensional spectra into low dimensional space. The hidden layer vectors given by RBM are similar to the PC vectors given by PCA. If we set the size of the hidden layer of RBM to be 1000, then we will project the spectra into a 1000 dimensional space given by RBM and the corresponding hidden layer vectors are the 1000 dimensional representation of the spectra. We then define the RBM dimension to be the size of the hidden layer, and the RBM components correspond to the components in the hidden layer vector. We use R1 to represent the first RBM component, R2 to represent the second RBM component, and so on.

![Fig. 2. Practical procedure for learning RBM.](image)

2.2. Principal component analysis

In this section, we give a brief introduction to PCA. We first show how to obtain the principal components. We suppose that $X = (X_1, \ldots, X_m)^T$ is the data set, where $X_i^T = (x_{1i}, \ldots, x_{mi})$ is a spectrum with $m$ flux bins. We can compute the matrix $X_i = C X A^{-1}$, where

$$C = E - \frac{1}{n} A \otimes A$$

is the so-called centring matrix, $E$ is the identity matrix, and $A$ is $\otimes$ is a matrix with all of its elements equal to 1; $A$ is a diagonal matrix

$$A = \text{diag}([| X_i|, \ldots, | X_d|],$$

i.e. its diagonal element is $||X_i||$ ($i = 1, 2, \ldots, d$), where

$$X_i = \frac{1}{n} \sum X_{ij}$$

and $\overline{X} = (1, \ldots, 1)$. Then we can renew $X$ with $X_i$. After renewing $X$, we need to compute the eigenvalues of covariance matrix $X^T X$, where $X^T$ is the transpose of the matrix $X$. We let $E_{\text{max}}$ be the eigenvector matrix of the covariance matrix $X^T X$. Then the principal component matrix $P$ can be obtained by

$$P = X E.$$
2.3. Extreme learning machine

We will use ELM as the classifier in the experiment to classify the spectra into different types. We now give a short introduction to ELM.

Suppose that \( \{x_i, y_i\} (i = 1 \ldots N) \) is the data set, where \( x_i = (x_{i1}, \ldots, x_{in})^T \in \mathbb{R}^n \) is a spectrum with \( n \) dimension and \( y_i \) is the target value corresponding to \( x_i \). The standard single-hidden layer feedforward neural network (SLFNs) with \( S \) hidden nodes and activation function \( g(x) \) can be formulated as

\[
\sum_{j=1}^{S} \beta_j g(w_j \cdot x_i + b_j) = h_j (j = 1, \ldots, N),
\]

where \( h_j (j = 1, \ldots, N) \) is the output of SLFNs. We define

\[
G = \begin{pmatrix}
  g(w_1 \cdot x_1 + b_1) & \cdots & g(w_S \cdot x_1 + b_S) \\
  \vdots & \ddots & \vdots \\
  g(w_1 \cdot x_N + b_1) & \cdots & g(w_S \cdot x_N + b_S)
\end{pmatrix},
\]

\[
\beta = \begin{pmatrix}
  \beta_1^T \\
  \vdots \\
  \beta_S^T
\end{pmatrix},
\]

and

\[
H = \begin{pmatrix}
  h_1^T \\
  \vdots \\
  h_N^T
\end{pmatrix},
\]

where \( \beta_i (i = 1, 2, \ldots, S) \) and \( h_i (i = 1, 2, \ldots, n) \) are columns with \( m \) elements. Then Eq. (6) can be written as \( G\beta = H \).

We seek the optimal parameters which can minimize the difference between the output of SLFNs and the target vectors. That is, we have to search \( \omega_i, b_i, \) and \( \beta \) such that

\[
\sum_{j=1}^{N} \left[ \sum_{i=1}^{S} \beta_j g(w_j \cdot x_i + b_j) - y_j \right] = \min_{w_i, b_i, \beta} \sum_{j=1}^{N} \left[ \sum_{i=1}^{S} \beta_j g(w_j \cdot x_i + b_j) - y_j \right]^2 \]

\[
= \min ||G\beta - Y||,
\]

where \( Y = [y_1, \ldots, y_N]^T \). The traditional method, e.g. gradient-based learning algorithms, is to search optimal \( w_i, b_i, \) and \( \beta \). This is used in BP algorithm, and has proved to be time-consuming. However, in ELM algorithm, instead of searching for all the optimal parameters, only the optimal \( \beta \) will be given. Parameters \( w_i \) and \( b_i \) can be set randomly and will not be optimized. This saves a significant amount of training time and improves the efficiency of training.

We have compared ELM with BP and cluster algorithm. The result is shown in Fig. 3. The data we used in the experiment have been preprocessed with RBM. We find that ELM is more efficient and accurate than other two methods. The experiment on data preprocessed with PCA gives a similar conclusion. Thus, ELM will be used as the classifier in our experiments, and the classification results will then be used to assess the performance of PCA and RBM in dimensionality reduction.

3. Data

The SDSS is an imaging and spectroscopic survey of the high Galactic latitude sky visible from the northern hemisphere. It uses a dedicated wide-field 2.5 m telescope at Apache Point Observatory in south-east New Mexico. To date, SDSS has provided us millions of spectra. The spectra we used in experiments are from the ninth data release of SDSS (SDSS DR9; Ahn et al. 2012). These spectra cover the full SDSS provided wavelength range 3800–9200 Å, in 3759 individual data bins. The resolution of the spectra is 1500 at 3800 Å and 2500 at 9000 Å. We have not taken any further steps such as continuum subtraction to preprocess the spectra except normalizing the spectra to a constant total flux.

The data we used consists of two parts, one part is used for repairing, and the other is used for denosing. The data used for repairing contains three data sets: D1, consists of the spectra with signal-to-noise ratios (S/N) larger than 20; D2, consists of the spectra with \( 10 < S/N \leq 20 \); D3, consists of the spectra with \( S/N \leq 10 \). Because of the limitation of computational power, each data set contains 9000 spectra: 3000 stellar spectra, 3000 galaxy spectra, and 3000 QSOs spectra. These 3000 stellar spectra contain 2000 early-type spectra (F or A type) and 1000 late-type spectra (M type). The galaxy spectra contain 1000 starforming-type spectra, 1000 starburst-type spectra, and 1000 AGN-type spectra. The detailed information of these data sets are given in Table 1. The data used for denosing has a same structure as the data used for repairing. We denote them as D4 (\( S/N > 20 \)), D5 (\( 10 < S/N \leq 20 \)), and D6 (\( 0 < S/N \leq 10 \)).
4. Results: RBM and PCA in comparison

4.1. Repairing incomplete data

The observed galaxy spectra and QSO spectra often cover a broad range of rest wavelengths, have variable signal-to-noise ratios, and contain spectral regions affected by sky lines or artifacts in the spectrographs. This will result in spectra with gaps or missing spectral regions. Thus, we have to repair the incomplete spectra before further processing these data such as spectral classification and redshift measurement. In this section, we will show the performance of RBM in repairing the spectra and then make a comparison with PCA.

To quantify the performance of RBM and PCA, we perform the following steps to process the data and measure the performance of RBM and PCA:

1. We randomly select \(n\) spectra \(T_i\) \((i = 1, \ldots, n)\), and for each spectrum we randomly set the flux at \(m\) contiguous wavelength bins to be zeros; that is, the missing region of each spectrum covers \(m\) contiguous wavelength bins. We then obtain \(n\) pseudo-incomplete spectra, which is denoted as \(I_i\) \((i = 1, 2, \ldots, n)\).

2. Using RBM and PCA to the spectra to repair the pseudo-incomplete spectra. We denote the repaired spectra as \(R_i\) \((i = 1, 2, \ldots, n)\).

3. We measure the mean difference between the flux values of the repaired spectra and that of the true spectra in the missing region using the formula:

\[
M = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} |R_{ij} - T_{ij}|,
\]

where \(T_{ij}\) is the flux values of the \(i\)th true spectra at the \(j\)th wavelength bin in the missing region, and \(R_{ij}\) is the flux values of the repaired spectra corresponding to \(T_{ij}\). Here \(j\) is the index number of missing flux.

Since the value \(M\) quantifies the average difference between the repaired spectra and the true spectra, we measure the repairing errors in terms of \(M\). To reduce the random errors, we repeat the experiments ten times, and the average values of \(M\) are reported. The results on data D1, D2, and D3 with \(n = 50\) and \(m = 300\) using a different number of components are given in Fig. 4. A repaired spectrum as well as the corresponding pseudo-incomplete spectrum and the true spectrum are shown in Fig. 5. Based on the results in Fig. 4, we make following three observations:

1. We find that the \(M\) values of D1, D2, and D3 given by RBM are significantly smaller than the corresponding values given by PCA. The maximum error given by RBM is about half of the minimum error given by PCA. Thus, RBM can recover the incomplete part of the spectra better than PCA.

2. PCA performs best on data set D3 \((S/N \leq 10)\), while RBM performs worst on this data set. This may be because PCA is a linear algorithm, and hence can better recover the line information within the spectra. RBM is a non-linear method, and is not efficient at extracting the line features. Thus, RBM performs worst on the spectra with low \(S/N\) whose features are dominated by lines, while PCA performs best on these spectra.

3. Both of the \(M\) values given by PCA and RBM will not decrease with the increasing number of components used in repairing. Thus, the first 100 components contain adequate information to repair the spectra. Then, in incomplete spectra repairing we do not need to use too many components.

It is worth noting that we can further improve the performance of PCA and RBM by using iterated steps. Namely, we can use the repaired spectra as input of RBM and PCA to repair the spectra once again. We do not discuss it here because more detailed studies are needed to address this problem.

4.2. Spectral denoising

To minimize the effect of noise such as the skylines, PCA is often used to denoise the spectra. In this section, we will explore the performance of RBM in filtering spectral noise. The data used for denoising are D4 \((S/N > 20)\), D5 \((10 < S/N \leq 20)\), and D6 \((S/N \leq 10)\). We will use 1000 RBM components and PCs to denoise the spectra. We have used other numbers of components, and the results are similar.

Some examples of the denoised spectra given by RBM and PCA as well as the corresponding original spectra are shown in Fig. 6. For each spectral type (star, galaxy, or QSO) we select three spectra with different \(S/N\) to show in the figure in order to demonstrate the performance of RBM as a function of \(S/N\). The left panels show the stellar spectra, the middle panels show the galaxy spectra, and the right panels show the QSOs spectra. The important spectral lines such as Na, Li, and Mg are marked in the figure. We find that the performance of RBM is comparable to that of PCA. Both RBM and PCA have retained the important spectral lines in the denoised spectra. Furthermore, the performance of both RBM and PCA become worse with decreasing \(S/N\). From Fig. 6, we find that RBM can better extract broad line features, while PCA can better retain narrow line information because RBM is a non-linear algorithm, as opposed to PCA, which is a linear algorithm. This indicates that we can apply RBM to denoise the spectra whose prominent features are dominated by broadband lines, like the late-type stellar spectra. PCA performs better in denoising the spectra whose features are dominated by narrow lines, like early-type stellar spectra and galaxy spectra.
It is worth noting that some weak spectral features are often filtered along with noise lines. Thus, all these denoising methods can only help to extract the most important feature, but they often miss the subtle (weak) features. The fundamental way to solve this problem is to establish the noise model.

4.3. Dimensionality reduction

In this section, we will compare the performance of RBM with that of PCA in terms of classification accuracy. That is, we will first use RBM and PCA to reduce the dimension of the spectra, and use these data to classify the spectra into different types. The classification accuracies will then be used as a measure of performance of PCA and RBM in dimensionality reduction. The dimension of data we used in classification is from 100 to 1000, with a step length of 100. The data sets used for classification are D4, D5, and D6. Each data set will be randomly divided into two equal sets, one for training and the other for testing. The classifier we use is ELM, and we classify the data into three types: galaxy, star, and QSO. The classification results are shown in Fig. 7. From the figure, we have the following two observations:

1. The RBM+ELM performs better than PCA+ELM on the data sets with \( S/N > 10 \). Increasing the number of used components will not significantly improve the classification accuracy on these data sets.
2. The accuracies of RBM+ELM and PCA+ELM will decrease with the decreasing of \( S/N \). Both RBM+ELM and PCA+ELM perform worse on data sets with low \( S/N \) than on the data sets with high \( S/N \). Figure 7 shows that RBM+ELM performs worse than PCA+ELM on data sets with \( S/N \leq 10 \) when using less than 600 components.

This may be because RBM is efficient at extracting the continuum information, while PCA is more efficient at extracting the line information. Since the principal features of the spectra with low \( S/N \) are lines, PCA can more efficiently extract useful features from these data. This makes PCA+ELM perform better than RBM+ELM on the data set with low \( S/N \). This conclusion is consistent with the results given in the previous section, which
is that PCA can efficiently extract the features of spectral lines. However, when using more than 600 components RBM + ELM will perform better than PCA + ELM. Thus, for the spectra with low S/N, adding more components will significantly improve the performance of RBM in classification.

5. Discussion

There are several alternative methods available with which to process the spectra. To repair incomplete spectra, we can use the Bayesian approach (Nolan et al. 2006). However, in the Bayesian method we need to determine the optimal algorithm parameters for each type of spectra. Furthermore, some prior assumptions such as the spectral factors following the Gaussian distribution are needed in the Bayesian framework to recover the missing values. It is often difficult to determine the appropriate distribution for each type of spectra. Thus, the Bayesian method is not easy to use in practice. The main advantage of RBM over the Bayesian approach is that it can treat the whole spectra data set entirely, not separately, which can save a large amount of the time spent on determining the optimal parameters.

For spectral denoising, we can use the wavelet analysis method (Qin et al. 2001; Xing & Guo 2006). However, as is well known, in wavelet analysis, each spectrum has to be denoised separately. Since we need to determine the best wavelet basis for each type of spectra, wavelet analysis is very difficult to use in practice. Compared with wavelet analysis, RBM can process the entire data set together. We do not need to determine the optimal parameter separately for each spectrum. From this point of view, RBM is simpler to use than wavelet analysis in practice.

For dimensionality reduction, we can use manifold learning methods such as LLE and the Isomap algorithm to reduce the dimension of spectra (Vanderplas & Connolly 2009; Daniel et al. 2011; Bu et al. 2013, 2014b,a). However, as shown in these studies, the manifold learning algorithm is sensitive to the noise. It often performs poorly on spectra with low S/N. However, RBM is robust against the noise. Thus, RBM performs better than manifold learning methods from this point of view.

Though RBM performs well in spectral processing, it is worth noting that there are some disadvantages of RBM compared to PCA. In PCA, we acquire the eigenbaisises, and use these eigenbaisises to obtain different PCs. However, in RBM, we cannot give the same eigenbaisis. Thus, once we want to use different RBM components, we have to repeatedly run RBM. This is time consuming, and is the main disadvantages of RBM over PCA. Furthermore, eigenbaisises given by PCA can be used to measure the redshift of QSOs and galaxies (Glazebrook et al. 1998). However, it is difficult for us to apply RBM to determine the redshift. This is another disadvantage of RBM over PCA.

It is worth noting that there are also some improved algorithms for PCA and RBM. For example, the kernel PCA method is proposed as an extension of PCA to process the non-linear data (Ishida & de Souza 2013). Deep belief network (DBN) is proposed as an extension of RBM to process the data with deep architectures (Hinton & Salakhutdinov 2006). The detailed comparison of RBM with these methods is beyond the scope of the paper, and we will not discuss these methods further.

We plan to further explore the application of RBM in spectral classification in the near future. We can focus on the application of RBM only to some specific spectral types, such as the supernovae and cataclysmic variables. This could extend the application of RBM. We can also use RBM to separate the spectra into subclasses. For example, we can use RBM to classify G-type stars into G2, G5, and G9; F-type stars into F2, F5, and F9; and so on.

6. Conclusion

We introduced a new method RBM for spectral processing, and compared the performance of RBM with that of PCA on incomplete spectra repairing, spectral denoising and spectral dimensionality reduction. For incomplete spectra repairing, we use the differences between the repaired values given by RBM and PCA and the true values in missing region to measure the performance of RBM and PCA. The results show that RBM can better recover the missing values. In spectral denoising, we find that the performance of RBM is comparable to PCA. Furthermore,
we find that RBM is efficient at filtering the noisy lines and recovering the continuum information. In dimensionality reduction, we used RBM and PCA as the preprocessing step in spectral classification and used the classification results to measure the performance of RBM and PCA in dimensionality reduction. The results show that RBM can reliably preserve the spectral features in dimensionality reduction. Thus, RBM is a good alternative method for PCA in spectral processing. Further analysis shows that RBM can better extract the broadband spectral features, while PCA can better extract the narrow line features.
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Appendix A: Algorithm of RBM

We now give a practical RBM algorithm. A source code of RBM algorithm written in Matlab is provided as the supplementary material. Using this code, readers can implement the RBM algorithm easily.

Algorithm 1 RBM algorithm

Input: a spectrum vector \( v_i = (v_{i1}, \ldots, v_{in}) \) (with size \( n_i \)), the size of the hidden layer \( n_h \), the learning rate \( \eta \), and the maximum epoch \( M_e \).

Output: \( H = (H_1, \ldots, H_n) \) (a hidden vector); \( V = (V_1, \ldots, V_n) \) (reconstruction of spectrum \( v \))

1: for \( i = 1, \ldots, M_e \) do
2: for \( j = 1, \ldots, n_h \) do
3: Compute the following value:
\[
p(h_{1j} = 1 | v_1) = g \left( b_j + \sum v_{i1} W_{ij} \right)
\]
4: end for
5: for \( i = 1, \ldots, n \) do
6: Compute the following value:
\[
p(v_{1i} = 1 | h_1) = g \left( c_i + \sum W_{ij} h_{1j} \right)
\]
7: end for
8: for \( j = 1, \ldots, n_h \) do
9: Compute the following value:
\[
p(b_{1j} = 1 | v_1) = g \left( b_j + \sum v_{1i} W_{ij} \right)
\]
10: end for
11: Update the parameters:
\[
W = W + \eta (h_{1j} v_1 - h_j v_1) ;
\]
\[
c = c + \eta (v_1 - v_1) ;
\]
\[
b = b + \eta (h_1 - h_1)
\]
12: end for

Appendix B: Introduction to the supplementary material

The supplementary material is the source code of RBM algorithm, which can be executed in MATLAB 2013. This code is based on the more general code by Hinton and coauthors (Hinton & Salakhutdinov 2006). We now give a short introduction to the material.

(i) The supplementary material contains two files. We only need to run file rbm_dimreduction to reduce the dimension of the data. The other file is the function file that will be called when running rbm_dimreduction.

(ii) Data format. The format of data should be MAT-file format. Each row of the data matrix \( X = [x_1, x_2, \ldots, x_n]^T \) represents a spectrum vector.

(iii) Variables in the script file rbm_dimreduction. It needs two inputs to run rbm_dimreduction: variable \( h \), the dimension of the hidden vector; and variable \( V \), the spectra data. After running rbm_dimreduction, we can get the output variable rbm. Variable rbm.hiddata is the data set of RBM components. Each row of rbm.hiddata represents the low dimensional projection of a spectrum vector. Variable rbm.rec is the data set of the reconstructed spectra (denoised or repaired spectra).
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