The energy of waves in the photosphere and lower chromosphere

III. Inversion setup for Ca II H spectra in local thermal equilibrium
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ABSTRACT

Context. The Ca II H line is one of the strongest lines in the solar spectrum, and it provides continuous information on the solar atmosphere from the photosphere to the lower chromosphere.

Aims. We developed an inversion strategy based on the SIR code that reproduces Ca II H spectra in the LTE approximation. The approach uses a two-step procedure with an archive of pre-calculated spectra to fit the line core and a subsequent iterative modification to improve the fit mainly in the line wing. Simultaneous spectra in the 630 nm range can optionally be used to fix the continuum temperature. The method retrieves one-dimensional (1D) temperature stratifications while neglecting lateral radiative transport. Line-of-sight velocities are included post facto with an empirical approach.

Methods. An archive of about 300 000 pre-calculated spectra is more than sufficient to reproduce the line core of observed Ca II H spectra both in the quiet Sun and in active regions. The subsequent iterative adjustment of the thermodynamical stratification matches observed and best-fit spectra to a level of about 0.5% of \( I_i \) in the line wing and about 1% of \( I_i \) in the line core.

Results. The successful application of the LTE inversion strategy suggests that inversion schemes based on pre-calculated spectra allow a reliable and relatively fast retrieval of solar properties from observed chromospheric spectra. The approach can be easily extended to a 1D non-LTE (NLTE) case by a simple exchange of the pre-calculated archive spectra. Using synthetic NLTE spectra from numerical three-dimensional (3D) simulations instead will finally allow one to extend the approach from the static 1D-case to dynamical atmosphere models, including the complete 3D radiative transport.
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1. Introduction

The spectral lines of Ca II H at 396.8 nm and Ca II K at 393.3 nm are among the strongest and deepest spectral lines in the visible solar spectrum. The intensity radiated away inside these lines comes from layers between the continuum forming layer and the lower chromosphere, spanning a range of about 1–2 Mm of height in the solar atmosphere (Vernazza et al. 1981; Carlsson & Stein 1997). Both lines have thus been used intensively for studies of the chromosphere, where useful spectral lines are scarce. Ground-based observations are mainly limited to Ca II H and K (e.g., Jensen & Orrall 1963; Beckers 1968; Liu 1974; Teplit skaia & Firstova 1976; Cram & Dame 1983; Rutten & Uitenbroek 1991; Lites et al. 1999; Rezaei et al. 2007; Beck et al. 2008b; Teplit skaia et al. 2009), \( \alpha \) (e.g., Bray 1973; Schmieder et al. 1984; Tsiorpoula et al. 1993; Balasubramanian et al. 2004; López Ariste et al. 2005; Sánchez-Andrade Nuño et al. 2008; Cauzzi et al. 2009; Bostanci 2011), the Ca II IR triplet (e.g., López Ariste et al. 2001; Sucas-Navarro 2005; Pietarila et al. 2007b; Cauzzi et al. 2008; Vecchio et al. 2009), and He I at 1083 nm (Lites 1986; Rüedi et al. 1995; Socas-Navarro & Eilmore 2005; Sánchez-Andrade Nuño et al. 2007; Kuckein et al. 2009; Felipe et al. 2010) by the absorption in the Earth’s atmosphere, whereas from space Mg II h and k, \( \lambda \), and other lines in the extreme UV are also accessible (e.g., Kneer et al. 1981; Bonnet 1981; Fontenla et al. 1988; Carlsson et al. 1997; Curdt et al. 2010). Even though the Ca II H and K lines provide a tremendous amount of information on all of the lower solar atmosphere, it turned out to be rather difficult to extract this information from observed spectra (Linsky & Avrett 1970). Part of the spectral lines forms in an atmospheric regime where the gas density is so low that the assumption of instantaneous local thermal equilibrium (LTE) is no longer valid, because collisions are so scarce that the energy is not necessarily distributed evenly over all possible degrees of freedom. A consistent treatment of line formation in non-LTE (NLTE) is, however, at the limits of both the theoretical description and the commonly available computational resources (Solanki et al. 1991; Carlsson & Stein 2002; Leenaarts et al. 2009; Martínez-Sykora et al. 2012). After a few 

* The animation is available in electronic form at http://www.aanda.org

1 The references here and before are only intended to roughly cover every decade and research group/instrument.
attempts for a direct analysis of Ca II spectra in the quiet Sun (QS) (Liu & Skumanich 1974) or active regions (e.g., Teplitskaja & Efendieva 1975) in the 70 s and 80 s, the topic has not received much attention in recent years. Apart from the inversion code for Ca II K spectra described in Rouppe van der Voort (2002) that is based on Shine & Linsky (1974a) and the manual inversion method for the line wings of Ca II H and K used in Sheminova et al. (2005) and Sheminova (2012), only the group led by Prof. Teplitskaya seems to have continued with the development of analysis and/or inversion tools for Ca II H and K (Grigoryeva et al. 1991, 2000, 2009; Teplitskaya & Grigoryeva 2009).

Many other studies dealt with Ca II H and K only in the forward modelling direction, i.e., creating spectra from a model atmosphere to match some average characteristic profile (e.g., Linsky & Avrett 1970; Shine & Linsky 1974b; Suemoto 1977; Kneer & Mattig 1978; Lites & Skumanich 1982; Solanki et al. 1991), but not with the intention of analysing individual spectra in a two-dimensional (2D) field of view (FOV). The formation of Ca II H spectra was addressed in numerical NLTE simulations (e.g., Rammacher & Ulmschneider 1992; Rammacher & Cuntz 2005; Carlsson & Stein 1997), but again within the forward modelling approach, i.e., the synthesis of Ca II spectra from the output of a numerical model (see also Uitenbroek 2011). While this provides consistent NLTE spectra, it does not allow one to analyse observed spectra directly.

For photospheric spectra, several inversion codes exist that allow one to retrieve physical parameters of the solar atmosphere from observed spectra on an optical depth scale (e.g., Ruiz Cobo & del Toro Iniesta 1992; Socas-Navarro et al. 2001). With (a few) additional assumptions, the inversion results can then also be converted to an absolute geometrical height scale (e.g., Sánchez Almeida & Lites 2000; Puschmann et al. 2005, 2010a; Beck 2011). This geometrical height scale is essential for determining many quantities derived from the magnetic field topology, such as the electric current density or the helicity in sunspots (Puschmann et al. 2010b; Ruiz Cobo & Puschmann 2012). For observations of chromospheric spectral lines, similar inversion codes are only partially available (Socas-Navarro et al. 1998; Tziotziou 2007). For a possible application to Ca II H spectra, the only new development is the NLTE inversion code NICOLE based on Socas-Navarro et al. (2000) that was used in, e.g., Socas-Navarro et al. (2006), Pietarila et al. (2007a) and de la Cruz Rodríguez et al. (2012). However, it still needs to be tested whether it can be successfully applied to Ca II H spectra.

For the analysis of Ca II H spectra, one therefore has to rely on methods that are (hopefully) insensitive to NLTE effects, using observed quantities that are as direct as possible to derive solar atmospheric properties (e.g., Beck & Rammacher 2010). In the first two papers of this series (Beck et al. 2009, 2012, BE09 and BE12 in the following), we investigated the statistics of velocity and intensity oscillations in Ca II spectra, using only Ca II H for the first study, and then added Ca II IR at 854 nm for the latter thanks to new observations covering both lines simultaneously. The conversion from observed intensities or velocities to energy in these two studies had to rely on some assumptions, such as the LTE condition, that have an impact on the final result. A consistent NLTE analysis would be strongly preferred, but lacking a suitable method for the automatic treatment of the observations with several 10 000 spectra each, we first developed and applied an LTE inversion strategy for Ca II spectra based on the SIR code (Ruiz Cobo & del Toro Iniesta 1992) as a preliminary step to a possible full NLTE treatment in the future. The LTE assumption does not fail instantly in the solar atmosphere, but results derived assuming LTE will deviate more and more from the “reality” the closer one gets towards the very line core of Ca II H that forms highest above the continuum. The LTE inversion can also be helpful for an NLTE analysis because it both outlines a suitable approach for the inversion procedure and provides a reasonable initial model for the NLTE fit that presumably will speed up its convergence.

The observations used are outlined briefly in Sect. 2, whereas Sect. 3 describes the stray-light correction. The LTE inversion approach is described in Sect. 4. Section 5 shows the result of the application of the code to the spectra. The results are discussed in Sect. 6. Section 7 provides our conclusions. Appendix A explains the animation of the inversion results that accompanies this paper.

2. Observations

For the present study, we used the Ca II H spectra of the QS observations on disc centre labelled Nos. 1 and 2 in BE12. The first observation is a large-area scan taken on 24 July 2006 that was used in BE09 before and is described in detail there. It consists of simultaneous spectroscopy of Ca II H and spectropolarimetry at 630 nm obtained with the POLarimeter LIttrow Spectrograph (POLIS, Beck et al. 2005) at the German Vacuum Tower Telescope (VTT, Schröter et al. 1985) in Izanza, Tenerife, Spain. The integration time per scan step was 6.6 s. The image of the solar surface was scanned in 150 steps of 0′′5 step width, covering a total FOV of about 75″ × 70″. The slit width was 0′′5, and the spatial sampling along the slit was 0′′3. The second observation is a time series taken with POLIS on the same day that is described in detail in Beck et al. (2008b, BE08). The integration time was 3.3 s per scan step and the cadence of repeated co-spatial spectra is about 21 s.

For comparison with the results for these QS data on disc centre we also applied the inversion code to an observation of an active region (AR) at a heliocentric angle of about 50°. These data were taken on 8 December 2007 with a combination of POLIS and the Tenerife Infrared Polarimeter (TIP, Martínez Pillet et al. 1999; Collados et al. 2007). The data consist of three scans of 200 steps with a step width of 0′′5, covering a large part of the active region NOAA 10978. The integration time was 3.3 s per scan step. The rest of instrumental characteristics for POLIS were as above. Overview maps of these observations can be found in Fig. 16 in Beck & Rammacher (2010). One of the AR maps is described in detail in Bethge et al. (2012). All data were taken with a real-time seeing correction by the Kiepenheuer-Institute adaptive optics system (KAOS, von der Lühe et al. 2003). The spatial resolution of the observations, being slit-spectrogram data, cannot be improved post facto by image reconstruction techniques (e.g., Puschmann & Beck 2011) apart from a possible correction for the instrumental point spread function (Beck et al. 2011, BE11 in the following).

3. Stray-light correction

The Ca II H channel of POLIS has two major contributions from stray light (BE11): a spectrally undispersed (“parasitic”) part, β, caused by scattering inside of the spectograph itself, and spectrally resolved stray light, α, caused by optics inside and in front of POLIS. For the current investigation, we used a simplified version of the stray-light correction described in BE11. The observed spectra after subtracting the dark current and flat fielding, , were first corrected for the prefitter transmission curve
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This corresponds to assuming a parasitic stray-light level of \( \beta = 2.5\% \) of \( I_c \) and a spectrally resolved stray-light level of \( \alpha = 15\% \). The former value is identical to the one derived in BE11 (5% of the intensity at 396.4 nm \( \sim 2.5\% \) of \( I_c \)), whereas \( \alpha \) is slightly lower. The values of \( \alpha \) and \( \beta \) used here were determined to match the average observed profile and a reference profile related to the inversion of the spectra. The reference profile (Fig. 1) corresponds to the LTE synthesis of the Ca \( \text{II} \) spectrum for a model atmosphere without a chromospheric temperature rise constructed from a combination of the Harvard Smithsonian reference atmosphere (HSRA, Gingerich et al. 1971) and the Holweger-Mueller model (HOLMUL, Holweger & Müller 1974). The exact shape of the reference profile in the line core, i.e., from 396.83 nm to 396.88 nm, where the emission peaks and the central absorption core are located, is un-critical because only the line wings are matched by the stray-light correction, not the line core. Therefore the choice of which temperature stratification to use for creating the reference profile (HOLMUL, HSRA, VAL, FAL; Vernazza et al. 1981; Fontenla et al. 2006) is not important because all these theoretical atmosphere models only differ significantly in chromospheric layers, hence in the shape of the line core, whereas the line wing is similar for spectra synthesized from any of the models.

4. LTE inversion

Initial attempts to fit the Ca spectra with the SIR code (BE08, Appendix B) showed that the code tends to ignore the line-core region in the fit. This is caused by the equal weight used for every wavelength point, which is perfectly suitable for photospheric lines, but not for chromospheric ones. The line core and the neighbouring wavelength points (\( \pm 0.05 \text{ nm} \equiv \pm 25 \text{ pixels of} \ 1.92 \text{ pm in the POLIS spectra}) contain all the information about the “upper” part of the atmosphere (log \( \tau < -2 \)), whereas the remaining \( \sim 270 \) wavelength points contain (redundant) information about the lower atmosphere. The intensity near the line core is the lowest of the full spectrum, and therefore any mismatches between synthetic and observed spectra stay small and have no strong effect on the least-square value to be minimized in the fit.

A second problem is that the temperature stratifications required to reproduce the observed spectra may have very complicated shapes such that an iterative modification of a given simple initial model may never result in the necessary complex shape, regardless of the number of nodes used for modifying the temperature stratification during the fit. To overcome this limitation in the inversion of the Ca \( \text{II} \) spectra, we used a comparison of the observed spectra to a pre-calculated archive of Ca \( \text{II} \) spectra as first step, giving an increased weight to the line core at this step. Similar archives have been used in inversion approaches of other chromospheric lines before, mainly for \( \text{H} \alpha \) (Molowny-Horas et al. 1999; Tziotziou et al. 2001; Schmieder et al. 2003; Berlicki et al. 2005).

4.1. Creation of an archive of LTE spectra

The base of the archive is the modified version of the HSRA that emulates an atmosphere in radiative equilibrium. The archive profiles were then generated by adding temperature perturbations of varying shapes and amplitudes to the modified HSRA model and synthesizing the resulting spectra with the SIR code. SIR uses complete frequency redistribution and assumes LTE conditions. We only modified the temperature and kept all other parameters as given in the modified HSRA model.

One example of the temperature perturbations applied in creating the archive had a Gaussian shape, with different central positions \( P \) in log \( \tau \), widths \( \sigma \), and amplitudes \( T_{\text{amp}} \) (at log \( \tau = 0 \)). The ranges for the three parameters are given in Table 1. The temperature amplitude for the Gaussian was scaled up with its location in optical depth by the square root of the electron pressure, normalized to its value at log \( \tau = 0 \) (cf. the top panel of Fig. 2). The Gaussian perturbation was then moved across all 75 grid points in optical depth from log \( \tau = 1.4 \) to \( -6 \). An example of the resulting temperature stratifications for one run of the Gaussian through optical depth is given in the middle panel of Fig. 2. The lower panel shows the resulting synthetic spectra. This setup was chosen because spectra from a single run in optical depth roughly reproduce the temporal evolution of observed spectra during the occurrence of a bright grain (see the right panel of Fig. 4 later on). Because of the scaling of the temperature amplitude with optical depth, an initial amplitude \( T_0 \) at log \( \tau < 0 \) of, e.g., 100 K converts to a perturbation with an amplitude of about 4000 K when the Gaussian is located at log \( \tau \sim -4 \). The archive thus automatically covers a wide range of possible temperature values. We additionally globally added (subtracted) up to \( \pm 300 \) K to (from) all depth points (\( T_{\text{diff}} \), first column of Table 1) when running the Gaussian perturbation through optical depth. Additional synthetic spectra were created by adding (subtracting) straight lines of variable slope to (from) the modified HSRA model instead of adding a Gaussian perturbation.

Line-of-sight (LOS) velocities were not included in generating the archive profiles because this would have increased the size of the archive beyond usefulness. Velocities are instead taken into account in an empirical way in a later step. The spectral resolution of the Ca \( \text{II} \) spectra from POLIS corresponds to a velocity dispersion of about 1.5 km s\(^{-1}\) per pixel. Together with

<table>
<thead>
<tr>
<th>( T_{\text{diff}} ) [K]</th>
<th>( T_{\text{amp}} ) [K]</th>
<th>( \sigma ) [log ( \tau )]</th>
<th>( P ) [log ( \tau )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( -300 ) to ( +300 ) (50)</td>
<td>10 to 100 (10)</td>
<td>0.3 to 3.5 (0.1)</td>
<td>( -6 ) to 1.4 (0.1)</td>
</tr>
</tbody>
</table>

Notes. The values in parentheses give the step width.

Fig. 1. Intensity normalization and stray-light correction of the average Ca \( \text{II} \) spectrum. Thick black: LIEGE atlas profile. Thin red: normalized average observed profile \( I_{\text{raw,norm}} \). Thick orange dash-dotted: reference profile of the modified HSRA model. Thin blue: stray-light corrected average observed profile \( I_{\text{corr,norm}} \). The black vertical line denotes the wavelength of intensity normalization.

and normalized on average to the Liege spectral atlas (Delbouille et al. 1973) in the line wing near 396.5 nm (Fig. 1). The normalized spectra \( I_{\text{raw,norm}} \). were then corrected for stray light by

\[
I_{\text{corr,norm}} = I_{\text{raw,norm}} \times (0.125) \times 0.85. \tag{1}
\]
The weights \( w(\lambda_i) \) were set to the squared inverse of an average QS profile, \( w = 1/I_{av}^2 \), with a subsequently doubled weight for the region around the line core itself from about 396.81 nm to 396.89 nm. This strongly enhances the influence of the line-core intensities relative to the wing (ratio of about 4:1). All (strong) line blends were masked out by setting the weights to zero at these wavelengths. The 630 nm spectra were not included in the \( \chi^2 \) for finding the best-matching archive profile because the fit to the Ca line core is the main driver for this step.

### 4.3. Iterative improvement of temperature stratification

The best match of observed and archive profiles is determined with a strong weight for the line core. In the line wing, the observed and best-fit archive profiles usually deviate because the archive only contains a limited number of all of the possible combinations of relative wing and core intensities. To improve the fit in the line wing, we used an iterative modification of the temperature stratification based on the intensity differences between observed and synthetic profiles at some wavelengths. The temperature values at the corresponding layers in log \( \tau \) that contribute to the intensity at these wavelengths are then modified according to the modulus and sign of the intensity differences.

We selected a series of wavelength windows without photospheric blends and the blue part of the line core up to the line centre (Fig. 3). For these wavelengths \( \lambda \), we calculated the corresponding layers in log \( \tau \) using the intensity response function of Ca II H in the modified HSRA model (cf. Rezaei et al. 2008, BE09). The intensity response function matches well the formation heights derived from phase differences of propagating waves (BE08, BE09). We then implemented the relation between \( \lambda \) and corresponding \( \tau \) into the code (provided by an external file). It turned out that the hardwired response function works fine for all spectra on the disc centre, but for the AR observations at a heliocentric angle of 50°, the relation between \( \lambda \) and \( \tau \) was already slightly off, leading to a misfit in the outermost wing/lowermost atmosphere layers. It seems therefore to be recommended to at least re-calculate the average \( \lambda-\tau \) relation for an application to off-centre observations.

During the iterative improvement of the complete temperature stratification the simultaneous 630 nm spectra were now included by adding one more point to the wavelength windows used. This point was located in the continuum of the 630 nm channel, corresponding to log \( \tau \sim 0.2 \) in the intensity response. The lowest forming wavelengths in the Ca wing in the usual setup of POLIS form at about log \( \tau \sim 2 \) (Fig. 3). The use of the 630 nm continuum intensity was, however, implemented only optionnally and can be skipped when no 630 nm data are available.

With the relation between \( \lambda \) and \( \tau \) given, one can then modify the temperature stratification according to the intensity differences between observed and best-fit spectrum, \( \Delta I(\lambda) \), at the wavelengths considered. The intensity difference is first converted to a temperature difference using the intensity response function. We then fit a fourth-order polynomial to the required temperature changes in log \( \tau \) to obtain a smooth curve for all optical depth values. The slope of the curve is extrapolated towards the layers with log \( \tau > 0.2 \) where no measurements are available. The change in the temperature stratification is then added to the previous stratification, and the new spectrum is synthesized. The middle panels of Fig. 3 show some examples of the variations during the iteration of the temperature stratification. The method converges usually on two or three iterations. The code uses no

### 4.2. Best-fit spectrum from LTE archive

To find the archive profile \( A(\lambda, i) \) (\( i \) counts the number inside the archive) that matches a given observed profile \( I(\lambda) \) best, the least-square deviation between the observed profile and all archive profiles was calculated by

\[
\chi^2 = \sum_j w(\lambda_j) \cdot (I(\lambda_j) - A(\lambda_j, i))^2.
\]

\[ (2) \]
special convergence criterion, but the number of iterations to be done has to be provided by the user.

In the iteration, no special weight is given to the line core because this step is mainly intended to improve the fit in the line wing. As a result, the $\chi^2$ value using the weighting with an enhanced contribution of the line core (cf. the previous section) can actually worsen. Even if this happens, the iterated temperature stratification is returned because otherwise it is not possible to obtain a good fit to the line wing. To identify such cases, i.e., a degradation of the fit to the Ca line core in the iteration process, the inversion routine returns an additional binary value of 0 or 1 that indicates a decrease or increase in the weighted $\chi^2$ (cf. Sect. 6.1 later on).

The LTE condition in the spectral synthesis of the profiles requires the temperature stratifications to have a negative slope in the uppermost layers for creating double reversals in the line core (cf. the middle right panel of Fig. 3). This usually affects the last three to five grid points of the optical depth scale ($\log \tau = -5.5$ to $-6$) at the upper end of the optical depth scale. The profiles created by the addition of the Gaussian perturbation to the modified HSRA automatically have such a negative slope whenever the centre of the Gaussian is not located exactly at $\log \tau = -6$.

4.4. Inclusion of LOS velocities

In the iterative improvement of the temperature stratification, the LOS velocities are finally included in an empirical way. We use three of the line blends of Ca II H (Cr I at 396.37 nm, Fe I at 396.61 nm, Fe I at 396.93 nm) and the Ca line core itself. The line blends in the wing correspond to three different formation heights (cf. Be09). We use the observed LOS line-core velocities of the four lines to construct a velocity stratification by attributing the observed velocities to the corresponding log $\tau$ layers of $-2.4, -3.4, -3.9,$ and $-6$, and then linearly interpolate between the velocity values. To prevent step functions, the resulting velocity curve with optical depth is smoothed. The bottom panels of Fig. 3 show the resulting velocity stratification for the observed spectra in the top panels. The velocity is not modified to obtain a better fit, but only serves to yield a better match of synthetic and observed spectra using the observed velocity values. For the line blends, the velocity is determined well, whereas for the Ca line core the location of the line minimum in some cases might not reflect a true velocity at all.

For the inversions of the AR maps, we did not include LOS velocities because the line core of Ca II H often has a complex shape there with a single (or several) intensity reversal that does not easily allow one to ascribe any velocity to it. Because of the weak response of the spectra to LOS velocities, this should have had a negligible effect on the retrieved temperatures.

It takes about eight seconds to obtain a fit to a single observed profile on a common desktop computer, hence about three days for all observed spectra in one typical observation of 30 000 profiles.

5. Results

5.1. Example spectra in the quiet Sun

For a visual inspection of the quality of the fits, we show a series of spectra in the following Figs. 4 to 8. The left-hand panel of Fig. 4 shows the observed and best-fit Ca spectra (first and second columns) for three locations along the slit in the time series in QS. The third column shows the corresponding temperature stratifications. The fourth column shows the simultaneous and co-spatial Stokes V spectra at 630 nm to demonstrate the presence (or absence) of photospheric magnetic fields. The upper row corresponds to a location in or near the photospheric network (see also Beck et al. 2008a). An animation of the spectra along the slit and the corresponding inversion results for all time steps is available in the online material (see Appendix A).

Comparing observed and best-fit spectra in Figs. 4 to 6, we find that the inversion approach is able to deal well with the spectral range from the wing up to about 396.8 nm, fully reproducing the intensity patterns and the Doppler shifts of the line blends.
Fig. 4. Comparison of observed spectra and inversion results in the time series. *Left panel, top to bottom:* spectra from three different locations along the slit versus (vs.) time. The upper row corresponds to a network location. *First column:* observed spectra. *Second column:* best-fit spectra. The third column shows the temperature stratifications vs. log τ, the fourth column the simultaneous Stokes V spectra of the 630 nm channel. The white rectangle in the second row marks the section shown magnified on the right-hand side. A train of three consecutive brightenings passes from the line wing towards the line core between $t = 300$ s and $t = 800$ s.

Fig. 5. Same as Fig. 4 for the large-area scan. This time the cuts are along a spatial axis and do not represent a temporal evolution. The white rectangle in the *top row* marks the section shown magnified on the *right-hand side*.

Fig. 6. Example spectra during the passage of a (shock) wave. Observations are given by black pluses and the best-fit spectra by red lines. The temporal cadence between subsequent spectra is 21 s. Time increases from *left to right* in each row and from *bottom to top* between rows. The coloured bars in the *upper left panel* denote the wavelength bands used later on.
In the Ca core, the red emission peak is in general always reproduced worse than the blue one. This is caused by the inability to reproduce the line-core region without including NLTE effects and more complex velocity fields than used in the inversion (cf. Carlsson & Stein 1997).

The core of the spectral line of Fe I at 396.93 nm reverts to emission in the best-fit spectra at several locations, contrary to the observations (e.g., at $t = 400, 600, 750$ secs in the right panel of Fig. 4). The LTE assumption thus already fails for the core of this line in some cases, The temporal evolution, e.g., wave trains propagating from the line wing towards the core, and all variations in the line wing are captured well by the inversion. The behaviour of the observed spectra during the passage of three consecutive wave fronts (right panel of Fig. 4) is well matched except for the asymmetry of the red and blue emission peaks. The corresponding temperature stratifications show both the upward propagation of the wave fronts and the increase in their amplitude in the upper atmosphere.

The differences between magnetic and field-free locations can be seen better in Fig. 5, which shows spatial cuts through the large-area map. Whereas the (temporary) enhancements typical of propagating waves often only appear in the upper layers ($\log \tau < -4$) with a reduction of temperature between about $\log \tau = -2$ to $-4$ (cf. the top panel at the right side of Fig. 4), the temperature at most locations with a significant polarisation signal, i.e., magnetic fields, is usually increased over the complete optical depth range (third column of the left panel of Fig. 5). The magnification on the right-hand side of Fig. 5 shows that in some cases regions with reduced intensity in the line core can extend spatially connected over $5-10''$, reflected by the corresponding reduction of temperature at $y = 20-30''$, in contrast to the magnetic location around $y = 9''$.

The accuracy in the reproduction of the observed profiles in the QS is visualized in more detail in Fig. 6, which shows the evolution of individual spectra during about three minutes in the time series. In that time span, one wave front passes through the Ca line formation range, culminating in strong emission of the H$_{2V}$ peak when reaching the line core. The intensity near the line core rises gradually (profiles Nos. 23 and 24), yielding a profile with an elevated line wing close to the line core and a narrow absorption core without emission peaks in profile No. 25 (leftmost middle panel of Fig. 6), which gives way to one with a strong H$_{2V}$ emission peak 20-40 s later at profile No. 27 (rightmost middle panel of Fig. 6). The emission in the line core subsides again after the passage of the shock front (profiles Nos. 28 to 30), whereas at the end in the line wing the next wave front is already indicated (compare profiles Nos. 24 and 30). The individual profiles clearly demonstrate that the H$_{2R}$ emission peak is not reproduced by the fit, but the amplitude of H$_{2V}$ is matched well, e.g., in profile Nos. 26 to 29.

5.2. Example spectra in active region off disc centre

Figure 7 shows observed and best-fit spectra for three spatial cuts through one of the three active region maps in the same layout as in the left-hand panel of Fig. 4. The best-fit spectra differ more from the observed spectra than for the QS data on disc centre. No LOS velocities were included in the fit, because for the line core of Ca II H it is difficult to determine any suitable value directly from the spectra. The profiles in the umbra show only a single emission peak (where a fit of a Gaussian could be used), those in the penumbra usually double reversals (where
the location of the central absorption could be used), but also mixtures of these two types or profiles with a plateau of emission appear. A determination of LOS velocities to be attributed to the Ca line core would thus require a (predetermined) choice of the method to derive the velocity because it is impossible to use a unique method over the complete FOV. However, because of the small impact of LOS velocities up to the sound speed on the spectra, neglecting the post facto inclusion of velocities should not have influenced the retrieved temperature stratifications.

Nevertheless, a clear deviation between best-fit and observed profiles is seen in the actual line core of Ca II H. All best-fit profiles outside the umbra are characterized by a central absorption core that is seen in neither the observed AR spectra nor the QS data. This fact is more visible in the individual spectra of Fig. 8 that correspond to positions in the umbra, penumbra, a bright point (BP) in a plage area, and a "QS" location in the AR. Except for the umbra profile, all best-fit profiles have a dark central absorption core. This absorption core presumably results from the requirement to have a decrease in the temperature in the uppermost layers to obtain "reasonable" spectra (imposed by the LTE assumption, cf. also Rezaei et al. 2008). It shows up as much more prominent for the AR LTE spectra because there a relatively strong chromospheric temperature rise is required to produce the strong emission core at first, on whose top the (small) absorption core is then superposed. In the QS spectra, the strong emission core is absent. Another difference between Figs. 5 and 7 is the temperature range in the AR required for displaying the temperature stratifications in the third column of Fig. 7. The variations in temperature are so much larger than in QS that the display range had to be significantly increased, even while the display now is on a logarithmic scale.

The creation of the archive spectra was done in a semi-automatic way without explicitly taking differences between spectra in QS and AR into account. Figure 8 demonstrates that the archive also covered by chance the range of profile shapes that are observed in ARs.

5.3. 2D maps in the quiet Sun

The lower panel of Fig. 9 shows 2D spatio-temporal maps of the intensity in selected wavelength bands as a final cross-check of the performance across the complete FOV and the full spectral range (compare to, e.g., Cauzzi et al. 2009, their Figs. 2 and 3). The wavelength bands are described in more detail in Rezaei et al. (2007) and BE08, and are marked in the upper left-hand panel of Fig. 6. They pass from the outer line wing (OW) in the blue through the line core towards the red line wing (RW), avoiding the line blends. The only differences between observed and inverted spectra that can be discerned by eye are in the map of the continuum intensity at 630.4 nm and in the H$_{2}$R map. For the former, the dynamic range of the observed continuum intensity at 630.4 nm is not fully matched and the spatial pattern in the inversion spectra is more similar to that in the OW than to the observed continuum intensity itself. This presumably is related to the weak influence of the continuum intensity in the iterative improvement of the fit because it provides only one wavelength, hence one optical depth point to the modification of the temperature stratification (Sect. 4.3). For H$_{2}$R, the observations show a higher intensity than the fit for the network regions at $y = 10^\prime$–20$^\prime$ and around 50$^\prime$.

The upper panel of Fig. 9 shows temperature maps at several optical-depth values for the inversion of the time series, for a visualization of the relation between observed spectra and the corresponding temperatures. The LTE assumption maps the intensity at some wavelength to the temperature at some optical depth, but because the radiative transfer through the complete depth stratification was considered, the approach exceeds the direct conversion from intensity at one wavelength to temperatures through the Planck function used in, e.g., Cauzzi et al. (2009) or BE12. During the iteration of the best-fit stratification from the LTE archive the code also always modifies the temperature over some range in log $\tau$ such that the profile after the integration of the radiative transfer equation matches the observed spectrum. This also breaks up the one-to-one correlation between a given wavelength and a single layer in log $\tau$. By comparing the intensity and temperature maps in Fig. 9, one can identify some features that appear modified in the spectra and the temperature stratification. One case is a large-scale c-shaped darkening around $(t = 40$ min, $y = 25^\prime$) that is only prominent in the line-core map of the observations and weakly in H$_{2}$V and H$_{3}$R, but can be seen in the temperature maps for all layers above log $\tau = -4.5$.

Figure 10 shows the intensity maps in the wavelength bands in the large-area scan in QS on disc centre. For the comparison between observed and best-fit spectra in Fig. 10, the match seems to be even better than for the spectra of the time series on disc centre shown in Fig. 9. The increasing spatial extent of the emission near the locations of photospheric network fields in wavelength bands near the line core is clearly seen in both observed and best-fit spectra. Wavelength bands that form lower are also well matched. The largest deviations can be seen in the map of the H$_{3}$R emission peak (fourth column in the upper two rows), the RW1 map (fifth column in the upper two rows), and the continuum intensity at 630.4 nm. The last two maps show some intensity offset and contrast difference between observations and best-fit spectra.

The temperature maps in the upper panel of Fig. 10 show the extension of the emission around the locations of concentrated photospheric magnetic flux for log $\tau$ smaller than −4.5. Isolated temperature enhancements (e.g., at $x, y \sim 55^\prime$, 50$^\prime$) seem to be more pronounced and localized than the corresponding brightenings in intensity in H$_{3}$V or the line-core map. The magnetic locations are not discernible in the temperature map at log $\tau = -1.5$. The lower layer displayed at log $\tau = -0.5$ already clearly forms above the continuum layers and roughly corresponds to the intensity map of MW2.

5.4. 2D maps in active region

Several peculiarities stand out in the temperature maps of the AR (Fig. 11). The map shown in the bottom row exhibits two dark filaments for log $\tau < -4$ at $x \sim 70^\prime$ and $y \sim 15^\prime$ and 30$^\prime$, respectively. The lower, larger one has a co-spatial filament in He I spectra at 1083 nm, and was identified with a transient siphon flow by Bethge et al. (2012). Several similar dark filaments that originate or terminate in individual pores can be identified in the scan shown in the middle row. An investigation of the related Doppler shifts will allow one to determine if they are also related to similar siphon flows (cf. Uitenbroek et al. 2006; Beck et al. 2010). The AR map in the top row shows two interesting emission features or, equivalently, locations of strong temperature enhancements. The first is an isolated bright point (BP) at $(x, y) \sim (45^\prime$, 30$^\prime$). This BP has about the highest temperature of the full FOV at log $\tau = -3$, and still stands out in the map at log $\tau = -4$. The Ca spectra at this location are similar to the BP spectra shown in Fig. 10 of Beck et al. (2005). The second large-scale region of temperature enhancements is located just between the large and small sunspot in the top row of Fig. 11
at \((\mathbf{x}, \mathbf{y}) \sim (40'', 10'' - 20'')\). The increase in emission between the two sunspots at \(\log \tau = -3\) to \(-5\) could indicate the presence of a current sheet that separates their field lines, similar to the current sheet discussed in Tritschler et al. (2008) for Ca \(\text{II}\) IR observations (see also Goodman & Judge 2012).

6. Discussion

6.1. Quality in reproducing observed spectra

The comparison of the 2D intensity maps of observed and best-fit spectra showed some differences between the two. To quantify the resulting mismatch, we made scatter plots of the observed and best-fit intensities in the wavelength bands for the large-area scan at disc centre (Fig. 12). The graphs confirm that the intensity in the continuum at 630.4 nm and in the H\(_2\)R emission peak deviate between observations and best-fit spectra: for the former, the slope differs from unity, while for the latter the scatter is significantly larger than in, e.g., H\(_2\)V. For all other wavelength bands the 3-\(\sigma\) interval of scatter (red lines) covers the line of the one-to-one correlation. The bottom right-hand panel of Fig. 12 shows the standard deviation of the difference between the observed and best-fit intensities as a function of wavelength. Besides the location of the line blends, the rms deviation is about 0.5\% of \(I_c\) in the line wing, and increases to about 1\% of \(I_c\) for wavelengths in the line core from 396.82 to 396.88 nm. The rms at the location of the H\(_2\)R emission peak is slightly enhanced relative to the rest of the line core.

The spatial variation in the reproduction of the observed spectra is displayed in Fig. 13. In the map of \(\chi^2\) with equal weighting for all wavelengths, i.e., \(w(\lambda) \equiv 1\), that measures the quality of the fit to the full line profile (top right panel), the centres of the network regions stand out, but only slightly. The cellular granular-sized pattern in the \(\chi^2\)-map corresponds to spatial structures seen in wavelengths forming at and below the MW and indicates misfits in the lower atmosphere. Calculating the \(\chi^2\) with the enhanced weighting for the line core as used in retrieving the best-fit archive profile (bottom left panel) yields a similar spatial variation of the fit quality, with the network locations now standing out more prominently and a more homogeneous quality throughout the inter-network regions. The marker
that shows how the $\chi^2$ with the enhanced weighting for the line core was modified by the iterative improvement of the fit is displayed in the lower right panel of Fig. 13. It turns out that on about 60% of the FOV, the iterative modification of the full temperature stratification has worsened the initial fit to the line core obtained using only the best-fit archive profile. In only the inter-network regions with usually less complex profile shapes, the iteration has improved the fit not only to the line wing, but also to the line core even with the strongly enhanced contribution of the line core. For the AR data, in nearly all cases ($>90\%$) the fit to the line core was worsened in the iterative modification. We note that this is a slight worsening relative to the best-fit archive profile, with a still acceptable fit to the line shape even for most of the AR spectra (e.g., Fig. 8).

6.2. Statistics on the archive usage

The size of the pre-calculated spectral archive partly limits the usefulness of the two-step inversion approach described here. At the spectral sampling of the POLIS data of 1.92 pm per pixel and the total wavelength range covered, the full archive of about 300 000 spectra could be easily kept in the memory of a simple standard desktop machine because its size was only about 350 MB. Figure 14 shows the statistics on how often which archive profile was actually used in the determination of the best-fit archive profile. The most frequently used archive profiles appear with about 3$\times$4% relative frequency. Some areas in the archive were only relevant in either the QS or the AR data, e.g., the archive profiles with numbers above 200 000 only appear for the AR spectra. These profiles correspond to a large positive offset $T_{\text{diff}}$ in temperature in their synthesis. This global offset in temperature between the QS and AR data is caused by both the change in the heliocentric angle, where in the AR data the LOS reaches a given optical depth at a different geometrical height in comparison to the QS data, and the presence of magnetic fields throughout nearly all of the FOV in the AR that is known to lead to increased emission in Ca spectra (Rezaei et al. 2007; Rezaei 2008).
Fig. 11. Temperature maps for the active region scans. The layers of log $\tau$ differ slightly (0 to $-5$ in log $\tau$). The temperature values of the grey bar refer to the middle row as reference, the range in the other two scans is of comparable order.

Fig. 12. Scatter plots of observed and best-fit intensities (black dots) of the large-area scan on disc centre. The blue dots denote binned values whose 3-$\sigma$ variation is denoted by the red lines. The solid black line denotes a one-to-one correlation. Bottom right panel: standard deviation of the difference between observed and best-fit intensity as a function of wavelength.

It turns out that the actual usage of the archive is more sparse than the plot of Fig. 14 suggests. In total, only about 5700 different archive profiles ($\sim 2\%$ of the full archive) were picked in the inversion of either QS or AR data ($\sim 80000$ observed spectra). The acceptable quality of the fits in both QS and AR implies that an exchange of the LTE archive for about 10000 profiles calculated in NLTE conditions could already suffice to provide a reasonable NLTE fit to observed chromospheric Ca II H profiles, hence also to similar spectra in other chromospheric lines. The full dynamical range of the temperature variations seems to be
more critical in creating the spectral archive than the density of
the sampling inside the parameter space of temperature.

6.3. Outlook

Our findings can be extended to what will be needed for the future
analysis of spectra from, e.g., the planned Solar-C mission,
regardless of a decision for the Ca ii line and K or the Mg ii and
k lines (Katsukawa et al. 2011; Belluzzi & Trujillo Bueno 2012)
because of their similar behaviour, or data from the planned
Blue Imaging Solar Spectrometer (BLISS, Puschmann et al.
2012b) for the new 1.5-m GREGOR telescope (e.g., Schmidt
et al. 2012). The BLISS data will be accompanied by spectropolarimetric observations at, e.g., 630 nm with the GREGOR
Fabry-Perot Interferometer (Puschmann et al. 2012a–c), which
will provide the possibility to simultaneously measure photospheric magnetic fields as in the case of POLIS.

For deriving the thermodynamic properties of the solar chromo-
sphere from observed spectra, direct analysis tools will be
few and very limited. The best approach seems to consist in a
“controlled” NLTE forward modelling, i.e., a creation of NLTE
spectra for what can be considered realistic solar atmosphere
models. These could be derived from both analytical 2D solu-
tions of solar surface structures (Uitenbroek 2011) or synthetic
spectra from numerical simulations (Leenaarts et al. 2009, 2010;
Wedemeyer-Böhm & Carlsson 2011). The lateral radiative trans-
port is more important for chromospheric than for photospheric
lines. A creation of an archive from 3D numerical simulations
might thus be anyway required for a consistent spectral synthesis
(cf. Uitenbroek & Criscuoli 2011; Sheminova 2012; Leenaarts
et al. 2012). Such an archive then also allows one to improve the
inversion procedure beyond the common single-pixel approach
in which every pixel is inverted individually neglecting its sur-
roundings. Especially for chromospheric lines, a simultaneous fit
in a small-scale area of, e.g., about 1′′ × 1′′ (3 × 3 pixels at the
POLIS spatial sampling) can be crucial for consistent results. An

NLTE archive from 3D numerical simulations can directly pro-
vide suited spectra on a 2D area including a central pixel and its
surroundings. There will be a need for additional modification
of initial profiles and the related thermodynamical variables to
match the observed spectra, similar to the two-stage approach
taken here, because the combined parameter space of the uncor-
related temperature and velocity variations cannot be covered by
easily.

The creation of a base of NLTE spectra seems to be a promising
approach for both the Ca and Mg lines, with the advantage that
such spectra can already be created and tested against simula-
tions and/or theoretical models (cf. de la Cruz Rodríguez
et al. 2012) well in advance of the real data to be obtained in
a few years.

The results of the retrieved temperature stratification in QS
and AR will be discussed in the subsequent paper of this series.

7. Conclusion

A pre-calculated archive of about 300 000 spectra is found to be
more than sufficient to fit the line cores of observed Ca ii H pro-
files in the quiet Sun and active regions satisfactorily regardless
of the huge range of possible shapes, whereas the line wing has
to be iteratively modified, because the line core and line wing
vary independently of each other. The advantage of the two-step
inversion approach is that an exchange of the archive for a suit-
able data base of spectra calculated in NLTE suffices to provide
a first-order NLTE inversion method.

Cram (1977) stated that “the properties of the solar chromo-
ospheric plasma are so poorly known that all careful studies
would be enlightening, no matter how crude”. We have to leave
it up to the reader to decide whether we have met the require-
ment to provide a “careful study”. By using the LTE assumption, we
are, however, perfectly convinced that we do fulfil his labelling of
a “crude” method.
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Appendix A: Animation of inversion results

Figure A.1 shows a still from an animation that displays the inversion results and some line characteristics from both the Ca and the 630 nm spectra for the time series of the quiet Sun. There are three 2D maps: the H-index (integration of the line-core intensity of Ca) in the first panel, the polarity of the Stokes V signal (±1 for magnetic fields along/anti-parallel to the LOS and zero for locations without significant polarisation signal) in the sixth panel, and the LOS velocity of the Fe I line at 630.15 nm in the seventh panel. For all these 2D maps, eight repetitions of scanning the same area of 2′′×61′′ are shown, i.e., the temporal evolution inside the area over the course of about 170 seconds is displayed. The spectra shown in the rest of the panels were always taken from the scan step that is located at 0′′ in the 2D maps. The animation runs over the complete duration of the time series of about one hour.

In the 2D maps of the H-index, the lateral spatial motion of individual bright grains can be followed. The temporal evolution of the temperature stratifications shows the spatial (along the slit and in height) and temporal extent of wave trains and temperature perturbations. One prominent example of an upwards propagating temperature perturbation that subsequently affects the full line profile appears between $t = 378$ and $483$ s at $y \sim 28''$, i.e., at about the middle of the FOV along the slit. Lateral motion of temperature perturbations along the slit can be seen for some events that happen close to locations with a strong polarisation signal. One such event shows up between $t = 693$ and 756 seconds, starting at the location of the persistent polarisation signal at $y \sim 40''$ and moving downwards along the slit with time, while getting increasingly weaker on the way. The Stokes V spectra and the polarity of the Stokes V signal show that most of the polarisation signals, hence detected photospheric magnetic fields, are fairly stable throughout the time series. With an integration time of less than four seconds per scan step, the polarimetric sensitivity in the time series is naturally limited to strong polarisation signals that correspond to the stable photospheric magnetic network.

The polarity was erroneously labelled with “[V]” during the creation of the animation.
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Fig. A.1. Still from an animation of the inversion results for the time series of the quiet Sun. Leftmost panel: 2D maps of the H-index for eight repetitions scanning the same area of 2'' × 61''. Time increases left to right. The scan step of the spectra shown in the other panels is always located at the very left border at 0''. Second and third panels: observed and best-fit Ca spectra. Fourth panel: temperature stratifications along the slit corresponding to the best-fit spectra. Fifth panel: co-spatial and simultaneous Stokes V spectra at 630 nm. Sixth panel: 2D maps of the polarity of the Stokes V signal for eight repetitions scanning the same area. Seventh panel: 2D maps of the LOS velocity of the Fe I line at 630.15 nm for eight repetitions of scanning the same area.
Teplitskaja, R. B., & Grigoryeva, S. A. 2009, Geomagnetism and Aeronomy/Geomagnetizm i Aeronomiia, 49, 916