Alfvén waves in coronal holes: formation of discontinuities in inhomogeneous magnetic fields
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ABSTRACT

Context. Solar wind fluctuations are characterized by discontinuities. The nature and properties of these structures have been largely studied in the literature, and different mechanisms have been proposed to explain their formation.

Aims. We investigate the evolution of Alfvénic perturbations propagating in the inhomogeneous magnetic field of a coronal open-field region, in order to study both the way that small-scale structures are generated and the possible formation of discontinuities.

Methods. We constructed a model for the equilibrium magnetic field in a coronal hole. The model represents a potential field with a complex structure: regions of opposite polarity or of only the dominant polarity are present at low or high altitudes, respectively. The evolution of small-amplitude Alfvén waves in the inhomogeneous structure is studied by employing a WKB approach that describes how the perturbation wavevector and the wave phase vary along magnetic lines.

Results. We find that small-scale structures form in the perturbation at relatively low altitudes (~3 x 10^4 km) above the coronal base. An initially monochromatic perturbation develops a steep power-law spectrum with slope α ≈ 2.3, which is strongly anisotropic with a predominance of quasi-perpendicular wavevectors. Small-scale structures are localized around separatrices of the magnetic structures. In many cases they contain quasi-perpendicular rotational discontinuities that can propagate to the upper corona, eventually reaching the solar wind.

Conclusions. The considered mechanism could be responsible for forming a fraction of the population of discontinuities detected in the solar wind.
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1. Introduction

Alfvénic fluctuations represent the main component of low-frequency perturbations in the solar wind. They are characterized by a strong correlation between velocity and magnetic field fluctuations, as well as a low level (compared with the background values) of density and magnetic-field intensity fluctuations. Alfvénic perturbations in the solar wind have been revealed by in-situ observations for several decades (Belcher & Davis 1971): they dominate low-frequency perturbations both in high-speed streams at lower heliospheric latitudes and in the high-latitude wind. More recently, evidence of Alfvénic fluctuations in the solar corona has been found by Tomczyk & McIntosh (2009). These authors find velocity fluctuations that propagate by following magnetic field lines at a well-defined propagation speed that is consistent with estimations of the Alfvén velocity. Indirect evidence of Alfvén waves in coronal holes has also been reported (see Banerjee et al. 2011, for a review). These observations support the idea that Alfvénic fluctuations observed in the high-speed solar wind that emanates from the open-field corona mostly have a solar origin and are ultimately due to photospheric motions localized underneath the base of the corona. Such fluctuations can be modified when crossing the corona and/or within the solar wind by other phenomena, such as nonlinear effects or interactions with background inhomogeneities.

Discontinuities, i.e., abrupt localized changes in physical parameters (e.g., direction and intensity of magnetic field and velocity, density, temperature and plasma composition) are commonly detected in the solar wind. In directional discontinuities (DD), the magnetic field change direction, intensity, or both at once. Within the framework of magnetohydrodynamics (MHD), DDs can be considered to be either rotational (RD) or tangential (TD) discontinuities. The RDs have a finite component of magnetic field Bn in the normal direction and propagate at the Alfvén speed along the mean magnetic field. The velocity and magnetic field variations in RDs are correlated as in Alfvén waves, while pressure and magnetic field intensity are continuous across the discontinuity. The RDs could be considered as Alfvén waves in which the wave phase presents an abrupt variation. The TDs have vanishing normal magnetic field component Bn, and they can have arbitrary jumps in plasma and magnetic pressure, though the sum of these pressures must remain constant across the discontinuity. The TDs do not propagate in the plasma reference frame and can be interpreted as the boundary between two adjacent magnetic flux tubes.

A classification for the observed DDs has been first proposed by Smith (1973) with subsequent modifications, based on the value of the angle θB0 (the larger angle between the upstream or downstream magnetic field and the normal direction) and on the relative jump ΔB/B of magnetic field intensity. The DD is a TD for high values of both θB0 and ΔB/B (cos θB0 < 0.4, ΔB/B > 0.2), while, in the opposite case (cos θB0 > 0.4, ΔB/B < 0.2), the DD is an RD. However, for large θB0 and small ΔB/B, the DD could be either a TD with a small jump in magnetic field intensity, or it could be a RD propagating at a large angle with respect to the ambient magnetic field. Because of this ambiguity, in this case the DD is classified as an “either discontinuity” (ED).

In single-spacecraft measurements, the minimum variance analysis has been commonly employed to determine the normal
direction $\mathbf{n}$, which is chosen as the direction of the eigenvector for the magnetic field variance matrix $\langle \Delta \mathbf{B} \Delta \mathbf{B}^T \rangle$ corresponding to the lower eigenvalue. Many single-spacecraft studies of DDs in the solar wind have been published (e.g., Burlaga 1969; Smith 1973; Martin et al. 1978; Tsurutani & Smith 1979; Mariani et al. 1983; Neugebauer 1989; Soding et al. 2001): in most cases RDs or TDs have been found to be prevalent in fast-speed or in slow-speed streams, respectively. Using multiple (three or more) spacecraft data allows for determining the normal direction by considering the times of crossing the DD for each spacecraft (Burlaga & Ness 1969; Horbury et al. 2001; Knetter et al. 2003, 2004). Unlike what is found by minimum variance analysis, the multiple-spacecraft technique indicates a prevalence of EDs in the population of DDs with respect to the other kinds of discontinuities (Knetter et al. 2003, 2004). It has been suggested that this discrepancy is due to the inability of the minimum variance methods to find the correct normal orientation when waves are superposed on the discontinuity (e.g., Horbury et al. 2001; Vasquez 2005). In any case, more reliable 3D information on the orientation of the discontinuity is expected to be found using multiple spacecrafts.

Other important aspects of DDs are (e.g., Neugebauer 2006): (i) small relative variations in proton density are associated with discontinuities, which indicates that such discontinuities are essentially noncompressive; (ii) velocity and magnetic field changes across discontinuities are correlated in a similar manner as in Alfvénic fluctuations at larger scales. These features reveal the Alfvénic nature of small-amplitude discontinuities. A strong correlation between velocity and magnetic field in solar wind discontinuities has also been pointed out by Owens et al. (2011).

One possibility for the origin of DDs observed in the solar wind is that they are generated within the solar wind itself, as a result of the evolution of fluctuations that are ubiquitous in the interplanetary medium. One possible mechanism for the formation of RDs is phase steepening of a large-amplitude Alfvénic fluctuation that non-linearly couples with compressive modes (Cohen & Kulscrud 1974; Malara & Elaourfi 1991; Vasquez & Hollweg 1996, 1998). However, such a mechanism works when fluctuations propagate nearly parallel to the ambient magnetic field $\mathbf{B}_0$; in contrast, RDs with $n$ quasi-parallel to $\mathbf{B}_0$ are quite infrequent. Another mechanism of local generation is related to turbulent character of solar wind fluctuations. In MHD turbulence the energy of fluctuations is moved from larger to smaller scales by nonlinear couplings, and this cascade tends to take place in the directions perpendicular to $\mathbf{B}_0$ (e.g., Shebalin et al. 1983; Carbone & Velti 1990). Numerical MHD simulations (e.g., Matthaeus et al. 1996; Müller & Grappin 2005) show the formation of small-scale structures in form of thin current sheets that are elongated in the direction parallel to $\mathbf{B}_0$ with much sharper variations in the transverse directions. Such structures can be interpreted as small-amplitude DDs. Vasquez et al. (2007) have analysed the statistical properties of small-amplitude magnetic field discontinuities in the solar wind, and conclude that this population is most likely caused by a turbulent cascade process. Moreover, these structures could be interpreted as intermittent events (Bruno et al. 2001; Greco et al. 2008, 2009), where intermittency is a characteristic phenomenon of nonlinear turbulent cascade.

A second possibility about the origin of solar wind discontinuities is related to the possible presence of distinct magnetic flux tubes. Such flux tubes would be formed near the Sun by tangling of the heliospheric magnetic field, owing to footpoint motions. Each flux tube is separated from the others by a TD. Borowsky (2008) shows that the rate of change occurring in the magnetic field direction can be fit by assuming two distinct populations. Those DD with larger rotations angles of $\mathbf{B}$ would be related to the crossings of separation surfaces between flux tubes, while a DD with a smaller rotation angle would related to turbulence. The former case would then correspond to TDs that have a solar origin.

Lee et al. (1996) considered magnetic reconnection in the solar corona associated with microflares. Such a reconnection would take place between the ambient magnetic field and an emerging flux tube in a coronal hole, leading to the generation of rotational discontinuities in the region of open fieldlines. These authors suggest that rotational discontinuities observed in the solar wind may be generated by magnetic reconnection associated with microflares in coronal holes. Moreover, such a mechanism would favour the generation of rotational discontinuities with a large shock normal angle.

In this paper we propose a further mechanism for generating DDs, which is related to Alfvén wave propagation in complex 3D magnetic fields. Magnetograms taken in coronal holes show a complex structure characterized by intermixed areas of both magnetic polarities (e.g., Zhang et al. 2006). Alfvén waves generated by photospheric motions, when crossing such inhomogeneous regions, develop small-scale structures and discontinuities can possibly be formed. This could account for at least part of the discontinuities observed in the solar wind.

The evolution of hydromagnetic perturbations propagating in an inhomogeneous background has been widely studied. In a 2D inhomogeneous background, where the Alfvén velocity $c_A$ varies in directions perpendicular to the magnetic field, two mechanisms have been investigated in detail: (1) phase-mixing (Heyvaerts & Priest 1983), in which differences in group velocity at different locations progressively bend wavefronts; and (2) resonant absorption which concentrates the wave energy in a narrow layer where the wave frequency locally matches a characteristic frequency (Alfvén or cusp). These processes have been studied both by investigating normal modes of the inhomogeneous structure (Kappraff & Tataronis 1977; Mok & Einaudi 1985; Steinolfson 1985; Davila 1987; Hollweg 1987; Califano et al. 1990, 1992) and by considering the evolution of an initial disturbance (Lee & Roberts 1986; Malara et al. 1992, 1996). Effects of density stratification and magnetic line divergence (Ruderman et al. 1998), as well as nonlinear coupling with compressive modes (Nakariakov et al. 1997, 1998), have also been considered. The propagation of MHD waves in magnetic fields containing null points has also been studied in detail (Landi et al. 2005; see also McLaughlin et al. 2010, for a review).

A full description of wave propagation in a 3D inhomogeneous background represents a difficult task that could be tackled by means of MHD direct numerical simulations. An alternative approach to studying the evolution of Alfvén waves in 3D structures has been proposed by Similon & Sudan (1989): since Alfvénic perturbations propagate following magnetic lines, then any inhomogeneity in the background field leads to a distortion of the wave profile. In 3D configurations regions can exist where magnetic lines show chaotic behaviour: initially nearby lines move apart exponentially with the distance (Zimbardo et al. 1984). The profile of an Alfvén wave is rapidly distorted and small scales are exponentially generated.

The mechanism proposed by Similon & Sudan (1989) has been investigated in detail by Petkaki et al. (1998) and by Malara et al. (2000, 2003) in the context of coronal heating, in order to study a possible fast dissipation of Alfvén waves in 3D magnetic structures, for values of the Reynolds/Lundquist number that are
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realistic for the coronal plasma. A more complex topology of magnetic field lines corresponds to a more efficient generation of small scales (Malara et al. 2007). In particular, Malara et al. (2005) consider a complex magnetic configuration that represents a model for the coronal field above a quiet-Sun region. In the present paper we employ a similar model that is adapted to describing the propagation and the evolution of Alfvén waves in the inhomogeneous magnetic field of a coronal hole.

2. Alfvén waves in an inhomogeneous magnetic structure

The coronal plasma has low values for the plasma β (that is, the gas pressure to magnetic pressure ratio). In these conditions, large-scale phenomena are usually described using the cold plasma MHD equations in which pressure and gravity terms are neglected. We write these equations in the following dimensionless form:

\[
\frac{\partial \rho}{\partial t} + \mathbf{v}_0 \cdot \nabla \rho + \rho \frac{\partial \mathbf{v}_0}{\partial t} = 0 \quad (1)
\]

\[
\rho \left( \frac{\partial \mathbf{v}_0}{\partial t} + \mathbf{v}_0 \cdot \nabla \mathbf{v}_0 \right) = -\nabla \mathbf{p} + \frac{B_0^2}{2} \nabla \mathbf{B}_0 - \mu_0 \frac{\partial \mathbf{B}_0}{\partial t} \quad (2)
\]

\[
\frac{\partial \mathbf{B}_0}{\partial t} + \mathbf{v}_0 \times \mathbf{B}_0 = 0 \quad (3)
\]

In Eqs. (1)–(3) lengths are normalized to a characteristic length \(L\), the magnetic field \(\mathbf{B}_0\) is normalized to a characteristic value \(B_0\), the density \(\rho\) to a characteristic density \(\rho_0\), the velocity \(v\) to the corresponding Alfvén velocity \(c_A = B_0/(4\pi\rho_0)^{1/2}\), and time to the Alfvén time \(t_A = L/c_A\). Summation over dummy indexes is hereafter understood. At variance with Malara et al. (2003) who were interested in wave dissipation in closed coronal structures, here we assume that Alfvén waves are not significantly dissipated when crossing the lower layer of a coronal hole, thanks to the very low values of dissipative coefficients. Then, dissipative terms are neglected in Eqs. (1)–(3).

We study the propagation and the dissipation of Alfvén waves in a 3D inhomogeneous magnetic structure, using a method that has been described in detail by Malara et al. (2003).

In the following we outline the derivation. Density, velocity, and magnetic field are written as a superposition of a perturbation on an equilibrium structure:

\[
\rho(x, t) = \rho^0(x) + \varepsilon \rho^{(1)}(x, t) \quad (4)
\]

\[
\mathbf{v}(x, t) = \mathbf{v}^0(x) + \varepsilon \mathbf{v}^{(1)}(x, t) \quad (5)
\]

\[
\mathbf{B}(x, t) = \mathbf{B}^0(x) + \varepsilon \mathbf{B}^{(1)}(x, t) \quad (6)
\]

The upper indexes “(0)” and “(1)” denote quantities relative to the equilibrium and to the perturbation, respectively, and the perturbation amplitude is given by \(\varepsilon\). Equilibrium quantities \(\rho^0(x)\) and \(\mathbf{B}^0(x)\) are inhomogeneous and vary on a dimensionless scale length denoted by \(l_0 = L_0/L\). The velocity is vanishing at the order \(\varepsilon^0\) of the expansion, corresponding to a static structure.

We assume small-amplitude perturbation. Then, Eqs. (1)–(3) are linearized with respect to the perturbation amplitude \(\varepsilon\), thus obtaining the perturbation evolution equations. Another assumption of the model is that the normalized wavelength \(\lambda\) of perturbations is much smaller than the spatial scale \(l_0\) of the equilibrium structure \((\lambda \ll l_0)\). For instance, \(\lambda L\) and \(l_0 L\) could have values close to the granulation size and supergranular cells, respectively. During the wave evolution, the wavelength of the perturbation tends to decrease in time (Petkaki et al. 1998). Thus, the above condition is always satisfied, provided that it is fulfilled at the initial time. This assumption allows for a WKB expansion of linearized equations, in which the perturbation wavelength is used as the expansion parameter. The perturbation is considered as a superposition of different propagating modes. Perturbed quantities are expanded up to the first order in a parameter \(\delta \sim \lambda^2\):

\[
f^{(1)} = \Re \left[ \sum_\alpha (f^{(0)}_\alpha + \delta f^{(1)}_\alpha) \exp \left( \frac{S^\alpha}{\delta} \right) \right] \quad (7)
\]

where \(f^{(1)}\) represents any perturbation quantity. In this equation “\(\alpha\)” indicates the different propagating modes; the quantity \(F^0(x, t) = S^{\alpha}(x, t)/\delta\) is real and represents the phase function of the \(\alpha\)-th mode; and the lower indexes “0” and “1” indicate \(O(\delta^0)\) and \(O(\delta^1)\) quantities, respectively. The frequency \(\omega^\alpha\) and wavevector \(\mathbf{k}^\alpha\) of the \(\alpha\)-th mode depend on both \(x\) and \(t\) and are related to the phase function \(F^0\) by the equations

\[
\omega^\alpha(x, t) = -\frac{\partial F^0}{\partial t} \quad (8)
\]

\[
\mathbf{k}^\alpha(x, t) = \nabla F^0. \quad (9)
\]

The polarization vectors and the dispersion relation of each propagating mode (Alfvén and magnetosonic) are derived by expanding the linearized MHD equations with respect to the parameter \(\delta\) at the lowest order \(\delta^{-1}\). In particular, the dispersion relation of the Alfvénic mode (\(\alpha = \pm A\)) is

\[
\omega^A(x, t) = \pm c_A \mathbf{k}^A \quad (10)
\]

where \(c_A^0(x) = B^0(x)/[\rho^0(x)]^{1/2}\) is the background Alfvén velocity, while the sign “\(\pm\)” identifies waves propagating parallel or antiparallel to the background magnetic field \(\mathbf{B}^0\), respectively. Velocity \(v_0^A\) and magnetic field \(B_0^A\) perturbations at the lowest order in \(\delta\) are polarized perpendicular both to \(\mathbf{k}\) and to \(\mathbf{B}^0\) and satisfy the following relation

\[
v_0^{A^\pm}(x, t) = \mp B_0^A(x, t) \quad (11)
\]

while the density perturbation \(\rho_0^{A^\pm}\) is vanishing.

As usual, rays are defined as those trajectories in the space-time, along which the phase \(F^0(x, t)\) of the \(\alpha\)-th mode remains constant. Considering Alfvénic modes, this is expressed by the equation

\[
\left( \frac{D}{Dt} \right)^{A^\pm} F^{A^\pm} = 0 \quad (12)
\]

where \(D/Dt)^{A^\pm} = \partial/\partial t + (dx^\pm/\partial x)(\partial/\partial x)\) is the time derivative along the rays, and \(x^{A^\pm}(t)\) gives the position of a ray in the physical space as a function of time.

The equation defining the rays of Alfvén waves is derived using the dispersion relation (10):

\[
\frac{dx^{A^\pm}}{dt} = \pm c_A^0 = \mp B_0^A/\sqrt{\rho_0^A}. \quad (13)
\]

The ray position \(x^{A^\pm}(t)\) is the position of a point on a wavefront at time \(t\). Then, Eq. (13) indicates that each point on a wavefront of an Alfvénic perturbation propagates along the background magnetic field at the local Alfvén velocity.
When \(c_A^{(0)}\) is inhomogeneous, different parts of a wavefront propagate at different speeds. Thus, plane wavefronts are bent and distorted, and increasingly smaller scales are generated in the perturbation. The wavevector \(k^{±A}\) varies along the rays according to the equation

\[
\frac{\partial k^{±A}}{\partial t} = \pm \frac{\partial}{\partial \xi} k^{±A} \cdot \nabla \Phi \equiv \nabla \epsilon^{±A}.
\]  

(14)

The energy density (energy per unit volume) associated with perturbations can be decomposed as a sum of contributions due to different propagating modes. The dimensionless energy density of Alfvén waves (normalized to \(B_0^2/8\pi\)) is given by

\[
\langle \epsilon^{±A} \rangle = \frac{c_s^2}{2} \left( B_0^{(0)} \frac{\partial A^{±A}}{\partial \xi_0} + B_{0i} A^{±A} \right),
\]

where the asterisk indicates complex conjugate and angular brackets indicate an average of fast variations associated with the shortest scale \(\xi\). Thus, \(\langle \epsilon^{±A} \rangle\) varies on the spatial scale \(\xi_0\) of the equilibrium. At the order \(\delta^{(0)}\) of the evolution, the expansion equation for the energy density \(\langle \epsilon^{±A} \rangle\) of Alfvénic perturbations is derived:

\[
\frac{\partial}{\partial t} \langle \epsilon^{±A} \rangle = \pm \langle \epsilon^{±A} \rangle \frac{\partial \epsilon^{(0)}}{\partial k_0}.
\]

(15)

This equation indicates that, in the ideal case considered here, variations in the energy density along the rays are due to the divergence of the vector field \(\epsilon^{(0)}\). Equations (12)–(15) give a “Lagrangian” description of the evolution of Alfvénic perturbations along magnetic lines. They will be used to describe the evolution of Alfvénic perturbations in a complex 3D magnetic structure that models the magnetic field of a coronal hole.

3. Equilibrium structure

To solve the set of Eqs. (12)–(15), a form of the equilibrium quantities \(\rho^{(0)}(x), B^{(0)}(x)\) must be specified, which represents a model for the equilibrium structure of a coronal hole. The magnetic field in a coronal hole is characterized by a dominant polarity. However, magnetograms in coronal holes (Zhang et al. 2006) show that several regions are present where the photospheric magnetic field has the polarity opposite to the dominant one. Areas of the two polarities appear to be intermixed, forming a complex structure where different spatial scales are present, ranging from \(\sim 10^7\) cm down to the resolution limit. The area corresponding to magnetic flux with the dominant polarity represents \(\sim 70\%\) of the total area, the remaining \(30\%\) being due to the opposite polarity (Zhang et al. 2006). The coronal magnetic field above such regions should have a complex structure as well as closed magnetic lines connecting regions of opposite polarity should be present, along with open magnetic lines emanating from dominant polarity regions. At sufficiently high altitudes, only open magnetic lines should be found, and the structure of the magnetic field is less complex. A picture of the whole magnetic structure can be found in Zhang et al. (2006).

We built up a model for the coronal magnetic field that tries to take the above-described features into account through a number of assumptions:

(i) We represent a relatively small portion of the corona neglecting curvature effects due to the spherical geometry. Then, we use a Cartesian reference frame where the \(xy\) plane corresponds to the coronal base, while the \(z\) axis is vertically upward directed. The spatial domain is \(D = \{(x, y, z)\} = \{0, l\} \times \{0, l\} \times \{0, +\infty\}\). The size of the base square is \(l = 1\) in dimensionless units, and it corresponds to the length \(L\) used to normalize the spatial coordinates.

(ii) At the coronal base \(z = 0\), the magnetic field \(B^{(0)}\) has a complex structure; the effects of these boundary conditions at \(z = 0\) become less relevant with increasing the altitude \(z\), and the structure of \(B^{(0)}\) becomes simpler at larger \(z\). We assume that \(B^{(0)}\) becomes uniform and directed in the vertical direction in the limit \(z \to +\infty\). This can be represented by writing the equilibrium magnetic field in the following form:

\[
B^{(0)}(x) = B_0 \delta_x_c + B_1(x)
\]

(16)

where the first term on the R.H.S. is a uniform field, \(e\), being the unit vector directed in the vertical \(z\) direction, while the second term is a nonuniform field such that

\[
\lim_{z \to +\infty} B_1(x, y, z) = 0.
\]

(17)

(iii) The equilibrium magnetic field \(B^{(0)}\) satisfies the force-free condition \(\nabla \times B^{(0)} = \alpha B^{(0)}\). This condition is a natural requirement, since it is satisfied well by an equilibrium magnetic field in a low-\(\beta\) plasma, like the coronal plasma. The scalar quantity \(\alpha\) is constant along fieldlines. For large values of \(z\) the magnetic field \(B^{(0)}\) is almost uniform (Eq. (17)), corresponding to \(\alpha \approx 0\). This value of \(\alpha\) propagates down to lower altitudes along fieldlines. Then, the simplest way to represent this situation is to assume that \(\alpha = 0\) in the whole domain \(D\), i.e., to take \(B^{(0)}\) as a current-free field:

\[
\nabla \times B^{(0)} = 0.
\]

(18)

This assumption is probably not critical. Indeed, we show that the main results are essentially independent of the details of the equilibrium field. Equation (18) implies that the inhomogeneous component \(B_1(x)\) can be expressed in terms of a scalar potential \(\Phi(x)\):  

\[
B_1(x) = \nabla \Phi(x).
\]

(19)

The divergenceless condition \(\nabla \cdot B_1 = 0\) gives the Laplace equation for the scalar potential:

\[
\nabla^2 \Phi(x) = 0.
\]

(20)

(iv) Magnetograms in coronal holes reveal a statistically homogeneous structure, where regions of the two polarities appear to be randomly distributed and no dominant structures are present (Zhang et al. 2006). We represent this situation assuming that \(\Phi(x)\) at the base \(z = 0\) varies in \(x\) and \(y\) on a typical scale length \(l_0\) and that it is periodic along \(x\) and \(y\) on the whole domain \(D\). Statistical homogeneity is represented well provided that \(l_0\) is sufficiently smaller than the unitary periodicity length (Pommois et al. 1998). The periodicity condition allows us to expand the potential \(\Phi\) in Fourier series in the \(x\) and \(y\) variables:

\[
\Phi(x, y, z) = \sum_{n_x, n_y} \phi(n_x, n_y, z) \exp\left[2\pi i (n_x x + n_y y)\right]
\]

(21)

where \(n_x\) and \(n_y\) are integers, and \(i\) is the imaginary unit. Inserting this expression into the Laplace Eq. (20) we derive the equation for the Fourier amplitude \(\phi\) of the potential

\[
\frac{\partial^2 \phi}{\partial z^2} - 4\pi^2 n^2 \phi = 0,
\]

(22)
where \( n = \sqrt{n_x^2 + n_y^2} \) is the horizontal wavenumber (not necessarily integer). The only solution of Eq. (22) that satisfies the condition (17) is a decaying exponential in the form

\[
\phi(n_x, n_y, z) = A(n_x, n_y) \exp(-2\pi n z) \tag{23}
\]

where \((n_x, n_y)\) are complex coefficients that are determined by the boundary conditions at \( z = 0 \). We assume that the horizontal wavenumber \( n \) varies in the range \( n_{\text{min}} \leq n \leq n_{\text{max}} \). Then, the largest and smallest horizontal lengths (in normalized units) in the magnetic field structure are given by \( l_{\text{max}} = 1/n_{\text{min}} \) and \( l_{\text{min}} = 1/n_{\text{max}} \), respectively. Using Eq. (23), we write the components of the magnetic field \( B_i \) in the form:

\[
B_{1x}(x) = 2\pi i \sum_{n=\text{max}}^{n=\text{min}} n_x A(n_x, n_y) \exp[2\pi i(n_x x + n_y y) - nz] \tag{24}
\]

\[
B_{1y}(y) = 2\pi i \sum_{n=\text{max}}^{n=\text{min}} n_y A(n_x, n_y) \exp[2\pi i(n_x x + n_y y) - nz] \tag{25}
\]

\[
B_{1z}(z) = -2\pi i \sum_{n=\text{max}}^{n=\text{min}} n A(n_x, n_y) \exp[2\pi i(n_x x + n_y y) - nz]. \tag{26}
\]

We write the complex coefficients \( A(n_x, n_y) \) in terms of their modules and phases \( \gamma(n_x, n_y) \):

\[
A(n_x, n_y) = |A(n_x, n_y)| \cos \gamma(n_x, n_y) + i \sin \gamma(n_x, n_y).
\]

The reality condition of the potential \( \Phi(x) \) implies that

\[
|A(-n_x, n_y)| = |A(n_x, n_y)| \cos \gamma(n_x, n_y) = |A(n_x, n_y)| \cos \gamma(-n_x, n_y) = -|A(n_x, n_y)| \sin \gamma(n_x, n_y). \tag{27}
\]

Using Eqs. (27), after some algebra, the equilibrium magnetic field components are written in the following forms, which contain only real quantities:

\[
B_{1x}^{(0)}(x) = \sum_{n_x, n_y \geq \text{max}, n_x > 0} \frac{n_x}{n} b(n_x, n_y) \sin[2\pi(n_x x + n_y y) + \gamma(n_x, n_y)] \exp(-2\pi n z) \tag{28}
\]

\[
B_{1y}^{(0)}(y) = \sum_{n_x, n_y \geq \text{max}, n_y > 0} \frac{n_y}{n} b(n_x, n_y) \sin[2\pi(n_x x + n_y y) + \gamma(n_x, n_y)] \exp(-2\pi n z) \tag{29}
\]

\[
B_{1z}^{(0)}(z) = B_0 \left( \sum_{n_x, n_y \geq \text{max}, n_x > 0} + \sum_{n_x, n_y \geq \text{max}, n_y > 0} \right) b(n_x, n_y) \cos[2\pi(n_x x + n_y y) + \gamma(n_x, n_y)] \exp(-2\pi n z). \tag{30}
\]

where \( b(n_x, n_y) = -4\pi i |A(n_x, n_y)| \). The above expressions indicate that \( B_1 \) is given by a superposition of terms: each term varies on a horizontal scale \( l = 1/n \) and exponentially decays with the altitude \( z \) on the scale height \( 2\pi l \). Then, at high enough altitudes the inhomogeneous component \( B_1 \) is negligible and the equilibrium magnetic field \( B^{(0)} \) reduces to a homogeneous vertical field given by \( B_0 \). Moreover, the spatial average of the inhomogeneous component is vanishing at any given altitude: \( \langle B_{1x}(z) \rangle = 0 \). Then, \( B_0 \) represents the average field, corresponding to the dominant polarity.

Equations (28)–(30) contain some parameters that need to be specified

a) Since no anisotropy is present in the horizontal directions, the amplitudes \( b(n_x, n_y) \) only depend on the wavenumber \( n \). Moreover, we assume that this dependence follows a power law:

\[
b(n_x, n_y) = c n^{-\mu}, \quad \text{for } n_{\text{min}} \leq n \leq n_{\text{max}} \tag{31}
\]

where \( c \) and \( \mu \) are a normalization constant and the spectral index, respectively. Equation (31) expresses the idea that the magnetic field structure is the result of a turbulent process taking place beneath the coronal base. For instance, the value \( \mu = 4/3 \) is the index of the amplitude spectrum associated with a 2D Kolmogorov energy spectrum (Malara et al. 2005). In the present model \( \mu \) represents a free parameter that has been chosen in a range between 1/2 and 4/3. The normalization constant \( c \) is such that \( B_{1x}^{(0)}(0) = 1 \).

b) Due to the form (31), the maximum amplitude is on the largest spatial scale \( l_{\text{max}} \), corresponding to the typical scale \( l_0 \) of the equilibrium structure. As discussed above, in order to reproduce statistical homogeneity we used \( l_0 \sim l_{\text{max}} = l_0/4 \), corresponding to \( n_{\text{min}} = 4 \). The value of maximum wavenumber ranges between \( n_{\text{max}} = 10 \) and \( n_{\text{max}} = 15 \). With this choice each component of \( B_1 \) is a superposition of few hundreds of harmonics, which gives a complex magnetic structure but computational times not exceedingly long.

c) The parameter \( B_0 \) gives the amplitude of the homogeneous component, which corresponds to the dominant polarity. We used a value of \( B_0 \) such that at \( z = 0 \) the area where \( B_{1x}^{(0)} > 0 \) (representing the dominant polarity) is \( \sim 70\% \) of the total area (Zhang et al. 2006).

d) Since \( B^{(0)} \) does not represent any particular magnetic field, the phases \( \gamma(n_x, n_y) \) have been randomly chosen in the interval \([0, 2\pi]\).

In Fig. 1 the vertical component \( B_{1x}^{(0)}(x, y, 0) \) is plotted as a function of the \( x \) and \( y \) normalized coordinates at the base \( z = 0 \) of the spatial domain, for \( \mu = 4/3 \). It can be seen that the distribution of the magnetic field is statistically homogeneous with no large-scale structure. The positive polarity is dominant but several areas of the opposite polarity are also present. These features are reminiscent of magnetograms taken in coronal hole regions (Zhang et al. 2006).

A picture of the 3D structure of the equilibrium magnetic field \( B^{(0)} \) can be obtained by plotting magnetic lines that are represented in Fig. 2, in the case \( \mu = 4/3 \). It can be seen that the magnetic field has a complex structure where both open and closed fieldlines are present. Closed magnetic lines are in the form of small arches connecting regions of opposite polarity at the base. These arches are confined at low altitudes, most of them remaining below \( z \sim 0.02 \) (in normalized units). Open field lines have an arbitrary orientation at low altitudes but tend to become vertically oriented with increasing \( z \).
We expect that the magnetic structure contains several separatrices. For instance, separatrices are surfaces that separate adjacent regions of open or closed fieldlines. Moreover, open fieldlines coming from distant regions at the base converge on the two sides of a separatrix at high altitudes (see Sect. 4.3). Since Alfvénic perturbations propagate along magnetic lines, at separatrices the perturbation pattern is strongly stretched. Malara et al. (2007) have shown that the rate of small-scale generation is particularly high at such locations. We will show that small-scale structures in the perturbation are located at separatrices.

Concerning the equilibrium density, we adopted the simplest choice by assuming that $\rho(0)$ is uniform. In this case, the divergenceless condition for the equilibrium magnetic field $\mathbf{B}(0)$ implies that $\mathbf{V} \cdot \mathbf{e}(0) = 0$. Then, Eq. (15) reduces to

$$\left( \frac{D}{Dt} \right)^{\pm} \mathbf{e}(\pm) = 0,$$

indicating that the energy density of Alfvénic perturbations remains constant along magnetic lines.

4. Alfvén wave evolution

We study the evolution of an Alfvénic perturbation propagating in the magnetic structure described in the previous section. This perturbation enters the domain $D$ through the base $z = 0$, propagates upwards to the high-altitude homogeneous region at low altitudes, and finally reaches the upper part of $D$ where the magnetic field is essentially homogeneous and vertically directed. In particular, we are interested in describing the evolution of the wavevector $k^{\pm A}$, which is modified when the perturbation goes across the inhomogeneous region. For simplicity, we consider the evolution of an initially monochromatic wave with a given amplitude, and this corresponds to the assumption that both the wavevector $k^{\pm A}$ and the energy density $(\mathbf{e}^{\pm A})$ are uniform at the $z = 0$ plane. In that case, Eq. (32) implies that the energy density of the perturbation is uniform in the whole domain $D$. The evolution of $k^{\pm A}$ along the rays is described by Eq. (14), while Eq. (13) determines the ray trajectories, which coincide with magnetic lines of $\mathbf{B}(0)$. Since the dominant polarity of $\mathbf{B}(0)$ in our model is positive, we consider a perturbation that propagates in the same direction as $\mathbf{B}(0)$. This corresponds to taking only the upper sign in Eqs. (13) and (14). In points of the base $z = 0$ where $\mathbf{B}(0)$ is negative (polarity opposite to the dominant one), this perturbation would propagate downward, and it would not enter the domain. Then, we consider only rays that start from areas at the base where $\mathbf{B}(0) > 0$.

A detailed description of the perturbation evolution can be obtained by solving Eqs. (13) and (14) for a large number of rays that fill the base area as uniformly as possible. For this reason we considered the evolution of $N = 30,000$ rays whose starting points are randomly chosen at $z = 0$. Integrating Eqs. (13) and (14) corresponds to moving along each magnetic line with a nonuniform Alfvén speed $c_A(0)$. Then, a constant integration step $\Delta t$ would give nonconstant steps along the magnetic line. This can be avoided by performing a change of variable, from time $t$ to the space $s = s(t)$ measured along a given magnetic line. These quantities are related by $ds/dt = c_A(0)$. Using the new variable $s$, Eqs. (13) and (14) are rewritten in the form:

$$\frac{dx_i}{ds} = \frac{c_A(0)}{c_A(0)} \frac{dk_i}{ds} = \frac{1}{\partial c_A(0)/\partial x_i} k_n,$$

where the upper index “$\pm A$” in the quantities $x_i$ and $k_i$ has been dropped to simplify the notation. Equations (33) have been numerically solved using a fourth-order Runge-Kutta scheme, for each of the $N$ rays describing the whole perturbation. As discussed above, the initial position of each ray is randomly chosen at the base $z = 0$, while the initial wavevector is the same for all the rays: $k(s = 0) = k_0 = (k_{0x}, k_{0y}, k_{0z})$. In particular, we used the values $k_{0x} = k_{0y} = k_{0z} = 20\pi/l_0$, in order to fulfil the condition $\lambda \ll l_0$.

For each ray, Eqs. (33) are integrated until one of the two following conditions has been fulfilled:

(a) the vertical coordinate $z$ becomes larger than $z_h = 0.25$. In this case, the ray trajectory coincides with an open fieldline; for $z \geq z_h$, this ray has reached the region where $\mathbf{B}(0)$ is homogeneous, after crossing the low-altitude inhomogeneous region.

(b) The vertical coordinate $z$ becomes negative. In this case the ray has moved along a closed fieldline, finally coming back to the base of the domain $D$ in a negative polarity area.

Since we are interested in studying the perturbation that reaches the high-altitude homogeneous region, only rays satisfying condition (a) have been retained. We indicate the number of rays satisfying condition (a) by $N_{\text{open}}$. The area of the base surface at $z = 0$ where open fieldlines are emanated from is indicated by $S_{\text{open}}$.

4.1. Small-scale formation in the perturbation

We collected the values of the wavevector $k$ associated with each ray satisfying condition (a) at the altitude $z = z_h$. Such values $k(z = z_h)$ are in general different from the initial value $k_0$. In some case we found $k(z = z_h)$ to be much larger than $k_0$: increases in $k$ correspond to the formation of small scales. The values $k(z = z_h)$ turn out to be continuously distributed, thus forming a spectrum.

The energy spectrum of the perturbation in the region of homogeneous magnetic field can be calculated by the following procedure. The whole perturbation can be decomposed into small packets. Each packet is labelled by the index $\alpha$; it has a small volume $\delta V_\alpha$, and it propagates along a ray carrying an energy $\delta E_\alpha = (e) \delta V_\alpha$. When dissipation can be neglected, as in the present case, energy $\delta E_\alpha$ remains constant during the packet propagation (Malara et al. 2003). We select a volume $V$ in the region of homogeneous magnetic field ($z \geq z_h$) in the form of a parallelepiped: the base of $V$ is equal to the base $S$ of the whole domain $D$. When packets reach the volume $V$ their wavevector $k_\alpha$ does not change any more, since $\mathbf{B}(0)$ is uniform in $V$. We can group such packets according to the value of $k_\alpha$: we divide the
\[ \Delta E(k) = \sum_{k_z \in I(k)} \delta E_\alpha. \]  

The energy spectrum per unit volume is defined as \( \epsilon(k) = \Delta E(k)/(V \Delta k) \). In Appendix A we show that the energy spectrum in the homogeneous region can be written in the form

\[ \epsilon(k) = \langle \epsilon \rangle \frac{S_{\text{open}}}{S} p(k) \]  

where

\[ p(k) = \frac{1}{N_{\text{open}} \Delta k} \sum_{k_z \in I(k)} \left| k_{z,\alpha} \right| \frac{1}{k_0} \]  

with \( k_{z,\alpha} \) the \( z \)-component of \( k_\alpha \) (parallel to \( B^{(0)} \)). In the present case \( \langle \epsilon \rangle \) is constant, while \( S_{\text{open}}/S \approx 0.5 \) for all the considered equilibrium configurations.

The distribution \( p(k) \), which is proportional to the energy spectrum \( \epsilon(k) \), has been calculated from the solution of Eqs. (33). In Fig. 3 we plotted the wavevector distribution \( p(k) \) calculated for different values of the slope \( \mu \) and of the maximum wavenumber \( n_{\text{max}} \) in the equilibrium magnetic field spectrum (Eq. (31)). Wavevector values are normalized to the initial value \( k_0 \) at the base \( z = 0 \). We see that the initially monochromatic spectrum is modified when the perturbation crosses the inhomogeneous region: though the maximum energy is still at \( k = k_0 \), part of the energy has been transferred at larger wavevectors, forming a power-law tail. We note that the form of \( \epsilon(k) \) is essentially independent of the parameters \( \mu \) and \( n_{\text{max}} \). Thus, the perturbation spectrum that is generated in the inhomogeneous region has a form that does not depend on the details of the inhomogeneous equilibrium magnetic field \( B^{(0)} \). A fit in the power-law range (see Fig. 3) shows that \( \epsilon(k) \propto k^{-\alpha} \), with \( \alpha \approx 2.3 \). We note that the spectral index \( \alpha \) is larger than both the Kolmogorov (5/3) and the Kraichnan (3/2) value. Then, the interaction of the Alfvénic perturbation with the inhomogeneous magnetic field generates a spectrum that is steeper than what would be formed by nonlinear interactions in a turbulence.

From Fig. 3 it is seen that the power law extends down to a cutoff corresponding to the largest wavevector \( k_{\text{max}} \). We find that the extension of the spectrum increases with increasing the number \( N \) of the considered rays. If one assumes that \( k_{\text{max}} \to \infty \) for \( N \to \infty \), then it follows that the magnetic structure contains locations where infinitesimally small scales are generated in the perturbation pattern. At these locations, singularities are formed. Of course, if dissipative effects (neglected in the present approach) were included, then the power-law range would have an upper limit corresponding to the dissipative range.

Considering the population of wavevectors \( k \) at \( z = z_0 \), the components of each wavevector parallel and perpendicular to the local magnetic field \( B^{(0)} \) has been calculated. These are defined by

\[ k_\parallel = \frac{k \cdot B^{(0)}}{|B^{(0)}|}, \quad k_\perp = \left| k - k^{(0)} \right|. \]

A scatter plot is shown in Fig. 4, with the values of \( k_\parallel \) and \( k_\perp \) for all the rays at \( z = z_0 \). It can be seen that \( k_\perp \) reaches values much higher than \( |k_\parallel| \). The energy spectrum of perturbation is anisotropic, and it has an extension in the directions perpendicular to the magnetic field \( B^{(0)} \) larger than in the parallel direction. The structures on the smallest scales have a wavevector that is nearly perpendicular to \( B^{(0)} \). This kind of anisotropy is qualitatively similar to what is found in MHD turbulence, where the nonlinear energy cascade tends to take place in the directions perpendicular to the background magnetic field (e.g., Shebalin et al. 1983; Carbone & Veltri 1990). However, in the present model nonlinear effects have been completely neglected: the anisotropy in the fluctuation spectrum is only due to the linear interaction between Alfvénic fluctuations and the inhomogeneous background.

4.2. Small-scale structures

The small scales generated in the Alfvénic perturbation have a coherent spatial structure. To visualize how small scales are spatially distributed, we first selected the rays whose wavevector \( \mathbf{k} \) at the altitude \( z_k \) is larger than a threshold value, given by \( k_\text{thr} = 4k_0 \). This subset of wavevectors is located inside the power-law range of the distribution (see Fig. 3). Each of these \( \mathbf{k} \) vectors has been projected onto the \( xy \) plane, thus obtaining the horizontal wavevectors \( k_{0x} = (k_x, k_y, 0) \). Since at \( z = z_0 \),
magnetic field $B^{(0)}$ is nearly vertical, then $k_{ho}$ is nearly perpendicular to $B^{(0)}$, and then it represents the main component of $k$. Finally, we normalized each horizontal wavevector, obtaining a set of unit vectors $K = k_{ho}/k_{ho}$. Thus, the unit vectors $K$ give the directions of the wavevectors $k$ in large-scale structures, projected on the horizontal plane.

In Fig. 5 we plotted all the unit vectors $K$; the starting points of each vector $K$ are taken at the $(x,y)$ positions of the corresponding rays. Thus, Fig. 5 illustrates both the spatial location of small-scale structures and the local orientation of the corresponding wavevector. In Fig. 5 small scales appear to be structured as curved lines. These lines are at altitude $z = z_0$; however, at higher altitudes wavevectors do not evolve any more and rays are parallel to the $z$ direction. Then, the pattern of Fig. 5 representing small-scale structures remains essentially unchanged, thereby increasing $z$. This implies that small-scale structures are distributed along sheets that are elongated in the direction parallel to the magnetic field $B^{(0)}$. The linear structures in Fig. 5 are the intersections between these sheets and the horizontal plane $z = z_0$. The perturbation wavevector $k$ is locally quasi-perpendicular to the sheet surface.

From Fig. 5 it can be seen that small-scale structures (at $z \geq z_0$) are essentially located above regions of negative magnetic polarity. We show that this property is related to the topology of magnetic lines around those opposite polarity regions. We observed that increasing the threshold wavevector $k_{th}$ does not substantially modify the results shown in Fig. 5.

### 4.3. Discontinuities

To obtain a more detailed description of small-scale structures we calculated how the wavevector $k$ varies across one of these structures. In particular, we selected a horizontal segment, denoted by AB, that crosses one particular small-scale structure at altitude $z = z_0$, and we calculated the profile of $k$ along such a segment. The segment AB is drawn in Figs. 5 and 6; the endpoints have coordinates $A(x_A,y_A,z_0)$ and $B(x_B,y_B,z_0)$, and $X_n = (x_n,y_n,z_n)$, with $n = 0,\ldots,N_p$. We followed the following procedure. First, we defined a uniform grid of $N_p + 1$ points $\{X_n = (x_n,y_n,z_n)\}$ located on the segment AB:

\[
\begin{align*}
  x_n &= x_A + n\Delta x, \\
  y_n &= y_A + n\Delta y, \\
  z_n &= z_0, \quad n = 0,\ldots,N_p
\end{align*}
\]

with $\Delta x = (x_B - x_A)/N_p$, $\Delta y = (y_B - y_A)/N_p$, and $N_p = 1000$. The starting points of each unit vector (large square dots) are the $(x,y)$ positions of the corresponding rays at $z = z_0$. The dotted area represents the area at the base $z = 0$ where $B_z \geq 0$. The segment AB is also plotted.

Second, magnetic lines are used to define a mapping $\Gamma$: $X \to X'$ between points at the altitude $z = z_0$ and points at the base $z = 0$. Each point $X$ at $z = z_0$ is connected to a corresponding point $X'$ at $z = 0$ by an open magnetic line which goes from $X$ to $X'$. In particular, we calculated a set of $N_p + 1$ magnetic lines: the $n$th magnetic line starts at the gridpoint $X_n$ on the segment AB and it is followed downwards, until it crosses the base $z = 0$ at corresponding point $X'_n = (x'_n,y'_n,0)$. The points $X'_n$ are located along a curved line $A'B'$ at $z = 0$ which represents the map of the segment AB on the base $z = 0$. The segment AB, the line $A'B'$, and some magnetic lines defining the mapping $\Gamma$ are represented in Fig. 6. It can be seen that $\Gamma$ is a discontinuous mapping: the continuous segment AB is mapped into a discontinuous curve $A'B'$. This is because the curve $A'B'$ needs to be located in regions of open fieldlines, while magnetic lines crossing the segment AB come from two separated open fieldline regions (Fig. 6). Two distinct magnetic lines $C_(-)$ and $C_(-)$ coming from two distant regions at the base $z = 0$ converge towards the point C on the segment AB, approaching each other (see Fig. 6). The “singular” point C is the point where the mapping $\Gamma$ is discontinuous, and it represents the intersection between the segment AB and a separatrix surface. Magnetic lines on the two sides of such a separatrix are connected to the two positive polarity areas at the base $z = 0$.

Third, the set of Eqs. (33) are solved along the $N_p + 1$ magnetic lines defined above. The initial position $x(s = 0)$ of each ray is one of the points $(x'_n, y'_n, 0) = X'_n$ along the curve $A'B'$, while the initial wavevector is $k(s = 0) = (k_{0x}, k_{0y}, k_{0z})$ for all the rays. Equations (33) are integrated until each ray reaches the altitude $z = z_0$, thus crossing the segment AB. The final values of $k$ thus obtained give the profile of the wavevector along the segment AB.

To represent such a profile it is useful to introduce the coordinate $\xi$ running along the segment AB: the value $\xi = 0$ corresponds to the point $A$, $\xi = l_{AB}$ corresponds to the point $B$ ($l_{AB} = \sqrt{2}/10$ being the length of AB); while $\xi = 0.0656$ correspond to the singular point C. The dependence of $k$ on the coordinate $\xi$ is shown in Fig. 7. It can be seen that the wavevector $k$ diverges to infinity at the singular point $\xi = \xi_C$.

\[
\lim_{\xi \to \xi_C} k(\xi) = \infty.
\]
Thus, small-scale structures contain locations where the wavevector grows locally without limit.

From the knowledge of the function $k(\xi)$, the dependence of the phase function $F$ on the coordinate $\xi$ can be derived in the following way. The unit vector $u = (1/\sqrt{2}, 1/\sqrt{2}, 0)$ gives the direction of the segment AB. We take the dot product of Eq. (9) with $u$ to obtain the directional derivative $dF/d\xi$ of the phase function along the segment AB:

$$\frac{dF}{d\xi} = k \cdot u. \quad (39)$$

This equation holds for any value of $\xi$ except $\xi_C$ where $k$ diverges. Then it can be integrated over any interval $[\xi_0, \xi]$ that does not contain $\xi_C$:

$$F(\xi) = \int_{\xi_0}^{\xi} [k(\xi') \cdot u] \, d\xi' + F_0, \quad \xi_C \notin [\xi_0, \xi] \quad (40)$$

where $F_0$ is the value of $F$ at the point $\xi_0$.

Since $k(\xi)$ diverges at singular point $\xi = \xi_C$, the phase function $F(\xi)$ could diverge for $\xi \to \xi_C$. To clarify this point, we studied the behaviour of $k(\xi)$ in more detail in the vicinity of point $\xi_C$. In Fig. 8 the wavevector component $k \cdot u$ is plotted as a function of $|\xi - \xi_C|$ on both sides of the singular point $\xi_C$. It can be seen that $(k \cdot u) \sim |\xi - \xi_C|^{-\beta}$ for $\xi \to \xi_C$, with $\beta \approx 0.85$. Since $\beta < 1$ it follows that the integral in Eq. (40) does not diverge in the limit $\xi \to \xi_C$. Thus, the phase function $F(\xi)$ remains finite at the singular point $\xi_C$.

Another property of the phase function is that $F(\xi)$ is discontinuous at $\xi_C$. In fact, according to Eq. (12) $F$ propagates along magnetic lines at the local Alfvén speed. Magnetic lines $C_{\xi_1}^{-}(C)$ and $C_{\xi_2}^{-}(C)$ converge at the singular point coming from distant parts (Fig. 6); thus, the values of $F$ on the two sides of $\xi_C$ at any given time $t$ are, in general, different. This produces a jump $\Delta F$ in the phase across the singular point. The jump $\Delta F$ can be calculated in the following way. The phase function $F$ has a simple expression at the base $z = 0$ where the wave has a given wavevector $k_0$:

$$F(x, y, 0, t) = k_0 x + k_0 y - \omega(x, y, 0)t \quad (41)$$

with $\omega(x, y, 0) = k_0 \cdot e_{z_0}((x, y, 0))$. We can arbitrarily choose the time origin; then, we set $t = 0$ as the time when two rays travelling along magnetic lines $C_{\xi_1}^{-}(C)$ and $C_{\xi_2}^{-}(C)$ simultaneously reach the singular point C. We indicate by $\Delta t_{(-)}$ and $\Delta t_{(+)}$ the time intervals that these two rays take to travel along the magnetic lines $C_{\xi_1}^{-}(C)$ and $C_{\xi_2}^{-}(C)$, respectively. The times $\Delta t_{(-)}$ and $\Delta t_{(+)rift} have been calculated by integrating Eq. (13) along such magnetic lines. We indicate by $F_{(-)}$ and $F_{(+)}$ the values of the phase on the two sides of the singular point C at time $t = 0$. Since the phase remains constant in the space-time along each ray, using the expression (41) we find

$$F_{(-)} = F(x_1, y_1, 0, -\Delta t_{(-)}) = k_0 x_1 + c_A^{-1} \Delta \theta \quad \Delta \theta = k_0 \omega y_1 \Delta t_{(-)} \quad (42)$$

$$F_{(+)} = F(x_2, y_2, 0, -\Delta t_{(+)}) = k_0 x_2 + c_A^{+1} \Delta \theta \quad \Delta \theta = k_0 \omega y_2 \Delta t_{(+)} \quad (43)$$

where we used the notation $C_{\xi_1}^{-}(C) = (x_1, y_1, 0)$, $C_{\xi_2}^{-}(C) = (x_2, y_2, 0)$, $c_A^{-1} = c_A(0)(C_{\xi_2}^{-}(C))$, and $c_A^{+1} = c_A(0)(C_{\xi_1}^{-}(C))$. Then, the jump in the phase function at the singular point has been calculated as $\Delta F = F_{(+)} - F_{(-)}$. Finally, using Eq. (40) and the above value for the jump $\Delta F$ at the singular point, the phase function $F(\xi)$ along the segment AB has been calculated. The discontinuous profile of $F(\xi)$ is plotted in Fig. 7. The discontinuity in the phase function corresponds to a discontinuity in the perturbation quantities: velocity $v^{+A}$ and magnetic field $B^{+A}$.

Summarizing, the small-scale structure under consideration contains a discontinuity, which is localized on the separatix crossed by the segment AB (Fig. 5). A similar analysis has been carried out on other small-scale structures displayed in Fig. 5, finding similar behaviour. We conclude that in many cases small-scale structures that form in the Alfvénic perturbation contain a discontinuity, where velocity and magnetic perturbations present an abrupt variation.

Finally, we point out two properties of small-scale structures: (i) the wavevector $k$ is quasi-perpendicular to the background magnetic field $B^{(0)}$; (ii) the total magnetic field intensity (equilibrium field + perturbation) is given by

$$B = \left( B^{(0)} + 2B^{+A} \cdot B^{-A} + (B^{+A})^2 \right)^{1/2} \approx B^{(0)} + \frac{1}{2} (B^{+A})^2. \quad (44)$$

where we used the properties that the magnetic perturbation has a small amplitude $B^{+A} \ll B^{(0)}$, and is polarized perpendicular
to \( \mathbf{B}^{(0)} \). Since \( \mathbf{B}^{(0)} \) is continuous, the relative jump in the total magnetic field intensity across the discontinuity is

\[
\frac{\Delta B}{B} = \frac{1}{2} \frac{\Delta \left[ (B^{+})^2 \right]}{(B^{(0)})^2}.
\]

Equation (45) indicates that \( \Delta B/B \) is a small quantity, of the second order in the ratio \( B^{+}/B^{(0)} \). The above properties (i) and (ii) imply that the discontinuities found in the present model should be classified as either discontinuities, following the terminology used for solar-wind DDs. Since the wavevectors \( k \) have a small but nonvanishing component along \( \mathbf{B}^{(0)} \), these structures are not static TDs. On the contrary, they are RDs propagating away from the Sun along the background magnetic field, with \( k \) forming large angles with \( \mathbf{B}^{(0)} \).

5. Summary and discussion

In this paper we have presented a model describing the evolution of Alfvénic perturbations that propagate in open-fieldline regions of the solar corona. The model describes how perturbations propagating upward along open fieldlines are modified when they cross a region with an inhomogeneous magnetic field that should be present at low altitudes in the corona.

Magnetograms of the photospheric magnetic field in coronal holes (Zhang et al. 2006) reveal the presence of regions with magnetic polarity opposite to the dominant polarity, irregularly intermixed. We built up a 3D model for the magnetic field in a magnetic polarity opposite to the dominant polarity, irregularly intermixed. We built up a 3D model for the magnetic field in a region at the coronal base. The formation of such a discontinuity takes place at relatively low altitudes in the corona: at \( z = L_0 \approx 3 \times 10^4 \text{ km} \) above the coronal base, for instance, the spectrum is completely formed. Moreover, the spectrum is anisotropic, the smallest scales being essentially at wavevectors \( k \) that are quasi-perpendicular to \( \mathbf{B}^{(0)} \). These two features are reminiscent of what happens in MHD turbulence, where nonlinear couplings generate power-law spectra with an energy cascade that mainly flows in the direction perpendicular to the mean magnetic field (e.g., Shebalin et al. 1983; Carbone & Velti 1990). In the present model this anisotropy is generated by the coupling between the perturbation and the inhomogeneous background, instead of nonlinear effects. However, the slope \( \alpha \approx 2.3 \) of the perturbation spectrum that we find is much larger than what is typically found in turbulence (e.g., 1.5 or 1.66 for a Kraichnan or a Kolmogorov spectrum, respectively). Then, the present model cannot account for the formation of a fully developed spectrum. However, models studying the evolution of fluctuations from the corona to the solar wind or the solar wind acceleration by dissipation of wave energy should take the phenomenon we studied here into account. For instance, Verdi et al. (2009) present a model of turbulence formation in the sub-Alfvénic solar wind, where Alfvén waves on large scales are injected at the base and partially reflected by the vertical stratification. Though a turbulence spectrum forms as a consequence of nonlinear wave-wave interactions, the produced heat seems to be deposited at greater distances than what is needed to sustain the background wind. Our model suggests that upward-propagating waves start forming small scales already at very low altitudes. Such a phenomenon can decrease the altitude of heat deposition, thus leading to a better agreement between the results of the turbulence model and the background wind structure.

The main result of our model is that small scales are concentrated in spatially localized structures that in many cases contain a discontinuity. The phase function \( F_\alpha \), as well as the perturbed velocity \( \mathbf{v}^{+} \) and magnetic field \( \mathbf{B}^{+} \), has finite jumps at the discontinuity location. These discontinuities form at separatrix surfaces, where open magnetic lines converge coming from distinct regions at the coronal base. The formation of such discontinuities requires to two “ingredients”: a) the phase function \( F \) remains finite on the two sides of the separatrix, and b) phase information coming from distant points at the base \( z = 0 \) converge on the two sides of the singular point. These two properties have been verified along particular lines crossing small-scale structures (e.g., Fig. 8).

Since \( \mathbf{v}^{\pm} \) perturbations propagate along the background magnetic field, as soon as a discontinuity is generated, it propagates along \( \mathbf{B}^{(0)} \) as well. As a result, each discontinuity surface...
is shaped as a sheet elongated along $B^{(0)}$, i.e., essentially in the vertical direction. The propagating nature of these small-scale structures occurs because the wavevector $k$ has a nonvanishing component $k_r$ in the direction parallel to $B^{(0)}$. Then, the discontinuities embedded in small-scale structures propagate upward, cross the corona, and finally reach the solar wind. In our model, where dissipative effects have been neglected, the wavevector component $k_r$ tends to infinity at the discontinuity location, while the parallel component $k_l$ remains finite (Fig. 7). Dissipative effects would smooth the discontinuity profile, limiting the perpendicular wavevector to a value $k_r \sim 1/\Delta r$, where $\Delta r$ is the dissipative length. In the coronal plasma, Alfven wave dissipation is probably due to kinetic mechanisms, so that the ratio $k_l/k_r$ is extremely small. Then, indicating by $\theta_0$ the angle between $k$ and $B^{(0)}$, we have

$$\cos \theta_0 = \frac{k \cdot B^{(0)}}{|k| |B^{(0)}|} \approx \frac{k_0}{k_l} \frac{l_D}{l_0}, \quad (46)$$

If we assume a dissipative length $l_D \sim 1$ m, with a parallel wave-length $l_0 \sim 10^5$ km we get $\cos \theta_0 \sim 10^{-7}$. Then, these discontinuities are highly oblique; i.e., they are RDs propagating at very large angles with the background magnetic field. Owing to this property and to the small relative jump $\Delta B/B$ in the magnetic field amplitude, the discontinuities predicted by our model would be classified as “either discontinuities”, at least at the coronal level. Moreover, our discontinuities are “Alfvenic” in the sense that (i) the density is continuous across the discontinuity and (ii) velocity and magnetic field jumps are correlated as in an Alfven wave: $\Delta \rho/\rho = \mp (1/B^{(0)}) \Delta B/\rho$ (Eq. (11)).

The above properties are commonly observed in solar-wind DDS (Knetter et al. 2003, 2004; Neugebauer 2006); however, the point is whether these properties (and the discontinuity itself) are conserved up to the point where the discontinuity is observed in the solar wind. In this respect, mechanisms such as solar wind expansion and nonlinear effects could act to modify these discontinuities during their journey through the solar wind.

We now try to evaluate the effects of wind expansion. Expansion tends to increase the angle of the background magnetic field $B_0$ with the radial direction and to decrease the perturbation wavevector component transverse to the radial direction. We consider a local reference frame that follows the expanding wind and indicate by $r$ the radial direction and by $T1$ and $T2$ two transverse directions, perpendicular to each other and to $r$. Assuming radial wind expansion, due to magnetic flux conservation, the magnetic field radial $B_r$ and transverse $B_{T1}$; components decrease according to

$$B_{r}(r) \sim B_{r,0} \left( \frac{r_0}{r} \right)^{1/2}; \quad B_{T1}(r) \sim B_{T1,0} \frac{r_0}{r}, \quad i = 1, 2 \quad (47)$$

where $r_0$ is the radial coordinate, $r_0 \approx 1 R_0$, $B_{r,0} = B_r(r = r_0)$, and $B_{T1,0} = B_{T1}(r = r_0)$. The component ratio $B_r/B_{T1}$ (where $B_r = [B_{T1} + B_{T2}]^{1/2}$) decreases as

$$\frac{B_{r}(r)}{B_{T1}(r)} \approx \frac{B_{r,0} r_0}{B_{T1,0} r}, \quad (48)$$

In particular, at $r = r_1 \approx 1$ AU $\sim 200 R_0$, it is $[B_r(r)] \approx B_{T1}(r_1)$. Then, from Eq. (48) it follows that $B_r$ is quasi-radial at $r = r_0$:

$$\frac{B_{r,0}}{B_{T1,0}} \sim \frac{r_1}{r_0} \gg 1. \quad (49)$$

The magnetic field intensity $B$ decreases between $r_0$ and $r_1$ by a factor

$$\frac{B(r_1)}{B(r_0)} = \left[ \frac{B_r^2(r_1) + B_{T1}^2(r_1)}{B_r^2(r_0)} \right]^{1/2} \approx \frac{\sqrt{2} B_r(r_1)}{B_r(r_0)} \sim \left( \frac{r_0}{r_1} \right)^{1/2}. \quad (50)$$

The wavevector radial component $k_r$ remains constant during expansion, while the transverse components $k_{T1}$ decrease proportional to $r_0/r_i$:

$$k_r(r) \sim k_{r,0}; \quad k_{T1}(r) = k_{T1,0} \frac{r_0}{r}, \quad i = 1, 2 \quad (51)$$

where $k_{T1,0} = k_{T1}(r = r_0)$. At $r = r_0$ the wavevector is associated with the discontinuity is essentially perpendicular to $B$ (Eq. (46)), i.e., it is quasi-transverse to the radial direction:

$$\frac{|k_{r,0}|}{k_{T1,0}} \approx \frac{|B_{T1,0}|}{B_{T1,0} r_1} \sim \frac{r_0}{r_1} \ll 1 \quad (52)$$

where we used Eq. (49) and $k_\perp = (k_{T1,0}^2 + k_{r,0}^2)^{1/2}$. In particular, the wavevector modulus is $k(r_1) \approx k_{T1}(r_1)$. At distance $r_1$, using Eqs. (51) and (52) we find

$$\frac{|k_{r,0}|}{k_{T1,0}} \approx \frac{|B_{T1,0}|}{B_{T1,0} r_0} \sim \frac{r_0}{r_1} \ll 1. \quad (53)$$

This implies $k_{T1}(r_1) \leq k(r_1) \leq \sqrt{2} k_{T1}(r_1)$, so that we can estimate the modulus of $k$ at distance $r_1$ as $k(r_1) \sim k_{T1}(r_1)$. Then, the wavevector radial component $k_r$ decreases between $r_0$ and $r_1$ by a factor

$$k_{r}(r_1) = \frac{k_{r}(r)}{k_{r}(r_1)} = \frac{r_0}{r_1}, \quad k_{T1}(r_1) = \frac{k_{T1}(r)}{k_{T1}(r_1)} \sim \frac{r_0}{r_1} \ll 1 \quad (54)$$

where we used Eq. (51). The radial evolution of the angle $\theta$ between $k$ and $B$ can now be derived: Eqs. (47) and (51) imply

$$k(r_1) \cdot B(r_1) \sim \left( \frac{r_0}{r_1} \right)^2 [k(r_0) \cdot B(r_0)]. \quad (55)$$

Using Eqs. (50), (54), and (55) we finally obtain

$$\cos \theta(r_1) = \frac{k(r_1) \cdot B(r_1)}{k(r_1) B(r_1)} = \frac{|k(r_0) \cdot B(r_0)|}{k(r_0) B(r_0)} \left( \frac{r_0}{r_1} \right)^2 \approx \frac{2 \sqrt{2} r_0 \cos \theta_0}{r_1}. \quad (56)$$

Thus, between $r_0$ and $r_1$ we find that $\cos \theta$ is increased by a factor $r_1/r_0 \sim 200$, owing to wind expansion effects. However, since $\cos \theta_0 \sim 10^{-7}$ (Eq. (46)), we still find that $\cos \theta(r_1) \ll 1$. In other words, the property that the wavevector $k$ associated with the discontinuity is nearly perpendicular to the ambient magnetic field is still preserved by expansion effects at distances $r \sim 1$ AU.

Concerning nonlinear effects, they have enough time to act on fluctuations during their journey from the corona to 1 AU. Thus, we expect that the originally planar discontinuity is curved and distorted, while it is advected in the surrounding turbulent medium. However, from a general point of view, nonlinear effects tend to move energy to small scales, thus we can expect that the existence of the discontinuity itself is somehow preserved by nonlinearities. Moreover, the nonlinear cascade preferentially takes place in the transverse direction to $B_0$. Thus, nonlinear effects should “help” the discontinuity to remain quasi-perpendicular, at least locally.

The above considerations suggest that the character of the discontinuities predicted by our model should be essentially preserved in the solar wind. Of course, a more detailed analysis is well beyond the purpose of the paper. In conclusion, the mechanism analysed in the present model could explain the formation of at least a fraction of the most common kind of discontinuities detected in the solar wind.
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Appendix A: Energy spectrum

In this appendix we derive Eqs. (35) and (36) for the energy spectrum in the homogeneous region. In this derivation we use some results by Malara et al. (2007), which we briefly illustrate in the following.

Let us consider two points in the Alfvénic perturbation \( \mathbf{x}(t) \) and \( \mathbf{x}'(t) = \mathbf{x}(t) + \delta \mathbf{x}(t) \) that propagate along two nearby rays, where \( \delta \mathbf{x}(t) \) is the infinitesimal vector difference. During propagation both \( \mathbf{k} \) and \( \delta \mathbf{x} \) are modified, but the quantity \( k \cdot \delta \mathbf{x} \) remains constant, \( \delta \mathbf{x}_h \) being the component of \( \delta \mathbf{x} \) parallel to \( \mathbf{k} \) (Malara et al. 2007). This fact has two implications:

a) Considering a vector difference \( \delta \mathbf{x} \) that is initially perpendicular to \( \mathbf{k} \) \( (\delta \mathbf{x}_h = 0) \), it will remain perpendicular to \( \mathbf{k} \) all along the ray. At any given time \( t \), a wavefront is any surface where the phase function \( P(\mathbf{x}, t) \) is constant. Property a) can be expressed in the following form. If initially \( \delta \mathbf{x} \) lies on a given wavefront, it will remain on the same wavefront during propagation.

b) If initially \( \delta \mathbf{x}_h \neq 0 \), then the following ratio is constant during propagation:

\[
\frac{\delta \mathbf{x}_h}{\lambda} = \text{const.} \quad (A.1)
\]

where \( \lambda = 2\pi/k \) is the local wavelength.

Using three noncoplanar vector differences \( \delta \mathbf{x}^0, \delta \mathbf{x}^\bot, \) and \( \delta \mathbf{x}^c \), an infinitesimal volume \( \delta V = |\delta \mathbf{x}^0 \cdot (\delta \mathbf{x}^\bot \times \delta \mathbf{x}^c)| \) within the perturbation can be defined. The portion of perturbation contained in \( \delta V \) is indicated as a “packet”. Packets propagate along rays. If \( \delta \mathbf{x}(0) \) is uniform, the volume \( \delta V \) remains constant during propagation (Malara et al. 2007). The energy associated with a packet is \( \delta E = \langle \epsilon \rangle \delta V \) and it remains constant during propagation, as long as dissipation is neglected, as in the present case.

Let us consider the perturbation at the base \( z = 0 \), in the area where open magnetic lines have their origin; the corresponding surface has been indicated by \( S_{\text{open}} \). This perturbation is divided into \( N_{\text{open}} \) small equal packets, each one having the same volume \( \delta V \) and carrying the same energy \( \delta E \). We choose such packets as small cubes with the side \( \delta x^0 \) parallel to the initial wavevector \( \mathbf{k}_0 \), while the two other sides, \( \delta x^\bot \) and \( \delta x^c \), are perpendicular to \( \mathbf{k}_0 \), i.e., they lie on a wavefront. Then, each packet is contained between two parallel wavefronts. The above property a) implies that the packet, while propagating, remains in between two wavefronts for all subsequent times. In the limit of large \( N_{\text{open}} \) the linear size of such packets at \( z = 0 \) is

\[
\delta l_0 = \delta x^0 = \left( \frac{S_{\text{open}}}{N_{\text{open}}} \right)^{1/3}, \quad (A.2)
\]

and the energy carried by the packet is

\[
\delta E = \langle \epsilon \rangle \delta l_0^3 = \langle \epsilon \rangle \left( \frac{S_{\text{open}}}{N_{\text{open}}} \right)^{3/2}. \quad (A.3)
\]

These packets propagate following open magnetic lines, and eventually reach the region of homogenous magnetic field. Inside the homogeneous region we select a subdomain \( D_h \) in the form of a parallelepiped: the base of \( D_h \) is equal to the base \( S \) of the whole domain \( D \), while the height \( L_h \) of \( D_h \) is arbitrary. In a stationary situation, at any time, the subdomain \( D_h \) is filled by packets coming from the base \( z = 0 \). Packets that were initially cubic have been deformed crossing the underlying inhomogeneous region, and they became parallelepipeds with nonorthogonal sides. However, packets do not deform any more inside \( D_h \), but they simply propagate in the \( z \) direction at a constant speed. Then, at any given time, for given values of \( x \) and \( y \) moving along \( z \) inside \( D_h \), we find a sequence of packets all having the same geometrical shape and the same value of the wavevector. We identify each of these “columns” of equal packets by the index \( a \), and \( \kappa_a \) is the value of the wavevector of all the packets in the \( a \)-th column. In the column each packet is separated from the subsequent one by a wavefront. The distance between two of these wavefronts, measured along the \( z \) direction, is

\[
\delta l_{a,0} = \frac{\delta x^0_{a,0}}{\cos \theta_a}, \quad (A.4)
\]

where \( \theta_a \) is the angle between \( \kappa_a \) and the \( z \) direction. Equations (A.1) and (A.2) imply that

\[
\frac{\delta x^0_{a,0}}{\lambda_0} = \frac{\delta x^0_{a,0}(z = 0)}{\lambda_0} = \frac{\delta l_0}{\lambda_0} = \left( \frac{S_{\text{open}}}{N_{\text{open}}} \right)^{1/2}, \quad (A.5)
\]

with \( \lambda_0 = 2\pi/\kappa_a \) and \( \lambda_0 = 2\pi/\kappa_a \). Using Eq. (A.5) and the relation \( |k_{\text{out}}| = \kappa_a \cos \theta_a \), Eq. (A.4) implies

\[
\delta l_{a,0} = \frac{k_0}{|k_{\text{out}}|} \left( \frac{S_{\text{open}}}{N_{\text{open}}} \right)^{1/2}, \quad (A.6)
\]

The number of packets forming the \( a \)-th column within the subdomain \( D_h \) is \( N_a = L_h/\delta l_{a,0} \). Therefore, using Eqs. (A.3) and (A.6), the \( a \)-th column contributes with the energy

\[
\delta E_a = N_a \delta E = L_h(\epsilon) |k_{\text{out}}| \frac{S_{\text{open}}}{k_0} \frac{S_{\text{open}}}{N_{\text{open}}} \frac{E_{\text{tot}}}{S} \frac{S_{\text{open}}}{S} \frac{|k_{\text{out}}|}{k_0} \quad (A.7)
\]

where \( E_{\text{tot}} = \langle \epsilon \rangle S L_h \) is the energy contained in the whole domain \( D_h \).

We now divide the \( k \) axis into a sequence of adjacent bins \( I(k) \); each bin has amplitude \( \Delta k \) and is centred on a value \( k \). We select all the packets whose wavevector \( \kappa_a \) falls into the bin \( I(k) \): the total energy of these packets is

\[
\Delta E(k) = \sum_{k \in I(k)} \delta E_a = \sum_{k \in I(k)} \frac{E_{\text{tot}}}{S} \frac{S_{\text{open}}}{N_{\text{open}}} \sum_{k \in I(k)} \frac{|k_{\text{out}}|}{k_0} = \langle \epsilon \rangle \frac{S_{\text{open}}}{S} p(k), \quad (A.8)
\]

The energy spectrum per unit volume in the homogeneous region is defined as \( \epsilon(k) = \Delta E(k)/(S L_h \Delta k) \). Using Eq. (A.8) we find

\[
\epsilon(k) = \frac{E_{\text{tot}}}{S} \frac{S_{\text{open}}}{N_{\text{open}}} \frac{1}{S} \Delta k \sum_{k \in I(k)} \frac{|k_{\text{out}}|}{k_0} = \langle \epsilon \rangle \frac{S_{\text{open}}}{S} p(k), \quad (A.9)
\]

where

\[
\frac{p(k)}{N_{\text{open}}} \Delta k \sum_{k \in I(k)} \frac{|k_{\text{out}}|}{k_0} \quad (A.10)
\]

the last two equations are Eqs. (35) and (36), respectively.
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