Dissipation in planar resonant planetary systems
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ABSTRACT

Close-in planetary systems detected by the Kepler mission present an excess of period ratios that are just slightly larger than some low order resonant values. This feature occurs naturally when resonant couples undergo dissipation that damps the eccentricities. However, the resonant angles appear to librate at the end of the migration process, which is often believed to be an evidence that the systems remain in resonance. Here we provide an analytical model for the dissipation in resonant planetary systems valid for low eccentricities. We confirm that dissipation accounts for an excess of pairs that lie just aside from the nominal period ratios, as observed by the Kepler mission. In addition, by a global analysis of the phase space of the problem, we demonstrate that these final pairs are non-resonant. Indeed, the separatrices that exist in the resonant systems disappear with the dissipation, and remains only a circulation of the orbits around a single elliptical fixed point. Furthermore, the apparent libration of the resonant angles can be explained using the classical secular averaging method. We show that this artifact is only due to the severe damping of the amplitudes of the eigenmodes in the secular motion.

Key words. celestial mechanics – planets and satellites: general – planetary systems

1. Introduction

Dissipation due to tidal interactions is a possible mechanism that explains the abundance of planetary systems that lie near but not at exact mean-motion commensurability. Papaloizou & Terquem (2010) (in the case of three planets Laplace resonances) and Papaloizou (2011) (for two planets resonances) showed that planets that have been temporarily locked in resonance due to differential migration could have their period ratios to depart from strict commensurability due to the circularization of their orbits by tidal interactions with the star. More recently, Batygin & Morbidelli (2012) and Lithwick & Wu (2012) use similar effects to explain the excess of systems of two planets that lie near resonances but with planets slightly farther from each other than the nominal mean-motion commensurability ratio.

One of the most intriguing features that is common in these different studies is the observation that resonant angles continue to librate far from exact commensurability and the authors leave unanswered the question of determining if these systems are in resonance or not. It seems important to clarify this point and to understand why resonant angles can librate so far from exact commensurability.

Our analysis is based on the study of the phase space of two planets in mean-motion resonance (MMR) in the conservative case (without any dissipation). This is the object of Sect. 2. We pay a particular attention to apsidal corotation resonances (ACR) which play a major role in the dynamics of these systems and in the understanding of the topology of the phase space. ACR have been extensively studied both in the asteroidal restricted problem (e.g. Ferraz-Mello et al. 1993) and the planetary problem (e.g. Hadjidemetriou 2002; Michtchenko et al. 2006).

Most of the studies on the subject have been made using numerical (or semi-analytical) models that remain valid for arbitrary values of the eccentricities but which do not always provide a global picture of the dynamics. In the present study we are only concerned in the dynamics at low eccentricities since our aim is to understand the motion at the end of the circularization process. A completely analytical model is thus well suited in this case. Analytical studies of planetary MMR have already been done up to degree two in eccentricities in the cases of the 2:1 (Callegari et al. 2004) and the 3:2 (Callegari et al. 2006) MMR.

The dissipative case (studied in Sect. 3) is modeled using the conservative case as a basis and very simple and general prescriptions for the dissipation. Our study is mainly aimed at understanding the impact of tides on the dynamics of resonant planets and, in this case, we follow the prescriptions introduced by Papaloizou (2011). However we show that the differential migration process that allows a resonant locking of both planets can also be accounted for in our model. This process has already been widely studied (e.g. Lee & Peale 2002; Ferraz-Mello et al. 2003; Lee 2004; Beaugé et al. 2006), and is also considered in Papaloizou & Terquem (2010); Papaloizou (2011). Eventually, we treat this perturbation of the conservative case by following the lines of Laskar et al. (2012).

In Sect. 4 we show that the final state of the resonant systems that undergo a circularization process is very well characterized by the secular normal form. We explain, with the secular problem, why resonant angles appear to librate even far from resonances.

Finally, we present in Sect. 5 the results of two numerical simulations that confirm and illustrate the different mechanisms that we highlight with our analytical model.
2. Dynamics of two resonant planets in the conservative case

2.1. Model

We study in this section the case of two planets orbiting a star in the same plane and without any dissipative force. This problem is usually referred to as the planar planetary three body problem. We note with a subscript 1 the internal planet and 2 the external one. The star is referred to as body 0. Masses are noted \(m_i\). For both planets we define: \(\mu_i = G(m_0+m_i)\), and \(\beta_i = m_0m_i/(m_0+m_i)\), where \(G\) is the gravitational constant. We note \(a_i\) the semi-major axis of planet \(i\), and \(e_i\) its eccentricity.

We use Delaunay canonical pairs of astrocentric coordinates for both planets. The actions are the circular angular momentum and the angular momentum of both planets:

\[
\hat{\Lambda}_i = \beta_i \sqrt{\mu_i a_i},
\]

\[
\hat{G}_i = \hat{\Lambda}_i \sqrt{1-e_i^2} = \beta_i \sqrt{\mu_i a_i(1-e_i^2)}.
\]

The associated angles are the mean anomalies \((\hat{M}_i)\) and the arguments of periastron \((\hat{\omega}_i)\) of both planets.

The Hamiltonian of the system in these coordinates:

\[
\hat{H} = \hat{H}_0(\hat{\Lambda}) + \hat{H}_1(\hat{\Lambda}, \hat{G}, M, \omega),
\]

where \(\hat{H}_0\) is the Keplerian part and \(\hat{H}_1\) is the perturbative part due to planet-planet interactions taking into account both direct and indirect effects. The Keplerian part depends only on \(\hat{\Lambda}_i\) \((i=1,2)\):

\[
\hat{H}_0 = -\sum_{i=1}^{2} \frac{\mu_i^2 \beta_i^3}{2 \hat{\Lambda}_i^3}.
\]

Whereas the perturbative part depends on all eight Delaunay coordinates. We do not need to express the explicit form of \(\hat{H}_1\) at this point but it could be seen as a Fourier series of all four angles (with coefficients depending on actions).

At first sight, we have to deal with a four degrees of freedom differential system. However, we will now introduce two well-known transformations which will reduce this problem to two degrees of freedom. The first reduction makes use of the total angular momentum conservation and is always valid. The second one corresponds to an averaging of the equations of motion and is only valid near a specified MMR. More precisely, it is only valid far from all other MMR.

2.1.1. Conservation of the total angular momentum

In the Delaunay coordinates system, the total angular momentum conservation \((G = \hat{G}_1 + \hat{G}_2)\) is equivalent to the fact that the Hamiltonian depends only on the value of the difference of arguments of periastron: \(\Delta \omega = \omega_1 - \omega_2\) and not on individual values of both angles. The reduction resulting from the conservation of the angular momentum is performed by using the coordinates \(\Delta \omega, \omega_2\) instead of \(\omega_1, \omega_2\). These two new angles are respectively canonically conjugated to the actions \(\hat{G}_1, \hat{G}_2\). Therefore, the system of coordinates \((M_1, \hat{\Lambda}_1, M_2, \hat{\Lambda}_2, \Delta \omega, \hat{G}_1, \omega_2, \hat{G}_2)\) is canonical and with these coordinates, \(\omega_2\) does not appear anymore in the expression of the Hamiltonian. \(\hat{G}\) is a first integral of the equations of motion. We can thus study the three degrees of freedom system constituted of \((M_1, \hat{\Lambda}_1, M_2, \hat{\Lambda}_2, \Delta \omega, \hat{G}_1)\) and consider \(\hat{G}\) as a parameter of this system.

2.1.2. Averaging the Hamiltonian near a MMR

We now suppose that the system is near a mean-motion commensurability of the form \((p + q)p\), that is:

\[
-pM_1 + (p + q)M_2 \approx 0.
\]

We may then introduce the argument of the \((p + q)p\) MMR:

\[
\sigma = -\frac{p}{q} M_1 + \left(1 + \frac{p}{q}\right) M_2,
\]

such as \(\dot{\sigma} \approx 0\).

We then construct the resonant normal form to the first order of the planets masses (with respect to the stellar mass) by averaging over all rapid angles, i.e. all combinations of the mean anomalies that are not harmonics of \(\sigma\). By doing this averaging we need to introduce a new set of variables which corresponds to the averaged problem. The change of coordinates is close to identity so we can identify both sets of coordinates in first approximation. Strictly speaking the transformation to the initial set of coordinates reintroduces high frequencies (e.g. Morbidelli 2002). Before constructing the normal form, we introduce the change of variables:

\[
\hat{I} = -\frac{q}{p} \hat{\Lambda}_1,
\]

\[
\Gamma = \left(1 + \frac{q}{p}\right) \hat{\Lambda}_1 + \hat{\Lambda}_2,
\]

and we consider the canonical set of coordinates: \((\sigma, \hat{I}, \Delta \omega, \hat{G}_1)\). With this set of coordinates, the resonant normal form is obtained by averaging over \(M_2\). Thus, by definition, \(M_2\) does not appear anymore in the averaged Hamiltonian, and \(\Gamma\) is a first integral of the averaged motion. Therefore, the system is reduced to a two degrees of freedom problem with four canonical coordinates: \((\sigma, \hat{I}, \Delta \omega, \hat{G}_1)\) and two parameters: \(G\) and \(\Gamma\). However this set of coordinates is not very well suited for the study of low-eccentricities systems and it is a lot more convenient to introduce rectangular canonically conjugated variables similar to Poincaré variables.

2.1.3. Rectangular coordinates

We first introduce the two resonant angles which correspond to both planets (e.g. Ferraz-Mello et al. 1993):

\[
\sigma_1 = \sigma - \left(1 + \frac{p}{q}\right) \Delta \omega = -\frac{p}{q} \lambda_1 + \left(1 + \frac{p}{q}\right) \lambda_2 - \omega_1,
\]

\[
\sigma_2 = \sigma - \frac{p}{q} \Delta \omega = -\frac{p}{q} \lambda_1 + \left(1 + \frac{p}{q}\right) \lambda_2 - \omega_2,
\]

where \(\lambda_i = M_i + \omega_i\) is the mean longitude of planet \(i\). We complete this change of variables with the canonically conjugated actions:

\[
\hat{I}_1 = -\frac{p}{q} \hat{G}_1 - \hat{\Lambda}_1 = \hat{\Lambda}_1 - \hat{G}_1,
\]

\[
\hat{I}_2 = \left(1 + \frac{p}{q}\right) \hat{I} + \hat{G}_1 = \hat{\Lambda}_2 - \hat{G}_2 + \hat{G} - \Gamma.
\]

Note that, since \(\hat{G}\) and \(\Gamma\) are constants of the motion, we can redefine the action \(\hat{I}_2\) as:

\[
\hat{I}_2 = \hat{\Lambda}_2 - \hat{G}_2,
\]

without any change for \(\hat{I}_1, \sigma_1\) and \(\sigma_2\).

The associated rectangular coordinates are then:

\[
\hat{\lambda}_i = \sqrt{\hat{I}_i} e^{i \sigma_i}.
\]
2.1.4. Elimination of the first integral \( \Gamma \)

The dynamics of our two degrees of freedom system should depend on the value of both first integrals: \( \Gamma \) and \( \bar{G} \). However, it is possible to eliminate the dependency in \( \Gamma \) by dividing all actions by its value:

\[
\Lambda_i = \frac{\hat{\Lambda}_i}{\Gamma},
\]

\[
G_i = \frac{\bar{G}_i}{\Gamma},
\]

\[
G = \frac{\bar{G}}{\Gamma} = G_1 + G_2,
\]

\[
I_1 = \frac{\hat{I}_1}{\Gamma} = \Lambda_1 - G_1,
\]

\[
I_2 = \frac{\hat{I}_2}{\Gamma} = \Lambda_2 - G_2,
\]

\[
x_i = \frac{\hat{x}_i}{\sqrt{\Gamma}}.
\]

With these renormalized variables, Hamilton equations are still valid if the Hamiltonian is also divided by \( \Gamma \):

\[
\dot{\mathcal{H}} = \frac{\partial \mathcal{H}}{\partial \dot{x}_i}.
\]

However, the Hamiltonian \( \dot{\mathcal{H}} \), and thus the dynamics, still depend on the value of \( \Gamma \). The complete elimination of \( \Gamma \) is achieved by renormalizing both energy and time scales:

\[
\mathcal{H} = \Gamma^3 \dot{\mathcal{H}} = \Gamma^2 \dot{\mathcal{H}},
\]

\[
\tau = \frac{\Gamma}{\Gamma^2},
\]

It can be verified that \( \mathcal{H} \) does not depend anymore on \( \Gamma \) and Hamilton’s equations now reads:

\[
\frac{dx_i}{d\tau} = -i \frac{\partial \mathcal{H}}{\partial x_i}.
\]

This means that the value of \( \Gamma \) does not influence the dynamics of the system except by changing the scales of distance, time and energy (respectively by a factor of \( \Gamma^2 \), \( \Gamma^3 \) and \( 1/\Gamma^2 \)). With this renormalization, we reduced the number of parameters of our system from two \( (\bar{G}, \Gamma) \) to one \( (G = \bar{G}/\Gamma) \).

2.1.5. Explicit form of the Hamiltonian

We need to express the Hamiltonian \( \mathcal{H} \) as a function of \( x_i \) (\( i = 1,2 \)) and \( G \). Let us start with the Keplerian part. The renormalized Keplerian part \( (\mathcal{H}_0) \) has the same form as \( \mathcal{H}_0 \) (see Eq. (4)) if we replace \( \hat{\Lambda}_i \) with \( \Lambda_i \). Moreover, \( \Lambda_i \) are simple functions of \( x_i \) and \( G \):

\[
\Lambda_1 = -\frac{p}{q} (G + \mathcal{D} - 1),
\]

\[
\Lambda_2 = 1 - \left(1 + \frac{q}{p}\right) \Lambda_1 = \left(1 + \frac{p}{q}\right) (G + \mathcal{D} - \frac{p}{q}),
\]

where \( \mathcal{D} \) is the (renormalized) angular momentum deficit (AMD, e.g. Laskar 2000) defined by:

\[
\mathcal{D} = \sum_{i=1}^{2} x_i \tilde{\Omega}_i \quad (= \Lambda_1 + \Lambda_2 - G).
\]

Therefore, the Keplerian part is obtained by substituting \( \Lambda_i \) values in the expression of \( \mathcal{H}_0 \). This expression is then expanded to a given degree in eccentricities (i.e. to a given power in \( x_i \) variables). Note that the Keplerian part is now expressed as a power series of eccentricities even if it only depends on semi-major axes in Delaunay coordinates system. It should be remarked that \( x_i \) variables only appear in the Keplerian part with \( \mathcal{D} \) (which is of degree two and symmetrical for both planets). As a consequence the Keplerian part only contains terms of even degree in eccentricities.

For the perturbative part, we use the expansion method presented in Laskar & Robutel (1995) and implemented in the algebraic manipulator TRIP (Gastineau & Laskar 2011). The Poincaré coordinates used in Laskar & Robutel (1995), noted \( x \) and \( x' \), are related to our rectangular coordinates with the relations:

\[
x = \frac{\tilde{x}_1}{\sqrt{\Gamma}} e^{i \sigma_0},
\]

\[
x' = \frac{\tilde{x}_2}{\sqrt{\Gamma}} e^{i \sigma_0},
\]

with:

\[
\sigma_0 = -\frac{p}{q} \Lambda_1 + \left(1 + \frac{p}{q}\right) \Lambda_2.
\]

The Laskar & Robutel (1995) method is aimed at computing the perturbative part of the Hamiltonian in power series of \( x \), \( x' \), and in Fourier series of the mean longitudes \( \lambda_1, \lambda_2 \) (with coefficients depending on \( \Lambda_i \)). The averaging method described in Sect. 2.1.2 consists in selecting in this expansion the terms that do not depend upon combinations of the mean longitudes other than \( \sigma_0 \) (and its harmonics).

Then it is straightforward to express \( \mathcal{H}_i \) as a function of \( x_i \) and \( G \), by substituting \( x \) and \( x' \) and \( \hat{\Lambda}_i \) by their values and renormalizing by \( \Gamma \). We obtain a power series of \( x_i \) with coefficients depending on \( G \).

The ratio between the perturbative and the Keplerian parts is of the order of the mass ratio between the planets and the star. To be consistent, the Keplerian part must be expanded to a higher degree in eccentricities than the perturbative part.

As an example, for a first order resonance (of the form \( p + 1; p \)), the Hamiltonian expanded to the fourth degree in eccentricities for the Keplerian part and to the second degree for the perturbation (noted degree 4-2) has the form:

\[
\mathcal{H} = K^{(2)} \mathcal{D} + K^{(4)} \mathcal{D}^2 + S^{(0)} D + S^{(2)} x_1 \tilde{x}_1 + S^{(2)} x_2 \tilde{x}_2 + S^{(2)} (x_1 \tilde{x}_2 + x_2 \tilde{x}_1) + R^{(2)} (x_1 + \tilde{x}_1) + R^{(2)} (x_2 + \tilde{x}_2) + R^{(2)} (x_1 x_2 + \tilde{x}_1 \tilde{x}_2),
\]

where all coefficients \( K, S, R \) depends on \( G \) and on the masses, and \( K \) stands for Keplerian terms, \( S \) for secular terms and \( R \) for resonant terms (see Appendix A for a description of their computation). For a resonance of order two (or more), the expression would be similar but there would not be resonant terms of the degree one. These terms are very important in the dynamics since they introduce constant terms (non-zero right-hand side) in Hamilton’s equations (Eq. (24)). When there are no first degree terms (resonance of order two or more), \( x_i = 0 \) (\( i = 1,2 \)) is always a fixed point. On the contrary, for first order resonances, this fixed point does not exist and an initially circular system will not stay circular. Note that since the Hamiltonian is expanded as series of eccentricities, this model is only valid for low eccentricities.
2.2. Study of the dynamics

2.2.1. Energy levels

We consider a first order resonance and construct the resonant normal form developed up to degree 4 for the Keplerian part and to first degree for the perturbation (notated degree 4-1). For given values of the masses of the three bodies, a given mean-motion commensurability \((p+q)/p\), and a given value of \(G\), we are able to compute the needed coefficients \(K\), \(S\) and \(R\). We can then look at the energy levels of this Hamiltonian. Since our problem has two degrees of freedom and four dimensions, we cannot have a global view of these energy levels but we can represent them on section planes. Figure 1 shows the energy levels, represented in different section planes (see the legend), in the case of the 2:1 MMR with a star mass of \(m_0 = m_0\) (solar mass), planets masses of \(m_1 = m_2 = m_0\) (Earth’s mass), and with \(G = G_0(1-10^{-4})\). \(G_0\) is the value of the total circular angular momentum at nominal resonance. At nominal resonance, the exact commensurability of mean-motions induces the relation:

\[
\frac{n_{1,r}}{n_{2,r}} = 1 + \frac{q}{p} = \frac{\Lambda_{2,r}}{\Lambda_{1,r}} = \frac{\Lambda_{2,r}}{\Lambda_{1,r} G},
\]

(32)

\[
\eta = \left(\frac{\mu_1}{\mu_2}\right)^{2/3} \frac{\beta_1}{\beta_2} = \left(\frac{m_0 + m_2}{m_0 + m_1}\right)^{1/3} \frac{m_1}{m_2}.
\]

(33)

Together with the relation \((1 + \frac{q}{p})\Lambda_{1,r} + \Lambda_{2,r} = 1\) (see Eq. (26)), this imposes the values \(\Lambda_{1,r}\) and \(\Lambda_{2,r}\) at nominal resonance:

\[
\Lambda_{1,r} = \left[1 + \left(\frac{1}{\eta}\right) \left(1 + \frac{q}{p}\right) \right]^{-1},
\]

(34)

\[
\Lambda_{2,r} = \left[1 + \left(\frac{1}{\eta}\right) \left(1 + \frac{q}{p}\right)^{2/3}\right]^{-1},
\]

(35)

\[G_0 = \Lambda_{1,r} + \Lambda_{2,r} = \left[1 + \frac{q}{p} \right] \left[1 + \left(1 + \frac{q}{p}\right)^{1/3} \eta^{-1}\right]^{-1}.
\]

(36)

In Fig. 1, we distinguish three areas in the different section planes (except in the plane \((\sin \sigma_1, \sin \sigma_2)\) on the top right of the graph). There are two zones of circulation: internal circulation for low eccentricities and external circulation for high eccentricities. Between these two circulation areas, we observe a libration zone (banana-shaped level curves) separated from both circulation areas by two separatrices. Fixed points of the system (see next section) are marked with colored dots (for stable ones) and crosses (for unstable ones). The red dot corresponds to the libration center in Fig. 1, bottom-left.

Figure 2 shows the energy levels on the section plane defined by \(\sin \sigma_1 = \sin \sigma_2 = 0\) for increasing values of the parameter \(G\) and for the 2:1 and the 3:2 MMR. The masses are the same as for Fig. 1 \((m_0 = m_0\), \(m_1 = m_2 = m_0\)). Figure 2, C1 is the same as Fig. 1, bottom-left. When \(G\) decreases (Figs. 2, A1, B1), the libration area moves to higher eccentricities and the internal circulation area takes more space. On the contrary, for higher values of \(G\) (Figs. 2, D1 to F1), the internal circulation and the libration areas tend to shrink and eventually completely disappear leaving only the external circulation area.

We observe the same evolution for the 3:2 MMR (Figs. 2, A2 to F2) and it seems that this behavior is common to all first order MMR.

Even if these section planes give an insight on the nature of the motion, it is important to keep in mind that the real motion occurs on the total four dimensional phase space and that these sections cannot provide a global picture of the dynamics. The easiest way to have a good insight on the global structure of the phase space is to look at the positions and natures of the fixed points of the system. These fixed points are commonly referred to as apsidal corotation resonances or ACR (e.g. Ferraz-Mello et al. 1993).

2.2.2. Fixed points

The positions of the fixed points are obtained solving Hamilton’s equations (Eq. (24)). For instance, at degree 4-2 (Eq. (31)):

\[
0 = \left(K_{12}^{(2)} + 2K_{12}^{(4)} D + S^{(0)} + S_{12}^{(2)} x_1 + S_{12}^{(2)} v_2 + 2R_1^{(2)} x_1 + R_1^{(2)} v_2 + R_1^{(2)}\right),
\]

(37)

\[
0 = \left(S_{12}^{(2)} x_1 + \left(K_{12}^{(2)} + 2K_{12}^{(4)} D + S^{(0)} + S_{12}^{(2)} v_2 + 2R_1^{(2)} x_1 + R_1^{(2)} v_2 + R_1^{(2)}\right)\right).
\]

(38)

This imply to solve a system of four polynomial real equations (real and imaginary parts of Eqs. (37), (38)) with four real unknowns (real and imaginary parts of \(x_1, x_2\)). We solve it using the Maple RootFinding[Isolate] function (see Rouillier 1999).

Then, for each solution, we linearize the equations of motion around the fixed point in order to compute the eigenvalues and to distinguish between elliptic (purely imaginary eigenvalues) and hyperbolic (nonzero real parts) fixed points.

Degree 4-1

Figure 3 shows the positions and nature of ACR solutions as functions of \(G\), in case of the 2:1 MMR with the same masses...
Fig. 2. Energy levels sections in the plane defined by $\sin \sigma_1 = \sin \sigma_2 = 0$ for the 2:1 resonance (A1 to F1), and the 3:2 resonance (A2 to F2). The constant $G/G_0 - 1$ is set to $-10^{-3}$ (A1, A2), $-5 \times 10^{-4}$ (B1, B2), $-10^{-4}$ (C1, C2), $-3.2 \times 10^{-5}$ (D1, D2), $-3 \times 10^{-5}$ (E1, E2), and $+10^{-3}$ (F1, F2). Stable ACR solutions are highlighted with colored dots (red and green). Unstable ones are highlighted with colored crosses (blue). The star mass is given by $m_0 = m_\odot$ and planets masses by $m_1 = m_2 = m_\oplus$. The Hamiltonian is developed up to degree 4-1. Note that the scales are different for graphs A1, A2, B1, and B2 than for other graphs.
A1 to D1. The red elliptic ACR corresponds to the center of the libration area. The green one corresponds to the center of the internal circulation area. The blue hyperbolic ACR corresponds to the crossing of internal and external separatrices.

Around $G = G_0$, we observe a bifurcation and the green and the blue ACR disappear whereas the red one remains the only one to survive and it stay stable. This corresponds to the situation observed in Fig. 2, E1, F1 and which cannot be considered as a resonant situation.

In order to have a better view of the spatial positions of these ACR we plotted in Fig. 4 the semi-major axes ratio of ACR solutions as functions of $G$. We observe that the center of libration corresponds to values of $\alpha$ lower than the nominal resonant value. This is equivalent to values of $P_2/P_1$ greater than the nominal resonant value (2). It means that planets are farther away from each other than the nominal resonance distance. On the contrary, the hyperbolic ACR and the center of the internal resonant area correspond to higher values of $\alpha$, thus two planets closer to each other than the nominal resonance distance.

Note that when the system moves away from the semi-major axes nominal resonant ratio, both elliptic ACR solutions tend to zero eccentricities (Figs. 3 and 4).

**Higher degrees of development**

In order to evaluate the upper bound of the eccentricities for which the situation that we described is realistic we compare the results obtained for increasing degree of development of the Hamiltonian. If the global structure of the phase space remains the same for higher degrees and the number, natures and positions of ACR seem to converge we can consider that our model is realistic.

We realized different tests in order to compare the structure of the phase space for different degrees. It seems that the degree of development of the Keplerian part is not significantly affecting the structure of the phase space as long as we keep the first four degrees terms. The main effect of the subsequent terms is to slightly shift the structures. However, the degree of development of the perturbative part is more important.

Figures 5, and 6 show the ACR positions of the 2:1 MMR as functions of $G$ in the same case than before but with a resonant Hamiltonian developed up to degree 4-2, 4-3, and 4-4. Figure 5 show the ACR positions in the directions of $\cos \sigma_1$, and Fig. 6 show them in the directions of $\sin \sigma_1$. We only plot the degree 4-2 in Fig. 6 because at degrees 4-3, and 4-4, all ACR solutions have $\sin \sigma_1 = 0$.

We see that around $G = G_0$ the structure of the phase space remains the same as for degree 4-1. However, the presence of degree two terms induces a significant change in the position of the libration center in the direction $e_2\cos \sigma_2$. This shift is also observed at degrees 4-3 and 4-4. For $G < G_0(1-2 \times 10^{-3})$ a more complex structure appears at degree 4-2 with two new fixed points that diverge from the libration center in the direction of $\sin \sigma_1$. Note that this structure disappears at degrees 4-3 and 4-4. We thus interpret this structure as an artifact due to a too low degree of development. Between degree 4-3 and degree 4-4 there are no significant changes in the structure of the phase space but the degree 4-4 brings small corrections to the positions of ACR solutions. We thus conclude that for the small eccentricities considered here, the structure would no change qualitatively if we consider higher degrees of development.

Moreover, the structure of the phase space at higher eccentricities is not important for the following discussion since we are interested in the very end of a tidal circularization process of a resonant system when planets have low eccentricities.

The same analysis can be done for any first order MMR. For instance, Figs. 7, and 8 show the ACR positions of the 3:2 MMR in the same conditions (masses, etc.) as previously and with a Hamiltonian developed up to degree 4-1 (Fig. 7), 4-2, 4-3, and 4-4 (Fig. 8). The structure of the phase space is very similar at low eccentricities. As for the 2:1 resonance, at degree 4-2, some complex structures appear for low values of the parameter $G$. However these structures are completely different between degrees 4-2, 4-3, and 4-4 so they should also be consider as artifacts. For $G > G_0(1-1.5 \times 10^{-3})$ the structure of the phase space is the same between degrees 4-3 and 4-4, and is very similar to the structure observed for the 2:1 MMR. This should not
3. Dynamics of two resonant planets with dissipation

In this section we consider the case of two planets in resonance in the presence of a dissipative force (tidal effect with the star, planet-disk interactions, etc.). In this case, $\dot{G}$ and $\Gamma$ are no longer constants of the motion. However, if the dissipative force is sufficiently weak, their evolution is slow and we can apply the adiabatic invariant theory (see Henrard 1982; Henrard & Lemaitre 1983). This means that the short term evolution of the system is still close to the one observed in the conservative case. On the long term, the dissipation affects the constants $\dot{G}$ and $\Gamma$ and thus
the parameter $G$. When $G$ evolves, the phase space of the system evolves as presented in the previous section.

Depending on the type of dissipation, $G$ can either increase or decrease. Its evolution depends on how the dissipation affects the eccentricities and the semi-major axes of both planets. More precisely, the derivative of $G$ is given by:

$$\frac{dG}{dt} = \frac{\Lambda_1}{1 - e_i^2} \left(\dot{e}_1\right) + \frac{\Lambda_2}{1 - e_i^2} \left(\dot{e}_2\right) + \frac{1}{2} \Lambda_1 \Lambda_2 \left(\sqrt{1 - e_i^2} - \left(1 + \frac{q}{p}\right) \sqrt{1 - e_i^2}\right) \left(\dot{\alpha}/\alpha\right),$$

(39)

where $(\dot{e}_i/e_i)_{1d}, (\dot{\alpha}/\alpha)_{1d}$ are given by the dissipation model and $\Lambda_i$ are the renormalized (by $\Gamma$) actions.

3.1. Migration

In the case of strong migration of the planets and with low eccentricities, the dominant term in Eq. (39) is the third one which depend on the semi-major axes ratio evolution. For low eccentricities we have:

$$\sqrt{1 - e_1^2} - \left(1 + \frac{q}{p}\right) \sqrt{1 - e_2^2} \sim -\frac{q}{p} < 0.$$

(40)

Thus, if the planets undergo convergent migration $(\dot{\alpha}/\alpha)_{1d} > 0)$, $G$ should decrease and if the migration is convergent, $G$ should increase. As it is already known (see Henrard & Lemaitre 1983), a resonant capture can occur only if the migration is convergent and the resonance is crossed with a decreasing parameter $G$.

3.2. Tidal circularization

3.2.1. Evolution of the parameter $G$

In the case of circularization of the orbits due to tides raised on the planets by the star, the angular momentum of each planet is almost conserved and the dissipation in eccentricities reads to lower order in eccentricities (see Papaloizou 2011):

$$\frac{de_i}{dt} \mid_{1d} = -\frac{e_i}{\tau_{e,i}}.$$

(41)
where \( t_{e,i} \) is a damping constant (see Eq. (82)). Since the angular momentum of each planet remains unaffected by the dissipation, the semi-major axes compensate the eccentricities decreases. The evolution of semi-major axes then reads to lowest order in eccentricities:

\[
\frac{da_i}{dt} = 2a_i \epsilon_i \frac{de_i}{dt} = -2 \epsilon_i^2 \tau_{e,i}.
\]

(42)

In this case, the easiest way to compute how the dissipation affects the constant \( G \) is not to use Eq. (39) but to go back to the definition of \( G \). Since \( G = G/\Gamma \) and \( \dot{G} \) is conserved, we have:

\[
\left( \frac{\dot{G}}{\dot{G}} \right)_{\text{id}} = -\left( \frac{1}{\Gamma} \right)_{\text{id}}.
\]

(43)

From Eq. (42) we deduce the impact of the circularization process on \( \dot{\Lambda}_i \) (to lowest order in eccentricities):

\[
\frac{d\dot{\Lambda}_i}{dt} = -\epsilon_i^2 \dot{\Lambda}_i/\tau_{e,i}.
\]

(44)

Therefore, the evolution of \( \Gamma \) is given by:

\[
\frac{d\Gamma}{dt} = \left( 1 + \frac{q_i}{p_i} \right) \epsilon_i^2 \left( \frac{\dot{\Lambda}_1}{\tau_{e,1}} - \frac{\dot{\Lambda}_2}{\tau_{e,2}} \right) < 0.
\]

(45)

And the evolution of \( G \) is governed by:

\[
\frac{dG}{dt} = G \left( 1 + \frac{q_i}{p_i} \right) \epsilon_i^2 \left( \frac{\dot{\Lambda}_1}{\tau_{e,1}} + \frac{\dot{\Lambda}_2}{\tau_{e,2}} \right) > 0.
\]

(46)

It results that, in the case of tidal circularization of the orbits, \( G \) slowly increases with time (dominant term of order 2 in eccentricities). Looking at Figs. 3 to 8, the position of the system on these graphs will slowly migrate from the left to the right, and eventually, the system will pass through the bifurcation (around \( G = G_0 \)). The only remaining ACR solution is the one that corresponds to the libration center but the separatrix of the resonance and the resonant area disappear. The motion around the only remaining fixed point is elliptic and this fixed point is quickly decreasing to zero eccentricities. Thus, the motion should be very well approximated by the secular problem (using a complete averaging instead of the partial one introduced to obtain the resonant normal form). Looking at Fig. 4, we see that the remaining ACR depart from exact commensurability with a lower value of \( \alpha \) (and higher value of \( P_1/P_i \)) than the nominal resonance value. This corresponds to planets farther away from each other than the nominal resonant distance. Therefore, as noticed by Papaloizou & Terquem (2010) the long-term effect of the tidal circularization is a repulsion of both planets. This is why Batygin & Morbidelli (2012) and Lithwick & Wu (2012) invoke this process to explain the excess of Kepler systems whose planets are just slightly further away from each other than nominal resonances.

**3.2.2. Motion around the libration center**

The dissipation strongly affects the eccentricities (dominant terms of order one in Eq. (41)) whereas the constants \( \Gamma \) (or \( G \)) are only slightly affected (dominant terms of order two in Eqs. (45), (46)). Thus, we can consider that the damping of eccentricities happens on a shorter time scale than the evolution of \( \Gamma \) and \( G \). These quantities can thus still be considered as constants (in first approximation) when we take into account the damping of eccentricities in the equations of motion (adiabatic invariant theory). From Eq. (41), we deduce:

\[
\frac{dx_i}{dt} = -\frac{x_i}{\tau_{e,i}},
\]

(47)

with \( \tau_{e,i} = t_{e,i}/\Gamma \).

Now, suppose that the system lie in the vicinity of the libration center of a first order MMR whose position is noted \( x^0 \) (\( \Gamma = 1, 2 \)). Let us define the vector \( x \) as:

\[
x = \begin{pmatrix} x_1 \\ x_2 \\ x_1 \\ x_2 \end{pmatrix}.
\]

(48)

We can linearize the equations of motion (of the conservative case) around the fixed elliptic point \( x^0 \):

\[
\dot{x} = i\Lambda_+ (x - x^0) - \delta B x.
\]

(49)

Equations of motion of the dissipative problem are thus simply given (to first order in eccentricities) by:

\[
\dot{x} \approx i\Lambda_+ (x - x^0) - \delta B x,
\]

(50)

with (Eq. (47)):

\[
\delta B = \begin{pmatrix}
\frac{1}{\tau_{e,1}} & 0 & 0 & 0 \\
0 & \frac{1}{\tau_{e,2}} & 0 & 0 \\
0 & 0 & \frac{1}{\tau_{e,1}} & 0 \\
0 & 0 & 0 & \frac{1}{\tau_{e,2}}
\end{pmatrix}.
\]

(51)

Thus:

\[
\dot{x} = (i\Lambda - \delta B)(x - x^0),
\]

(52)

with

\[
x^1 = (i\Lambda - \delta B)^{-1} i\Lambda x^0 = \left( 1 + i\Lambda^{-1} \delta B \right)^{-1}.
\]

(53)

Since \( \delta B \) is a perturbation of \( i\Lambda \), we can make the approximation (to first order):

\[
\left( 1 + i\Lambda^{-1} \delta B \right)^{-1} \approx \left( 1 - i\Lambda^{-1} \delta B \right).
\]

(54)

Hence:

\[
x^1 \approx \left( 1 - i\Lambda^{-1} \delta B \right)x^0 = x^0 - i\Lambda^{-1} \delta B x^0.
\]

(55)

The dynamics around the libration center is thus modified by the dissipation in two different ways. First, the position of the fixed point is slightly changed by the offset \( A^{-1} \delta B x^0 \) in the imaginary directions (see Eq. (55)). Secondly, the matrix giving the motion around the fixed point is modified (see Eq. (52)).

Noting \( y = x - x^1 \), we can apply directly the method described in Laskar et al. (2012) to \( y \). This method highlights the effects of the perturbation on the eigenvectors (i.e. the diagonalizing linear transformation) and on the eigenvalues of the system. If we note \( S_0 \) the diagonalizing matrix and \( D_0 = \text{diag}(g_1, g_2, g_1, -g_2) \) the diagonalized matrix of the conservative case such as:

\[
y = S_0 \mu,
\]

(56)

\[
D_0 = S_0^{-1} A S_0,
\]

(57)

\[
\mu = i D_0 \nu.
\]

(58)
where $u$ is the vector of eigenmodes and $g_1$, $g_2$ are the eigenvalues. The diagonalizing matrix and the diagonalized matrix in the dissipative case are given by:

$$S = S_0(I + i\delta S_1), \quad (59)$$

$$D = iD_0 - \delta D_1. \quad (60)$$

The small change $\delta S_1$ of the eigenvectors (see Laskar et al. 2012) does not introduce a major change in the dynamics but can be seen as a corrective term as well as the correction on the position of the fixed point. However, the perturbation $\delta D_1$ of the eigenvalues is much more important. Noting $\delta D_1 = \text{diag}(\gamma_1, \gamma_2, \gamma_1, \gamma_2)$, we have:

$$\gamma_i = (S_0^{-1} \delta BS_0)_i, \quad (61)$$

and these coefficients are real and positive. Finally the diagonalized equations of motion now read:

$$u = \text{diag}(ig_1 - \gamma_1, ig_2 - \gamma_2, -ig_1 - \gamma_1, -ig_2 - \gamma_2)u. \quad (62)$$

Thus, the dissipation introduces negative real parts ($-\gamma_i$) in the eigenvalues of the system. Therefore, all the eigenmodes will be damped on time scales given by these coefficients and the fixed point is no more elliptic but attractive. The main short-term effect of the dissipation is to induce an attraction of the system toward the libracion center.

To sum up, the tidal circularization process induce two main effects for planets that are initially resonant. On the short-term, planets tend to reach the stable ACR solution corresponding to the libration center and whose position is slightly modified by the dissipative terms. On the long-term, planets tend to leave the resonance by moving away from each other (the parameter $G$ increases and the planets follow the stable ACR outside of the resonance).

Note that, even outside of the resonance, the attractive ACR solution continues to exist and is not exactly at zero eccentricities. We will focus in the next section on the behavior of the resonant angles outside the resonance.

### 4. Secular motion at very low eccentricities

In this section we consider a conservative system of two planets around a star (on the same plane) that are far from any resonance and which have very low eccentricities. More precisely, we suppose that eccentricities have already been damped by the dissipation and we study the dynamics of the system after the dissipation process. We are in the field of application of the secular normal form. We start our study with the Poincaré rectangular astrocentric coordinates: $(\lambda_i, \Lambda_i, y_i, -i\tilde{y}_i)$ for each planet ($i = 1, 2$) (e.g. Laskar & Robutel 1995). Note that, for the simplicity of notations, we omit the hats even if these variables are not renormalized anymore by $\Gamma$. $y_1$, $y_2$ are the usual Poincaré rectangular coordinates that are noted $x$, $x'$ in Laskar & Robutel (1995):

$$y_i = \sqrt{\Lambda_i} \sqrt{1 - \frac{1}{\Lambda_i} e^{2i\lambda_i}} = \bar{x}_i e^{2i\lambda_i}. \quad (63)$$

The Hamiltonian can be developed in power series of $y_i$, $\bar{y}_i$ and in Fourier series of the mean longitudes $\lambda_i$:

$$\mathcal{H} = \mathcal{H}_0(\Lambda) + \mathcal{H}_1(\lambda, \Lambda, y, \bar{y}), \quad (64)$$

$$\mathcal{H}_1 = \sum_{k,m,n,m} h_{k,m,n}(\bar{\Lambda}) \bar{y}_m \bar{y}_n e^{ik\lambda_1 + ik\lambda_2}, \quad (65)$$

where the $D'$ Alembert rule reads:

$$k_1 + k_2 + m_1 + m_2 - m_1 - m_2 = 0, \quad (66)$$

and the coefficients $h_{k,m,n}$ are functions of $\Lambda_1$, $\Lambda_2$ which can be expressed in terms of Laplace coefficients (see Laskar & Robutel 1995).

To first order of the planets masses, the secular normal form is obtained by averaging the perturbative part of the Hamiltonian over the mean longitudes. This is performed by introducing a change of coordinates close to the identity. Let us note $(\lambda_1, \bar{\Lambda}, \bar{y}_1, -i\bar{y}_1)$ the new coordinates, $\mathcal{H}$ the new Hamiltonian, and $W_i$ the generating Hamiltonian of the transformation. By definition, if we note $\mathcal{H}_0$ and $\mathcal{H}_1$ the Keplerian part and the first order part (in planets masses) of the new Hamiltonian, the transformation reads (to first order in planets masses):

$$\mathcal{H}_0 = \mathcal{H}_0, \quad (67)$$

$$\mathcal{H}_1 = \mathcal{H}_1 + [W_1, \mathcal{H}_0], \quad (68)$$

where the Poisson brackets are noted with brackets. The secular normal form (at the first order) is obtained by imposing:

$$\mathcal{H}_1 = \mathcal{H}_1 + [W_1, \mathcal{H}_0] = 0. \quad (69)$$

Equation (69) is commonly called the homological equation and its solution is given by:

$$W_1 = \sum_{k,n,m} h_{k,m,n}(\bar{\Lambda}) \bar{y}_m \bar{y}_n e^{ik\lambda_1 + ik\lambda_2}. \quad (70)$$

where $n_1, n_2$ are the unperturbed Keplerian mean-motions of the planets.

By construction the secular Hamiltonian reads to first order of the masses:

$$\bar{\mathcal{H}} = \mathcal{H}_0(\bar{\Lambda}) + \sum_{m,n,m} h_{0,m,n}(\bar{\Lambda}) \bar{y}_m \bar{y}_n e^{ik\lambda_1 + ik\lambda_2}. \quad (71)$$

$\bar{\Lambda}_1$ and $\bar{\Lambda}_2$ are constants of the motion (first integrals) and $\bar{y}_1 = \bar{y}_2 = 0$ is a stable fixed point around which the equations of motion can be linearized (Lagrange-Laplace theory). The change of variables is constructed to be close to the identity, but the reversion to the initial set of coordinates reintroduces short period terms. This reversion reads up to the first order in planet masses:

$$\lambda_i = \lambda_i + [W_1, \bar{\lambda}_i] = \lambda_i - \frac{dW_1}{d\lambda_i}, \quad (72)$$

$$\Lambda_i = \bar{\lambda}_i + [W_1, \bar{\lambda}_i] = \Lambda_i - \frac{dW_1}{d\lambda_i}, \quad (73)$$

$$y_i = \bar{y}_i + [W_1, \bar{y}_i] = \bar{y}_i + \frac{dW_1}{d\bar{y}_i}. \quad (74)$$

In general, this reversion to the original set of variables only introduces small corrections to the dominant secular terms. But if secular eigenmodes are totally damped (i.e. $\bar{y}_1 = \bar{y}_2 = 0$), the only terms that are nonzero in the expressions of $y_1, y_2$ are those corresponding to first order mean-motion commensurabilities:

$$y_1 = i \frac{dW_1}{d\bar{y}_1} \sum_{p} \frac{h_{i-p,p+1,0,0}(\bar{\Lambda})}{n_2(p+1) - n_1 p} e^{i(p+1)\lambda_2 - p\lambda_1}, \quad (75)$$

$$y_2 = i \frac{dW_1}{d\bar{y}_2} \sum_{p} \frac{h_{i-p,p+1,0,0}(\bar{\Lambda})}{n_2(p+1) - n_1 p} e^{i(p+1)\lambda_2 - p\lambda_1}. \quad (76)$$
Now, if we consider a system which is near a first order mean-motion commensurability \((p+1):p\) but still outside it, the divisor \((p+1)m_2 - pm_1\) is smaller than the others (but not considerably small) and the corresponding term dominates the evolution of \(y_1\) and \(y_2\). Thus \(y_1\) and \(y_2\) are of the form:

\[
y_1 \approx \frac{h_{(p+1):p}(0,0,0,1,0,0)}{n_2(p+1) - n_1 p} e^{i(p+1)\lambda_2 - p\lambda_1},
\]

\(y_2 \approx \frac{h_{(p+1):p}(0,0,0,0,1,0)}{n_2(p+1) - n_1 p} e^{i(p+1)\lambda_2 - p\lambda_1},\)

(77)

(78)

In terms of arguments of periastron (see Eq. (63)), this means that:

\[\omega_i \approx (p+1)\lambda_2 - p\lambda_1 + \epsilon_i,\]

(79)

where \(\epsilon_i = 0\) or \(\pi\), depending on the sign of the amplitudes in Eqs. (77), (78). Of course, in this situation the resonant angles \(\sigma_1 = (p+1)\lambda_2 - p\lambda_1 - \omega_1\) and \(\sigma_2 = (p+1)\lambda_2 - p\lambda_1 - \omega_2\) will librate (around 0 or \(\pi\)). Figure 9 illustrates this phenomenon of artificial libration. It is important to notice that contrary to the resonant case, \((p+1)\lambda_2 - p\lambda_1\) and \(\omega_i\) are dominated by short periods (high frequencies). In the resonant case, we always have \((p+1)\lambda_2 - p\lambda_1 = 0\), thus \((p+1)\lambda_2 - p\lambda_1\) has a long period and \(\omega_i\) are dominated by secular eigenmodes, which also have long periods. This is the reason why the classical secular averaging is valid in this case.

Thus, in the case of very low eccentricities, when eigenmodes are almost completely damped by dissipation (Fig. 9, A2, B2), the fact that the resonant angles are librating (Fig. 9, B2) does not mean that the system is resonant. It is just a geometrical effect due to the fact that the circulation center is not at zero. More precisely, the amplitude of the considered argument (Eqs. (77), (78)) is larger than the amplitude of the proper mode.

5. Numerical simulation

In order to confirm the different behaviors of resonant systems with dissipation that we highlighted in Sect. 3, we ran two numerical simulations, one in the case of the 3:2 MMR and the other for the 2:1 MMR.

5.1. Simulation S1, 3:2 MMR

The first numerical simulation concerns the two innermost planets of the GJ581 system which are near the 3:2 MMR (e.g. Papaloizou 2011). Our simulation is comparable to the one presented in Papaloizou (2011). The star mass is \(m_0 = 0.31 m_\odot\), and planets masses are set to \(m_1 = 1.94 m_\oplus\) and \(m_2 = 15.64 m_\oplus\). The initial semi-major axes are set to \(a_1 = 0.11\) AU and \(a_2 = 0.15\) AU. Initial eccentricities are set to \(e_1 = 0.01\), and \(e_2 = 0.001\). At the beginning of the simulation both planets undergo a migration process due to interactions with a disk. We adopted the same migration time scale as Papaloizou (2011):

\[
t_{\text{mig,i}} = 4.375 \times 10^5 \frac{m_0}{m_i} \text{yr}.
\]

(80)

Because the outer planet is more massive, its migration is more efficient and the system undergo a convergent migration. During this migration phase the time scale of the circularization is set to be 100 times shorter than the migration time scale (see Lee & Peale 2002):

\[
t_{c,i} = \frac{t_{\text{mig,i}}}{100}.
\]

(81)

At \(t = 10\) kyr, the migration stops (the disk is gone) and the only dissipative force that remains is the tidal interaction with the star. The timescale of this circularization process is given by (still following Papaloizou 2011):

\[
t_{c,i} = 4.65 \times 10^5 \left[ \frac{m_0}{m_i} \right]^{3/2} \left[ \frac{m_0}{m_i} \right]^{2/3} \left( \frac{20 \alpha_i}{1 \text{AU}} \right)^{6.5} Q' \text{yr},
\]

(82)

where \(Q'\) is a parameter of the tidal dissipation model. \(Q'\) is set to 1.5 in this simulation in order to reduce the computation time required to see the effect of the circularization (see Papaloizou 2011). A realistic value would be several order of magnitude greater. This means that the time scale of the evolution of the system during the circularization process in our simulation is much shorter than the realistic one. We perform a direct n-body integration of the system using the ODEX integrator (see Hairer et al. 2010), with the dissipative force acting on each planet given by:

\[
F_d = -\frac{1}{t_{\text{mig,i}}} \frac{dr_i}{dt} - \frac{2}{r_i^2 t_{\text{c,i}}} \left( \frac{dr_i}{dt} r_i \right) r_i.
\]

(83)

Figure 10 shows the evolution of semi-major axes, and eccentricities of both planets as well as the evolution of the parameter \(G\)
at the beginning of the simulation (up to 20 kyr). During the first 10 kyr of the simulation, the planets undergo convergent migration and $G$ decreases (Fig. 10, bottom in gray). The system enters very quickly in the 3:2 resonance and we can see in Fig. 10, middle, that the semi-major axes stay locked in the resonant ratio. As explained by Lee & Peale (2002), the eccentricities are excited by the resonance until they reach an equilibrium state that depends on the strength of the circularization process which comes with the migration (Fig. 10, top).

At $t = 10$ kyr, the migration stops and the only remaining dissipative force is the tidal circularization of the orbits. The long term evolution of $G$ is shown in Fig. 11. As expected, we see in Fig. 11 that the effect of the tidal circularization is an increase of $G$ that eventually exceed $G_0$. The increase is slower and slower, and at the end of the simulation $G$ is almost constant.

We can follow the evolution of the system on graphs similar to those of Sect. 2. Figure 12 gives the positions of 3:2 ACR solution for the system considered in the simulation (masses), superimposed over the successive positions of the system on these graphs. The colors of the fixed points are the same as in Sect. 2. In particular, the center of libration of the resonant area is plotted in red. The gray dots corresponds to positions of the system during the first 10 kyr (migration phase), whereas the black dots corresponds to the circularization phase. Since $G$ decreases during the migration phase (in gray) the system goes from the right to the left of the graphs. On the contrary, during the tidal circularization phase (in black) $G$ increases and the system goes from the left to the right of the graphs.

At the very beginning of the simulation, the system is not yet in the resonance. In Fig. 12, the system lies at the right of the bifurcation and there is only one fixed point. The phase space is similar to the one of Figs. 2, E2, F2. Then, due to the convergent migration (gray dots) the system passes through the bifurcation and the phase space looks like the one of Figs. 2, A2 to D2. The system undergo oscillations around the libration center (red dot). Finally, due to the circularization process (black dots), the system passes a second time through the bifurcation. Thus, the system leaves the resonance and the phase space is again similar to Figs. 2, E2, F2.

We see in Fig. 12 that the system follows very well the ACR solution corresponding to the libration center both during the migration and the circularization phases. We also see that the tidal dissipation induces a decrease of the amplitude of oscillations around this fixed point. This corresponds to the expected damping of eigenmodes around the libration center (Sect. 3).

Figure 13 shows the evolution of the semi-major axes ratio (and period ratios) as a function of $G$ for the simulation and for the fixed points of our model. We see that during the migration process (in gray), the semi-major axes ratio ($\alpha$) increases until it reaches the resonant ratio. During this migration phase, $\alpha$ does not oscillate much, but when the system enter the resonance, $\alpha$ begins to oscillate around the libration center position. During the circularization process (in black), the system follows the libration center position, the oscillations are damped and the semi-major axes ratio decreases (the period ratios increases). Thus the system quits the resonance with a period ratios larger than the resonant one, as expected.

Note that when $G$ increases, the eccentricities quickly tend to zero (Fig. 12) and the circularization process is less and less effective. This is why $G$ increases slower and slower (Fig. 11). This means that the system cannot depart very far away from the MMR on a finite time (see Appendix B for an estimation of the asymptotic evolution of $G$). This is even more true for a real system, since in this simulation the circularization process is several order of magnitude more efficient than in reality. This mechanism explains why **Kepler systems** lie just slightly farther away from the MMR.

Figure 14 shows the evolution of the resonant angle $\sigma_2$ (in red) and the difference of periastrons $\Delta \omega = \sigma_2 - \sigma_1$ (in green). We see that both resonant angles and $\Delta \omega$ librate during the whole simulation even if the system is outside the resonance at the end...
5.2. Simulation S2, 2:1 MMR

We also ran a simulation of the same system but in the case of the 2:1 MMR. The masses of the star and the planets are the same but initial semi-major axes are set to $a_1 = 0.11$ AU, and $a_2 = 0.18$ AU. Initial eccentricities are set to $e_1 = 0.002$, and $e_2 = 0$. All other parameters are the same as for the first simulation.

Figure 15 shows the evolution of eccentricities, semi-major axes and $G$ during the first 20 kyr of the simulation. Their behaviors are very similar to those of the simulation S1 (Fig. 10). Note that as for the resonance 3:2, $G$ decreases during the migration phase (in gray). We plot in Fig. 16 the long term evolution of $G$ which increases due to the circularization process. Figures 17 and 18 show the superposition of the fixed points of our model with the successive positions of the system. Figure 17 gives the eccentricities as functions of $G$ and Fig. 18 gives the semi-major axes ratio (as well as the period ratios) as a function of $G$. As for the 3:2 resonance, in the case of the 2:1 resonance, the system begins outside the resonance (on the right of the graphs) and the phase space corresponds to the situation of Figs. 2, E1, F1. Due to the convergent migration of planets the system goes from the right to the left (gray dots) and passes through the bifurcation following the red ACR solution. At this point the phase space is similar to those of Figs. 2, A1 to D1. During the circularization phase, the system goes from the left to the right in Figs. 17, 18 (black dots). The system passes again at the bifurcation and leaves the resonance (phase space of Figs. 2, E1, F1). Shortly
Fig. 15. Evolution of the eccentricities (top) the semi-major axes (middle) and the parameter $G$ (bottom) during the first 20 kyr of simulation $S2$. The red curves correspond to planet 1. The green curves correspond to planet 2. The gray part of the $G$ curve (bottom) corresponds to the migration phase whereas the black part corresponds to the tidal circularization phase.

Fig. 16. Long term evolution of the parameter $G$ during simulation $S2$.

after the system quited the resonance, the amplitude of oscillations around the fixed point suddenly increases in the direction of $e_2$. This is due to the crossing of a 2:1 resonance between the two proper modes of the motion around the fixed point (see Appendix C for more details). However the dissipation damps again the oscillations after this event and the system keeps following the ACR solution.

We observe in Fig. 19 that the first resonant angle $\sigma_1$ keeps librating around $0$ during the whole simulation whereas $\Delta\omega$ and $\sigma_2$ circulate almost all the time. More precisely, during the first 0.5 Myr of the simulation, $\Delta\omega$ and $\sigma_2$ librate around $0$. Then, these angles circulate during a short laps of time around $t = 0.5$ Myr. After this event, they begin to librate around $\pi$. Actually, the system is still in resonance and oscillates around the libration center but the position of this fixed point crosses the value $e_2 = 0$ for $G/G_0 - 1 = 5 \times 10^{-4}$ (see Fig. 17) around $t = 0.5$ Myr. The dynamics does not change and this event is only geometrical. Thus, even if the system is clearly in the resonance area, very close the the libration center, we observe a circulation of $\sigma_2$. Around $t = 1.4$ Myr, $\Delta\omega$ and $\sigma_2$ begin to circulate (Fig. 19). This corresponds to the crossing of the resonance (see Appendix C) that we observe in Fig. 17. This event increases the amplitude of oscillations around the fixed point and due to
this higher amplitude the system passes through \( e_2 = 0 \) at each oscillation. This is why we observe a circulation of \( \Delta \omega \) and \( \sigma_2 \).

Note that both simulations show that it is possible to observe an oscillation of the resonant angles outside of resonances (\( \sigma_1 \) and \( \sigma_2 \) for \( S1 \), and only \( \sigma_1 \) for \( S2 \)). On the opposite, in simulation \( S2 \) we observe a circulation of \( \sigma_2 \) when the libration center position crosses the axis \( e_2 = 0 \) while the system is clearly inside the resonance and oscillates very close to the libration center. Therefore, it appears that resonant angles have to be considered with great caution and cannot always be used to distinguish between truly dynamical effects and simple geometrical effects.

### 6. Conclusion

In this work, we presented a study of planar resonant planetary systems in the conservative case and in presence of a dissipative force. Our main interest was to understand the dynamics at the end of a circularization process in resonant systems. We used a completely analytical model developed in power series of eccentricities which is well suited for the study of these low eccentricity systems. Before introducing the dissipative force in the model we characterized the dynamics in the conservative case. In particular, we highlighted the fact that apsidal corotation resonances (ACR) are a powerful tool to understand the global dynamics of a system. Then, we showed that the introduction of a dissipative force\(^1\) in a resonant system has two main effects. On the short-term, the system is attracted toward the libration center if it initially relies in its vicinity. On the long-term, the system tends to follow this ACR solution outside the resonance and both planets tend to move away from each other. These two mechanisms are well illustrated and confirmed by the results of two simulations (one for the 2:1 MMR and the other for the 3:2 MMR) of the innermost planets of the GJ581 (see Sect. 5). Since the ACR solution do not correspond to zero eccentricities even far from the resonance, it is possible to have resonant angles to oscillate outside of resonances. However, we showed that in this case the motion is completely characterized by the secular problem and that the fact that resonant angles appear to librate only means that the secular eigenmodes are (almost) totally damped. The important fact is that the nature of the motion is the same as when the eigenmodes are not damped and the separatrix of the resonance does not exist anymore in this region of the phase space. Thus, it is inappropriate to consider such systems as resonant ones.
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### Appendix A: Computation of the Hamiltonian coefficients

In this section we explain in more details the computations of coefficients \( K, S, \) and \( R \) of the resonant normal form (Eq. (31)) up to any order.

The Keplerian part is given by:

\[
\mathcal{H}_0 = -\sum_{i=1}^{2} \frac{\mu_i^2 \beta_i^3}{2 \Lambda_i^2}, \quad (A.1)
\]

with:

\[
\Lambda_1 = -\frac{\mu}{q} \left( \frac{G + D - 1}{p} \right), \quad (A.2)
\]

\[
\Lambda_2 = 1 - \left( 1 + \frac{q}{p} \right) \Lambda_1 = \left( 1 + \frac{\mu}{q} \right) \left( \frac{G + D}{p} - \frac{\mu}{q} \right) \quad (A.3)
\]

\( K \) coefficients are thus simply given by the Taylor series of \( 1/(1 + x)^2 \) where \( x = D/(G - 1) \) for the inner planet and \( x = D/(G - p/(p + q)) \) for the outer one.

For the perturbation, the first step is to determine which inequalities \( k_1, k_2, k_3, k_4 \) have to be computed. The secular part is given by the inequality \( k_1 = k_2 = 0 \). The resonant terms are given by inequalities \( k_1 = -k_p, k_2 = k(p + q) \), with \( -d/q \leq k \leq d/q \) where \( d \) is the chosen degree of development. Each inequality is computed as a power series of \( x_1, x_2 \) by using the algorithm presented in Laskar & Robutel (1995). For instance, in the case of the 2:1 resonance, the perturbative part of the Hamiltonian reads:

\[
\mathcal{H}_1 = -\frac{m_1 \mu_2 \beta_2^3}{m_0 \Lambda_2^3} \mathcal{H}_{1,d} + \frac{\mu_1 \beta_1^2 \mu_2 \beta_2^2}{\Lambda_1 \Lambda_2} \mathcal{H}_{1,i}, \quad (A.4)
\]

\(^1\) We consider here tidal effects, but it is clear that other mechanisms could result as well in similar dissipative effects.

Fig. 18. Superposition of the successive positions of the system in simulation \( S2 \) over the 2:1 ACR positions in the plane \((G, \omega)\). ACR positions are computed using our model with the parameters of the considered system (masses). The colors of ACR are consistent with graphs of Sect. 2 but we inverted continuous and dashed lines in order to improve the visibility of the simulation dots. The gray dots correspond to the migration phase and go from the right to the left of the graph whereas the black ones correspond to the tidal circularization phase and go from the left to the right.

Fig. 19. Evolution of the resonant angle \( \sigma_1 \) (red) and the difference of periapses \( \Delta \omega = \sigma_2 - \sigma_1 \) (green) during the first 10 Myr of simulation \( S2 \).
where $\mathcal{H}_{1,d}$ is the direct part of the development, and $\mathcal{H}_{1,i}$ is the indirect part. The direct part is given by:

$$\mathcal{H}_{1,d} = s^{(0)} + s^{(2)} X_1 X_1 + s^{(2)} X_2 X_2 + s^{(2)} (X_1 X_2 + X_2 X_1) + r^{(1)}_1 (X_1 + X_1) + r^{(1)}_2 (X_2 + X_2) + r^{(2)}_1 (X_1^2 + X_2^2) + r^{(2)}_1 (X_1 X_2 + X_2 X_1),$$

(A.5)

and the indirect part reads:

$$\mathcal{H}_{1,i} = r^{(1)}_2 (X_2 + X_2),$$

(A.6)

where we note $X_i = \sqrt{2} \xi_i = \sqrt{2} x_i$ (see Laskar & Robutel 1995). The coefficients $s, r$ of Eq. (31) correspond to coefficients $s, r$ appearing in Eqs. (A.5), (A.6) but with a renormalization due to the use of $x_1, x_2$ instead of $X_1, X_2$ and the factors in front of the direct and indirect parts in Eq. (A.4). $s, r$ coefficients can be expressed as functions of $\alpha$ and Laplace coefficients ($b_i^{(0)}(\alpha)$):

$$s^{(0)} = \frac{1}{2} \frac{b_0^{(0)}(\alpha)}{\alpha},$$

$$s^{(2)} = \frac{1}{8} b_1^{(0)}(\alpha),$$

$$s^{(2)} = \frac{1}{8} b_2^{(0)}(\alpha),$$

$$s^{(2)} = \frac{3}{8} \alpha b_1^{(0)}(\alpha) - \frac{1}{4} (1 + \alpha^2) b_1^{(0)}(\alpha),$$

$$r^{(1)}_1 = -\left( \frac{1}{2} \frac{5}{4} \alpha^2 \right) b_1^{(0)}(\alpha) + \frac{1}{3} (1 + 1+ \frac{7}{12} \alpha + \frac{5}{6} \alpha^3) b_1^{(0)}(\alpha),$$

$$r^{(2)}_2, d = \frac{5}{4} \alpha b_1^{(0)}(\alpha) - \frac{1}{2} \frac{3}{4} \alpha^2 b_1^{(0)}(\alpha),$$

$$r^{(2)}_2, i = \frac{1}{2}$$

and

$$r^{(2)}_1 = \frac{12}{35} \alpha^2 + \frac{71}{140} \alpha^2 + \frac{67}{70} \alpha^2 + \frac{138}{35} \alpha^2 b_1^{(0)}(\alpha) - \frac{8}{35} \alpha^3 + \frac{263}{36} \alpha^3 + \frac{341}{210} \alpha^3 + \frac{92}{35} \alpha^3 b_1^{(0)}(\alpha),$$

(A.7)

As for the Keplerian part, we substitute $\Lambda_1$ and $\Lambda_3$ by their power series in $D$ each time they appear in the expression of $\mathcal{H}_1$. For the Laplace coefficients we first need to develop them in power series around the nominal resonant semi-major axes ratio which is defined by:

$$\alpha_r = \left( \frac{\mu_1}{\mu_2} \right)^{1/3} \left( \frac{p}{p + q} \right)^{2/3}.$$

(A.8)

Then the deviation $\delta \alpha = \alpha - \alpha_r$ to the nominal value is substituted by its power series in $D$. Of course the degrees of development of all these series are adjusted in order to be consistent with the desired degree in eccentricities ($d$).

### Appendix B: Asymptotic evolution of G

In this section we show how to estimate the asymptotic evolution of $G$. This allows to determine the position of the system in our graphs as a function of time. We have seen that the evolution of $G$ during the tidal circularization phase is slower and slower. Moreover, the escape from the resonance is very quick and the evolution of the system after this escape is very slow. Thus, the initial position of the system in the resonance does not influence much its final position (outside the resonance) after a long time.

The evolution of $G$ during the circularization phase is governed by Eq. (46). Since $G$ remains very close to $G_0$, and $\Lambda_1$ stay very close to $\Lambda_{1,r}$, we can substitute these values in the expression of $G$. However, $e_r$ cannot be considered as constant since the ACR solution tends to zero eccentricities when $G$ increases. Thus we have to compute $e_r$ as functions of $\delta G = G - G_0$ with the help of Eqs. (37), (38). In the asymptotic evolution, eccentricities are very low and the ACR position can be well approximated with lowest order terms:

$$0 \approx K^{(2)}_1 x_1 + R^{(1)}_1,$$

(B.1)

$$0 \approx K^{(2)}_2 x_2 + R^{(2)}_1.$$

(B.2)

Thus the ACR solution is simply given by:

$$x_1 = -\frac{R^{(1)}_1}{K^{(2)}_1},$$

(B.3)

$$x_2 = -\frac{R^{(2)}_1}{K^{(2)}_1},$$

(B.4)

and $e_r$ are given by:

$$e_r \approx \sqrt{\frac{2}{\Lambda_{1,r}} x_i}.$$
and
\[ \delta G = G \propto \frac{1}{\delta G^2}. \]  
\[ \text{(B.10)} \]

The asymptotic evolution of \( G \) is thus given by:
\[ \delta G \propto t^{1/3}. \]  
\[ \text{(B.11)} \]

The eccentricities evolve as:
\[ e_i \propto t^{1/3}. \]  
\[ \text{(B.12)} \]

The semi-major axes ratio asymptotic evolution is governed by:
\[ \delta a \propto \delta G \propto t^{1/3}. \]  
\[ \text{(B.13)} \]

We thus find the same asymptotic law \((t^{1/3})\) as Papaloizou (2011), and Lithwick & Wu (2012).

**Appendix C: 2:1 resonance between proper modes around the ACR solution in S2**

In this section we present a brief analysis of the event happening in S2 around \( t = 1.4\) Myr (Fig. 17). We interpret the increase of the amplitude of oscillations in the direction of \( e_2 \) as a consequence of the crossing of the 2:1 resonance between both proper modes around the ACR solution. The linear equations of motion around the fixed point (see Eq. (58)) correspond to degree two terms in the diagonalized Hamiltonian:

\[ H_{\text{diag},2} = -g_1 u_1 u_1 - g_2 u_2 u_2. \]  
\[ \text{(C.1)} \]

The resonance appears in this Hamiltonian at degree three with the term of the form:

\[ \rho \left( u_1 u_1^2 + u_1 u_2^2 \right), \]  
\[ \text{(C.2)} \]

where \( \rho \) is a constant depending on the parameters and initial conditions. Let us note \( u_i = \sqrt{U_i} e^{i\phi_i} \). We can average over all other angles than the resonant one \((2\pi v_1 - 2\pi v_2)\) with a similar procedure than the one used in Sect. 2. The system is then reduced to one degree of freedom and we have a new constant of the (averaged) motion:

\[ U = 2U_1 + U_2. \]  
\[ \text{(C.3)} \]

The energy levels curves for the values of the constants \( G \) and \( U \) taken by the system of simulation S2 at the moment of the event (around \( t = 1.4\) Myr) are shown in Fig. C.1 superimposed with the trajectory of the system. We see that before the event, the proper mode 2 is almost totally damped compared to proper mode 1 (red dots in Fig. C.1), whereas just after the event, this proper mode gained some amplitude (green dots in Fig. C.1) and the system follows very well the expected motion. The resonant angle \( 2\pi v_1 - 2\pi v_2 \) does not enter in libration in the simulation S2 but this may be due to the very strong dissipation present in this simulation which induces an evolution of the constant \( G \) quicker than expected for a real system. Thus the frequencies \( g_1 \), \( g_2 \) and the phase space evolve very quickly and the system crosses the resonance before it has time to enter in the libration area. The important fact is that due to the crossing of the resonance, the proper mode 2 increases its amplitude while the proper mode 1 amplitude’s decreases \((U = 2U_1 + U_2 \) stays constant\). However, since the proper mode 1 has initially a much higher amplitude, this decrease is imperceptible. Moreover, since the diagonalizing matrix is dominated by diagonal terms, the evolution of \( e_1 \) is dominated by the proper mode 1 and the evolution of \( e_2 \) by the proper mode 2. Thus, \( e_1 \) is only weakly affected by the event while \( e_2 \) is strongly affected.
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