Barium abundance in red giants of NGC 6752
Non-local thermodynamic equilibrium and three-dimensional effects
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ABSTRACT

Aims. We study the effects related to departures from non-local thermodynamic equilibrium (NLTE) and homogeneity in the atmospheres of red giant stars, to assess their influence on the formation of Ba II lines. We estimate the impact of these effects on the barium abundance determinations for 20 red giants in Galactic globular cluster NGC 6752.

Methods. One-dimensional (1D) local thermodynamic equilibrium (LTE) and 1D NLTE barium abundances were derived using classical 1D ATLAS9 stellar model atmospheres. The three-dimensional (3D) LTE abundances were obtained for 8 red giants on the lower RGB, by adjusting their 1D LTE abundances using 3D–1D abundance corrections, i.e., the differences between the abundances obtained from the same spectral line using the 3D hydrodynamical and classical 1D stellar model atmospheres. The 3D–1D abundance corrections were obtained in a strictly different way using the 3D hydrodynamical and classical 1D codes CO5BOLD and LHD.

Results. The mean 1D barium-to-iron abundance ratios derived for 20 giants are $\langle [\text{Ba}/\text{Fe}] \rangle_{\text{1D LTE}} = 0.24 \pm 0.05 \text{(stat.)} \pm 0.08 \text{(sys.)}$ and $\langle [\text{Ba}/\text{Fe}] \rangle_{\text{1D NLTE}} = 0.05 \pm 0.06 \text{(stat.)} \pm 0.08 \text{(sys.)}$. The 3D–1D abundance correction obtained for 8 giants is small ($+0.05 \text{dex}$), thus leading to only minor adjustment when applied to the mean 1D NLTE barium-to-iron abundance ratio for the 20 giants, $\langle [\text{Ba}/\text{Fe}] \rangle_{\text{3D–1D NLTE}} = 0.10 \pm 0.06 \text{(stat.)} \pm 0.10 \text{(sys.)}$. The intrinsic abundance spread between the individual cluster stars is small and can be explained in terms of uncertainties in the abundance determinations.

Conclusions. Deviations from LTE play an important role in the formation of barium lines in the atmospheres of red giants studied here. The role of 3D hydrodynamical effects should not be dismissed either, even if the obtained 3D–1D abundance corrections are small. This result is a consequence of subtle fine-tuning of individual contributions from horizontal temperature fluctuations and differences between the average temperature profiles in the 3D and 1D model atmospheres: owing to the comparable size and opposite sign, their contributions nearly cancel each other. This fine-tuning is characteristic of the particular set of atmospheric parameters and the element investigated, hence should not necessarily be a general property of spectral line formation in the atmospheres of red giant stars.
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1. Introduction

Red giants in Galactic globular clusters (GGCs) carry a wealth of important information about the chemical evolution of individual stars and their harboring populations. Owing to their intrinsic brightness, they are relatively easily accessible to high-resolution spectroscopy, thus are particularly suitable for tracing the chemical evolution histories of intermediate age and old stellar populations. Unsurprisingly, a large amount of work has been done in this direction in the past few decades (for a review see, e.g., Gratton et al. 2004; Carretta et al. 2010), which has resulted, for example, in the discoveries of abundance anticorrelations for Na–O (Kraft 1994; Gratton et al. 2001; Carretta et al. 2009a), Mg–Al (see, e.g., Carretta et al. 2009b), Li–Na (Pasquini et al. 2005; Bonifacio et al. 2007), and correlation for Li–O (Pasquini et al. 2005; Shen et al. 2010).

Although the GGC stars display a scatter in their light element abundances, there is generally no spread in the abundances of iron-peak and heavier elements larger than the typical measurement errors ($\pm 0.1 \text{dex}$). The only known exceptions are $\omega$ Cen (Suntzeff & Kraft 1996; Norris et al. 1996) and M 54 (Carretta et al. 2010b), which do show noticeable star-to-star variations in the iron abundance. However, it is generally accepted that they are not genuine GGCs but instead remnants of dwarf galaxies. The first cluster where significant star-to-star variation in heavy element abundances was detected was M 15 (Sneden et al. 1997, 2000; Otsuki et al. 2006; Sobeck et al. 2011). Roederer & Sneden (2011) found that the abundances of heavy elements La, Eu, and Ho in 19 red giants of M 92 indicate that there are also significant star-to-star variations. The latter claim, however, was questioned by Cohen (2011), who found no heavy element abundance spread larger than $\pm 0.07 \text{dex}$ in 12 red
giant stars formed from the polluted material. The evidence of multi-

eromatic giants that belong to the Galactic globular cluster NGC 6752.

In this study, we extend our previous work and derive

the observational material used in the abundance analysis. The

procedure of barium abundance determinations is outlined in

Sect. 3, where we also provide the details of the LTE/NLTE ana-

lysis and the determination of the 3D–1D abundance corrections.

A discussion of our derived results is presented in Sect. 4 and

the conclusions are given in Sect. 5.

2. Observational data

We used reduced spectra of 20 red giants in NGC 6752 avail-
able from the ESO Science Archive\(^1\). The high resolution

\( R = 60,000 \) spectral material was acquired with the UVES

spectrograph at the VLT-UT2 (programme 65.L–0165(A), PI:

F. Grundahl). Spectra obtained during the three individual ex-

posures were co-added to achieve the average signal-to-noise

ratio \( S/N \approx 130 \) at 600.0 nm. Observations were taken in

the standard Dic 346+580 nm setting that does not include the

Ba II 455.403 nm resonance line. The other three Ba II lines at

585.369, 614.173, and 649.691 nm (see Table 2) are all found in

the upper CCD of the red arm covering the range 583–680 nm. More

details of the spectra acquisition and reduction procedure are

provided by Yong et al. (2005). All the red giants studied in

this work are located at or below the red giant branch (RGB)

bump.

3. Abundance analysis

3.1. Atmospheric parameters and iron abundances

Continuum normalization of the observed spectra and equiva-

lent width (EW) measurements were made using the DECH20T\(^2\)

software package (Galazutdinov 1992), where the EWs were
determined using a Gaussian fit to the observed line profiles.

Stellar model atmospheres used in the abundance determina-
tions were calculated with the Linux port version (Sbordone

et al. 2004; Sbordone 2005) of the ATLAS9 code (Kurucz 1993),

using the ODFNEW opacity distribution tables from Castelli

& Kurucz (2003). Models were computed using the mixing

length parameter \( \alpha_{\text{MLT}} = 1.25 \) and microturbulence velocity

of 1 km s\(^{-1}\), with the overshooting option switched off. The

LTE abundances were derived using the Linux port version

(Sbordone et al. 2004; Sbordone 2005) of the Kurucz WIDTH9\(^3\)

distribution package (Kurucz 1993; Kurucz 2005; Castelli 2005).

The effective temperature, \( T_{\text{eff}} \), was determined under the

assumption of excitation equilibrium, i.e., by requiring that the
derived iron abundance should be independent of the excitation
potential, \( \chi \) (Fig. 1, upper panel). To obtain the value of surface

gravity, \( \log g \), we required that the iron abundances determined

from the Fe I and Fe II lines would be equal. The microturbu-

lence velocity, \( \xi \), was determined by requiring that the Fe I lines of
different EWs would provide the same iron abundance (Fig. 1,

lower panel). The derived effective temperatures, gravities, and

microturbulence velocities of individual stars agreed to within

60 K, 0.2 dex, and 0.16 km s\(^{-1}\), respectively, with those deter-
determed by Yong et al. (2005).

The LTE iron abundances for all stars in our sample were de-

rived using 50–60 neutral iron lines (Table A.1; note that the iron

abundance derived from the ionized lines was required to match

\(^1\) http://archive.eso.org/eso/eso_archive_adp.html

\(^2\) http://www.gazinur.com/DECH-software.html

\(^3\) http://wwwuser.oat.ts.astro.it/castelli/sources/width9.html
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Table 1. Target stars, their adopted atmospheric parameters, and their derived iron abundances.

<table>
<thead>
<tr>
<th>Star</th>
<th>RA (2000)</th>
<th>Dec (2000)</th>
<th>$T_{\text{eff}}$, K</th>
<th>$\frac{dA}{d\chi}$ $\times 10^{-3}$, dex/eV</th>
<th>$\xi$, km s$^{-1}$</th>
<th>$\frac{dA}{dEW}$ $\times 10^{-3}$, dex/pm</th>
<th>log $g$, [cgs]</th>
<th>[Fe/H]$_{\text{Fe I}}$</th>
<th>[Fe/H]$_{\text{Fe II}}$</th>
<th>(A(\text{Fe I}) - A(\text{Fe II})), dex</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 6752–1</td>
<td>19:10:47</td>
<td>–60:00:43</td>
<td>4749</td>
<td>0.17</td>
<td>1.37</td>
<td>–1.9</td>
<td>1.95</td>
<td>–1.53</td>
<td>–1.50</td>
<td>–0.03</td>
</tr>
<tr>
<td>NGC 6752–2</td>
<td>19:11:11</td>
<td>–60:00:17</td>
<td>4779</td>
<td>0.35</td>
<td>1.35</td>
<td>–0.2</td>
<td>1.98</td>
<td>–1.54</td>
<td>–1.52</td>
<td>–0.02</td>
</tr>
<tr>
<td>NGC 6752–3</td>
<td>19:11:00</td>
<td>–59:56:40</td>
<td>4796</td>
<td>0.07</td>
<td>1.37</td>
<td>–0.2</td>
<td>2.03</td>
<td>–1.59</td>
<td>–1.60</td>
<td>0.01</td>
</tr>
<tr>
<td>NGC 6752–4</td>
<td>19:11:33</td>
<td>–60:00:02</td>
<td>4806</td>
<td>0.84</td>
<td>1.42</td>
<td>0.8</td>
<td>2.04</td>
<td>–1.59</td>
<td>–1.58</td>
<td>–0.01</td>
</tr>
<tr>
<td>NGC 6752–5</td>
<td>19:10:34</td>
<td>–59:59:55</td>
<td>4804</td>
<td>0.03</td>
<td>1.40</td>
<td>0.3</td>
<td>1.97</td>
<td>–1.58</td>
<td>–1.58</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–6</td>
<td>19:10:57</td>
<td>–60:00:41</td>
<td>4829</td>
<td>0.21</td>
<td>1.39</td>
<td>0.2</td>
<td>2.10</td>
<td>–1.77</td>
<td>–1.75</td>
<td>–0.02</td>
</tr>
<tr>
<td>NGC 6752–7</td>
<td>19:10:45</td>
<td>–59:58:18</td>
<td>4910</td>
<td>0.32</td>
<td>1.31</td>
<td>–0.3</td>
<td>2.25</td>
<td>–1.60</td>
<td>–1.60</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–8</td>
<td>19:10:26</td>
<td>–59:59:05</td>
<td>4824</td>
<td>0.18</td>
<td>1.38</td>
<td>–0.9</td>
<td>2.26</td>
<td>–1.61</td>
<td>–1.59</td>
<td>–0.02</td>
</tr>
<tr>
<td>NGC 6752–9</td>
<td>19:11:18</td>
<td>–59:59:42</td>
<td>4836</td>
<td>0.14</td>
<td>1.34</td>
<td>0.3</td>
<td>2.13</td>
<td>–1.56</td>
<td>–1.55</td>
<td>–0.01</td>
</tr>
<tr>
<td>NGC 6752–10</td>
<td>19:10:50</td>
<td>–60:02:25</td>
<td>4870</td>
<td>0.55</td>
<td>1.33</td>
<td>0.9</td>
<td>2.13</td>
<td>–1.56</td>
<td>–1.56</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–11</td>
<td>19:10:20</td>
<td>–60:00:30</td>
<td>4841</td>
<td>1.36</td>
<td>1.36</td>
<td>0.4</td>
<td>2.15</td>
<td>–1.60</td>
<td>–1.63</td>
<td>0.03</td>
</tr>
<tr>
<td>NGC 6752–12</td>
<td>19:10:49</td>
<td>–60:01:55</td>
<td>4850</td>
<td>0.67</td>
<td>1.35</td>
<td>–1.3</td>
<td>2.19</td>
<td>–1.57</td>
<td>–1.56</td>
<td>–0.01</td>
</tr>
<tr>
<td>NGC 6752–15</td>
<td>19:10:15</td>
<td>–59:59:14</td>
<td>4848</td>
<td>0.56</td>
<td>1.35</td>
<td>0.5</td>
<td>2.06</td>
<td>–1.63</td>
<td>–1.63</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–16</td>
<td>19:11:23</td>
<td>–59:59:40</td>
<td>4928</td>
<td>0.26</td>
<td>1.45</td>
<td>0.1</td>
<td>2.23</td>
<td>–1.64</td>
<td>–1.63</td>
<td>–0.01</td>
</tr>
<tr>
<td>NGC 6752–17</td>
<td>19:10:36</td>
<td>–59:56:08</td>
<td>4929</td>
<td>2.55</td>
<td>1.25</td>
<td>–0.1</td>
<td>2.33</td>
<td>–1.56</td>
<td>–1.59</td>
<td>0.03</td>
</tr>
<tr>
<td>NGC 6752–18</td>
<td>19:11:13</td>
<td>–60:02:30</td>
<td>4904</td>
<td>10.33</td>
<td>1.34</td>
<td>0.0</td>
<td>2.33</td>
<td>–1.62</td>
<td>–1.61</td>
<td>–0.01</td>
</tr>
<tr>
<td>NGC 6752–19</td>
<td>19:11:12</td>
<td>–59:58:29</td>
<td>4956</td>
<td>1.75</td>
<td>1.28</td>
<td>1.9</td>
<td>2.35</td>
<td>–1.57</td>
<td>–1.55</td>
<td>–0.02</td>
</tr>
<tr>
<td>NGC 6752–20</td>
<td>19:10:44</td>
<td>–59:59:41</td>
<td>4948</td>
<td>2.85</td>
<td>1.19</td>
<td>1.3</td>
<td>2.28</td>
<td>–1.63</td>
<td>–1.63</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–21</td>
<td>19:10:17</td>
<td>–60:01:00</td>
<td>4900</td>
<td>1.92</td>
<td>1.31</td>
<td>–2.0</td>
<td>2.24</td>
<td>–1.68</td>
<td>–1.63</td>
<td>–0.05</td>
</tr>
<tr>
<td>NGC 6752–22</td>
<td>19:10:39</td>
<td>–59:59:47</td>
<td>4943</td>
<td>4.55</td>
<td>1.18</td>
<td>–0.3</td>
<td>2.42</td>
<td>–1.64</td>
<td>–1.62</td>
<td>–0.02</td>
</tr>
</tbody>
</table>

Notes. Fe II abundances were adjusted to match the abundances determined from Fe I lines, in order to estimate the surface gravities of the target stars. The difference between the corresponding abundance ratios, [Fe/H]$_{\text{Fe I}}$ and [Fe/H]$_{\text{Fe II}}$, is thus only indicative of the goodness of the gravity estimates.

Fig. 1. [Fe/H] abundance ratios derived from Fe I lines for the star NGC 6752–23, plotted versus the excitation potential (top) and line equivalent width (bottom). Linear fits to the data are shown as solid lines. Note that there is a slight correlation between the best-fit slopes in the two panels: adjusting the temperature by zeroing the slope in the upper panel slightly changes the slope in the lower panel, while changes to the microturbulence velocity influence the slope in the upper panel. This correlation does not allow us to obtain zero-valued slopes in both panels simultaneously. The adopted atmospheric parameters of this star are $T_{\text{eff}} = 4956$ K, log $g = 2.35$, $\xi = 1.28$ km s$^{-1}$, and [Fe/H] = –1.57.

that of neutral iron, i.e., to obtain the estimate of surface gravity, thus it is not an independent iron abundance measurement.

3.2. One-dimensional LTE abundances of barium

One-dimensional (1D) LTE barium abundances were derived from the three Ba II lines centered at 585.3688 nm, 614.1730 nm, and 649.6910 nm, respectively. The adopted values of log $g$ are from Kupka et al. (2000); the adopted temperatures and iron abundance derivatives relative to the excitation potential are inCols. 4 and 5, respectively, the adopted microturbulence velocity and iron abundance derivative relative to the equivalent width are in Cols. 6 and 7, respectively, the adopted values of log $g$ are in Col. 8, iron abundances obtained from Fe I and Fe II lines are in Cols. 9 and 10, respectively, and the difference between them is in Col. 11.

The mean iron abundance obtained for the 20 stars is $(\langle\text{Fe/H}\rangle) = –1.60 \pm 0.05$, which is in excellent agreement with $(\langle\text{Fe/H}\rangle) = –1.62 \pm 0.02$ obtained by Yong et al. (2005).
and 649.6910 nm. Damping constants and other atomic parameters of the three barium lines are provided in Table 2. The line equivalent widths were measured with the DECH2OT software (Table 3,Cols. 2–4). Hyperfine splitting of the 649.6910 nm line was not taken into account in the 1D LTE analysis. The derived barium abundances and barium-to-iron abundance ratios are given in Table 3,Cols. 5 and 7, respectively.

We note that the barium line at 614.1730 nm is blended with a neutral iron line located at 614.1713 nm. To estimate how this affects the accuracy of the abundance determination, we synthesized the barium 614.1730 nm line with and without the blending iron line, for all stars in our sample. The comparison of the equivalent widths of blended and non-blended lines reveals that the contribution of the iron blend never exceeds ~2.4%, or ±0.05 dex in terms of the barium abundance determination. The contribution of the iron blend to the EW of the 614.1730 nm line was thus taken into account by reducing the measured equivalent widths of this barium line by 2.4% for all stars. We would like to point out, however, that in the 1D NLTE analysis the barium abundances were derived by fitting the synthetic spectrum to the observed line profile, thus the influence of the iron blend at 614.1713 nm was properly taken into account.

Assessment of the abundance sensitivity on the atmospheric parameters yields the following results:

- change in the effective temperature by ±80 K leads to a change in the barium abundance measured from the three Ba II lines by ±0.03 dex;
- change in the surface gravity by ±0.1 dex changes the barium abundance by ±0.02 dex;
- change in the microturbulence velocity, \( \xi \), by ±0.1 km s\(^{-1}\) changes the barium abundance by ±0.07 dex.

Since barium lines in the target stars are strong and situated in the saturated part of the curve of growth, it is unsurprising that the uncertainty in the microturbulence velocity is the largest contributor to the uncertainty in the derived barium abundance. The total contribution from the individual uncertainties in \( T_{\text{eff}} \), \( \log g \), and \( \xi \) leads to the systematic uncertainty in the barium abundance determinations of ~0.08 dex. We note, however, that the latter number does not account for the uncertainty in the equivalent width determination and thus only provides the lower limit to the systematic uncertainty (e.g., 5 percent in the equivalent width determination leads to the barium abundance uncertainty of ~0.1 dex).

The obtained mean 1D LTE barium abundance for the sample of 20 stars in NGC 6752 is \( \langle \text{Ba}\rangle_{\text{1D LTE}} = 0.80 \pm 0.09 \pm 0.08 \) and the barium-to-iron ratio is \( \langle \text{Ba/Fe}\rangle_{\text{1D LTE}} = 0.24 \pm 0.05 \pm 0.08 \). In both cases, the first error is a square root of the variance calculated for the ensemble of individual abundance estimates of 20 stars. The second error is the systematic uncertainty in the atmospheric parameter determination. The difference between the individual barium abundances derived in a given star using the three barium lines is always below ~0.1 dex.

### 3.3. One-dimensional NLTE abundances of barium

The one-dimensional (1D) NLTE abundances of barium were determined using the version of the 1D NLTE spectral synthesis code MULTI (Carlsson 1986) modified by Korotin et al. (1999). The model atom of barium used in the NLTE spectral synthesis calculations was taken from Andrievsky et al. (2009). To summarize briefly, it consisted of 31 levels of Ba I, 101 levels of Ba II (\( n < 50 \)) and the ground level of Ba III. In total, 91 bound-bound transitions were taken into account between the first 28 levels of Ba II (\( n < 12, I < 5 \)). Fine structure was taken into account for the levels 5d\( ^2 \)D and 6p\( ^2 \)P, according to the prescription given in Andrievsky et al. (2009). We also accounted for the hyperfine splitting of the barium 649.6910 nm line. Isotopic splitting of the barium lines was not taken into account. Owing to the low ionization potential of neutral barium (~5.2 eV), Ba II is the dominant ionization stage in the line-forming regions of investigated stars, with \( n(\text{Ba I})/n(\text{Ba II}) \leq 10^{-4} \). It is therefore safe to assume that none of the Ba I transitions may noticeably change the level populations of Ba II (cf. Mashonkina et al. 1999). Further details

### Table 3. Measured equivalent widths of the barium lines and the derived barium abundances in individual red giants in NGC 6752.

<table>
<thead>
<tr>
<th>Star</th>
<th>( EW ) (585.4 nm), pm</th>
<th>( EW ) (614.2 nm), pm</th>
<th>( EW ) (649.7 nm), pm</th>
<th>( A(\text{Ba})_{\text{1D LTE}} ) dex</th>
<th>( A(\text{Ba})_{\text{1D NLTE}} ) dex</th>
<th>( [\text{Ba/Fe}]_{\text{1D LTE}} ) dex</th>
<th>( [\text{Ba/Fe}]_{\text{1D NLTE}} ) dex</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 6752–1</td>
<td>8.21</td>
<td>12.54</td>
<td>12.87</td>
<td>0.92</td>
<td>0.63</td>
<td>0.28</td>
<td>−0.01</td>
</tr>
<tr>
<td>NGC 6752–2</td>
<td>8.43</td>
<td>12.45</td>
<td>12.08</td>
<td>0.91</td>
<td>0.65</td>
<td>0.28</td>
<td>0.02</td>
</tr>
<tr>
<td>NGC 6752–3</td>
<td>7.21</td>
<td>11.84</td>
<td>11.65</td>
<td>0.75</td>
<td>0.50</td>
<td>0.17</td>
<td>−0.08</td>
</tr>
<tr>
<td>NGC 6752–4</td>
<td>8.25</td>
<td>12.07</td>
<td>12.26</td>
<td>0.86</td>
<td>0.68</td>
<td>0.28</td>
<td>0.10</td>
</tr>
<tr>
<td>NGC 6752–5</td>
<td>8.23</td>
<td>11.96</td>
<td>12.80</td>
<td>0.87</td>
<td>0.60</td>
<td>0.28</td>
<td>0.01</td>
</tr>
<tr>
<td>NGC 6752–7</td>
<td>7.13</td>
<td>10.72</td>
<td>11.32</td>
<td>0.60</td>
<td>0.44</td>
<td>0.20</td>
<td>0.04</td>
</tr>
<tr>
<td>NGC 6752–8</td>
<td>7.01</td>
<td>11.29</td>
<td>11.37</td>
<td>0.84</td>
<td>0.72</td>
<td>0.27</td>
<td>0.15</td>
</tr>
<tr>
<td>NGC 6752–9</td>
<td>7.50</td>
<td>11.65</td>
<td>12.02</td>
<td>0.85</td>
<td>0.70</td>
<td>0.29</td>
<td>0.14</td>
</tr>
<tr>
<td>NGC 6752–10</td>
<td>7.57</td>
<td>11.58</td>
<td>12.16</td>
<td>0.87</td>
<td>0.67</td>
<td>0.26</td>
<td>0.06</td>
</tr>
<tr>
<td>NGC 6752–11</td>
<td>7.59</td>
<td>11.62</td>
<td>11.13</td>
<td>0.82</td>
<td>0.61</td>
<td>0.21</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–12</td>
<td>7.01</td>
<td>11.44</td>
<td>11.34</td>
<td>0.76</td>
<td>0.61</td>
<td>0.19</td>
<td>0.04</td>
</tr>
<tr>
<td>NGC 6752–15</td>
<td>7.13</td>
<td>11.24</td>
<td>11.35</td>
<td>0.78</td>
<td>0.60</td>
<td>0.18</td>
<td>0.00</td>
</tr>
<tr>
<td>NGC 6752–16</td>
<td>7.36</td>
<td>11.51</td>
<td>11.59</td>
<td>0.80</td>
<td>0.58</td>
<td>0.26</td>
<td>0.04</td>
</tr>
<tr>
<td>NGC 6752–19</td>
<td>6.84</td>
<td>10.76</td>
<td>11.03</td>
<td>0.69</td>
<td>0.57</td>
<td>0.16</td>
<td>0.04</td>
</tr>
<tr>
<td>NGC 6752–20</td>
<td>6.77</td>
<td>11.16</td>
<td>10.81</td>
<td>0.87</td>
<td>0.75</td>
<td>0.26</td>
<td>0.14</td>
</tr>
<tr>
<td>NGC 6752–21</td>
<td>7.29</td>
<td>10.74</td>
<td>11.09</td>
<td>0.82</td>
<td>0.64</td>
<td>0.27</td>
<td>0.09</td>
</tr>
<tr>
<td>NGC 6752–23</td>
<td>7.17</td>
<td>10.71</td>
<td>11.21</td>
<td>0.88</td>
<td>0.72</td>
<td>0.28</td>
<td>0.12</td>
</tr>
<tr>
<td>NGC 6752–24</td>
<td>6.03</td>
<td>9.79</td>
<td>9.57</td>
<td>0.68</td>
<td>0.53</td>
<td>0.14</td>
<td>−0.01</td>
</tr>
<tr>
<td>NGC 6752–29</td>
<td>6.35</td>
<td>10.06</td>
<td>10.52</td>
<td>0.67</td>
<td>0.51</td>
<td>0.18</td>
<td>0.02</td>
</tr>
<tr>
<td>NGC 6752–30</td>
<td>6.39</td>
<td>9.92</td>
<td>10.57</td>
<td>0.82</td>
<td>0.66</td>
<td>0.29</td>
<td>0.13</td>
</tr>
</tbody>
</table>

| mean        | 0.80                   | 0.62                   | 0.24                   | 0.05                                 |
| \( \sigma \) | 0.09                   | 0.08                   | 0.05                   | 0.06                                 |
about the barium model atom, the assumptions used, and implications involved can be found in Andrievsky et al. (2009) and Korotin et al. (2011).

The solar abundances of iron and barium were assumed to be log $A$(Fe)$_{\odot}$ = 7.50 and log $A$(Ba)$_{\odot}$ = 2.17 respectively, on the scale where log $A$(H)$_{\odot}$ = 12. These abundances were determined using the Kurucz Solar Flux Atlas (Kurucz et al. 1984) and the same NLTE approach as applied in this study.

A typical fit of the synthetic line profiles to the observed spectrum is shown in Fig. 2, where we plot synthetic and observed profiles of all three barium lines used in the analysis. The elemental abundances and barium-to-iron abundance ratios derived for the individual cluster giants are provided in Table 3 (Cols. 6 and 8, respectively).

The mean derived 1D NLTE barium-to-iron ratio for the 20 cluster red giants is $(\langle[\text{Ba}/\text{Fe}]\rangle)_{1D \text{ NLTE}} = 0.05 \pm 0.06 \pm 0.08$. The first error is the square root of the variance in $(\langle[\text{Ba}/\text{Fe}]\rangle)_{1D \text{ NLTE}}$ estimates obtained for the ensemble of 20 stars, thus measures the star-to-star variation in the barium-to-iron ratio. The second error is the systematic uncertainty resulting from the stellar parameter determination (see Sect. 3.1). The individual line-to-line barium abundance scatter was always significantly smaller than 0.1 dex.

We find that barium lines generally appear stronger in NLTE than in LTE, which leads to lower NLTE barium abundances. This is in accord with the results obtained by Short & Hauschildt (2006) for the metallicity of NGC 6752, and similar to the trends obtained for cool dwarfs by Mashonkina et al. (1999). The NLTE–LTE abundance corrections for the three individual barium lines are always very similar, with the differences being within a few hundredths of a dex.

3.4. 3D–1D barium abundance corrections

We have used the CO5BOLD 3D hydrodynamical (Freytag et al. 2012) and LHD 1D hydrostatic (Caffau & Ludwig 2007) stellar atmosphere models to investigate how strongly the formation of barium lines may be affected by convective motions in the stellar atmosphere. The CO5BOLD code solves the 3D equations of radiation hydrodynamics under the assumption of LTE. The model assumes a cartesian coordinate grid. For a detailed description of the CO5BOLD code and its applications, we refer to Freytag et al. (2012).

Since we did not have CO5BOLD models available for the entire atmospheric parameter range covered by the red giants in NGC 6752, we estimated the importance of 3D hydrodynamical effects only for stars on the lower RGB. For this purpose, we used a set of 3D hydrodynamical CO5BOLD models with $T_{\text{eff}}$ = 5000 K and log $g$ = 2.5, at four different metallicities, $[\text{M}/\text{H}]$ = 0.0, −1.0, −2.0, and −3.0. Allowing for the error margins of $\sim$100 K in the effective temperature and $\sim$0.25 dex in gravity, we assumed that the effective temperature and gravity of this model set is representative of the atmospheric parameters of the stars NGC 6752−08, and NGC 6752−19 to NGC 6752−30 (8 objects, see Table 1). For these stars, the extreme deviations from the parameters of the 3D model are $\Delta T_{\text{eff}} \sim 110$ K and $\Delta$log $g \sim 0.26$. These differences would only have a marginal effect on the uncertainty in the abundance estimates, i.e., the systematic uncertainty for the 3D barium abundance derivations would only increase from $\pm 0.08$ dex quoted in Sect. 3.2 to $\pm 0.10$ dex.

The 3D hydrodynamical models were taken from the CIFIST 3D model atmosphere grid (Ludwig et al. 2009). The model parameters are summarized in Table 4. The physical size of the 3D model box was chosen so that it would accommodate at least ten convective cells in the horizontal plane. Monochromatic opacities used in the model calculations were grouped into five opacity bins for $[\text{M}/\text{H}] = 0.0$ and six opacity bins for $[\text{M}/\text{H}] = −1.0, −2.0, −3.0$ models. The 1D LHD models were calculated for the same set of atmospheric parameters using the same equation of state, opacities, and chemical composition as in the case of the 3D hydrodynamical models.

To illustrate the differences between the 3D hydrodynamical and 1D classical stellar model atmospheres, we show their temperature stratifications at the metallicity of $[\text{M}/\text{H}] = −2.0$, $[\text{M}/\text{H}] = −3.0$.
which is the closest to that of NGC 6752 (Fig. 3, upper panel). In the same figure, we also indicate the typical formation depths of the three barium lines. It is obvious that at these depths, the temperature of the 3D hydrodynamical model fluctuates very strongly, especially in the outer atmosphere, as indicated by the rms value of horizontal temperature fluctuations ($\Delta T_{\mathrm{rms}} = \sqrt{\langle (T - T_0)^2 \rangle}$, where $T_0$ is the temporal and horizontal temperature average obtained on surfaces of equal optical depth). As we see below, differences in the atmospheric structures lead to differences in the line formation properties and henceforth to differences in barium abundances obtained with the 3D hydrodynamical and 1D classical model atmospheres.

Twenty 3D snapshots (i.e., 3D model structures at different instants in time) were selected to calculate the Ba II line profiles. The snapshots were chosen in such a way that the statistical properties of the snapshot sample (average effective temperature and its r.m.s value, mean velocity at the optical depth unity, etc.) would match as close as possible those of the entire ensemble of the 3D model run. The 3D line spectral synthesis was performed for each individual snapshot and the resulting line profiles were averaged to yield the final 3D spectral line profile.

The influence of convection on the spectral line formation was estimated by means of 3D–1D abundance corrections. The 3D–1D abundance correction is defined as the difference between the abundance $A(Y)$ derived for a given element $Y$ from the same observed spectral line using the 3D hydrodynamical and classical 1D model atmospheres, i.e.,

$$\Delta_{3D-1D} = A(Y)_{3D} - A(Y)_{1D} \quad \text{(Caffau et al. 2011)}.$$ 

This abundance correction can be separated into two constituents: (a) correction owing to the horizontal temperature inhomogeneities in the 3D model, $\Delta_{3D-1D}^{\text{3D}} = A(Y)_{3D} - A(Y)_{1D}$, and (b) correction owing to the differences between the temperature profiles of the average (3D) and 1D models, $\Delta_{3D-1D}^{\text{1D}} = A(Y)_{3D} - A(Y)_{1D}$. Abundances corresponding to the subscript (3D) were derived using the average 3D models, which were obtained by horizontally averaging 3D model snapshots on surfaces of equal optical depth. Spectral line profiles were calculated for each average (3D) structure corresponding to individual 3D model snapshots. These line profiles were averaged to yield the final (3D) profile, which was used to derive the $\Delta_{3D-1D}^{\text{3D}}$ abundance corrections. The full abundance correction was then $\Delta_{3D-1D} = \Delta_{3D-1D}^{\text{3D}} + \Delta_{3D-1D}^{\text{1D}}$. Spectral line synthesis for all three models, i.e., 3D, (3D), and 1D, was made using the Linfor3D code\(^5\).

The barium lines in the target stars are strong (cf. Table 3) and thus the derived 3D–1D abundance corrections are sensitive to the microturbulence velocity, $\xi_t$, of the comparison 1D model. The 3D–1D abundance corrections were therefore calculated using the equivalent widths and microturbulence velocities of the target stars derived in Sects. 3.1 and 3.2. Furthermore, cubic interpolation was used to interpolate between the 3D–1D abundance corrections derived at four different metallicities to obtain its value at the metallicity of the cluster, $[\text{Fe/H}] = -1.6$. The cubic interpolation between the four values of metallicities was chosen because of the nonlinear dependence of the 3D–1D abundance corrections on metallicity. The results are provided in Table 5, which contains the $\Delta_{3D-1D}^{\text{1D}}$ and $\Delta_{3D-1D}^{\text{3D}}$ abundance corrections for the three individual Ba II lines (Cols. 2–4), the 3D–1D abundance correction for each star (i.e., averaged over the three barium lines, Col. 5), the microturbulence velocity used with the 1D comparison model (Col. 6, from Sect. 1), the 3D LTE barium abundances (Col. 7), the 3D LTE barium-to-iron ratio (Col. 8), and finally both the 3D–1D abundance corrections, despite both stars having very similar effective temperatures and gravities (Col. 10) and after correction for the 3D effects (Col. 10).

Abundance corrections are sensitive to the choice of the 1D microturbulence velocity and line strength, therefore stars with very similar atmospheric parameters may have different abundance corrections. This is, for example, the case for NGC 6752-19 and NGC 6752-30. These two stars have largest and smallest microturbulence velocities in the entire sample, respectively, and NGC 6752-19 has slightly stronger barium lines than NGC 6752-30 (Table 3). This leads to noticeably different abundance corrections, despite both stars having very similar effective temperatures and gravities (Table 5).

4. Discussion

4.1. One-dimensional LTE and NLTE barium abundances in NGC 6752

Generally, the mean 1D LTE barium-to-iron abundance ratio obtained in this work, $\langle \text{[Ba/Fe]} \rangle_{\text{LTE}} = 0.24 \pm 0.05$ (random) $\pm 0.08$ (systematic), agrees well with the 1D LTE abundance ratios derived for this cluster by other authors. For example, James et al. (2004) derived $\langle \text{[Ba/Fe]} \rangle = 0.18 \pm 0.11$ from 9 main-sequence and 9 subgiant stars in NGC 6752. We note that the mean barium-to-iron ratio of James et al. (2004) based on the measurements of only subgiant stars is $\langle \text{[Ba/Fe]} \rangle = 0.25 \pm 0.08$.

\(^5\) http://www.aip.de/~mst/Linfor3D/Linfor_3D_manual.pdf
Table 5. The 3D LTE barium abundances of red giants in NGC 6752.

<table>
<thead>
<tr>
<th>Star</th>
<th>Δ_{3D-1D}^{\text{line}}</th>
<th>Δ_{3D-1D}^{\text{MULTI}}</th>
<th>Δ_{3D-1D}</th>
<th>ξ_0</th>
<th>\langle A/\text{Fe} \rangle</th>
<th>[\text{Ba/Fe}]_{1D}</th>
<th>[\text{Ba/Fe}]_{3D}</th>
<th>[\text{Ba/Fe}]_{1D}^{\text{NLTE}}</th>
<th>[\text{Ba/Fe}]_{3D}^{\text{NLTE}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 6752–08</td>
<td>0.05 ± 0.00</td>
<td>0.08 ± 0.01</td>
<td>0.06 ± 0.03</td>
<td>0.06</td>
<td>1.31</td>
<td>0.90</td>
<td>0.33</td>
<td>0.15</td>
<td>0.21</td>
</tr>
<tr>
<td>NGC 6752–19</td>
<td>0.13 ± 0.08</td>
<td>0.18 ± 0.11</td>
<td>0.15 ± 0.07</td>
<td>0.15</td>
<td>1.45</td>
<td>0.84</td>
<td>0.31</td>
<td>0.04</td>
<td>0.19</td>
</tr>
<tr>
<td>NGC 6752–20</td>
<td>0.01 ± 0.04</td>
<td>0.04 ± 0.05</td>
<td>0.02 ± 0.07</td>
<td>0.02</td>
<td>1.25</td>
<td>0.89</td>
<td>0.28</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>NGC 6752–21</td>
<td>0.07 ± 0.02</td>
<td>0.10 ± 0.02</td>
<td>0.08 ± 0.01</td>
<td>0.08</td>
<td>1.34</td>
<td>0.90</td>
<td>0.35</td>
<td>0.09</td>
<td>0.17</td>
</tr>
<tr>
<td>NGC 6752–23</td>
<td>0.02 ± 0.03</td>
<td>0.06 ± 0.02</td>
<td>0.04 ± 0.05</td>
<td>0.04</td>
<td>1.28</td>
<td>0.92</td>
<td>0.32</td>
<td>0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>NGC 6752–24</td>
<td>0.02 ± 0.07</td>
<td>-0.01 ± 0.08</td>
<td>-0.03 ± 0.10</td>
<td>-0.02</td>
<td>1.19</td>
<td>0.66</td>
<td>0.12</td>
<td>-0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td>NGC 6752–29</td>
<td>0.05 ± 0.00</td>
<td>0.08 ± 0.01</td>
<td>0.06 ± 0.02</td>
<td>0.06</td>
<td>1.31</td>
<td>0.73</td>
<td>0.24</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>NGC 6752–30</td>
<td>-0.03 ± 0.08</td>
<td>-0.01 ± 0.09</td>
<td>-0.02 ± 0.11</td>
<td>-0.02</td>
<td>1.18</td>
<td>0.80</td>
<td>0.27</td>
<td>0.13</td>
<td>0.11</td>
</tr>
</tbody>
</table>

mean: 0.83  0.28  0.08  0.13
sigma: 0.09  0.07  0.06  0.08

i.e., in this case the agreement with our LTE estimate is even better. The barium-to-iron ratios obtained by Norris & Da Costa (1995) and Yong et al. (2005) are lower, (\langle \text{Ba/Fe} \rangle) = 0.00 ± 0.13 and (\langle \text{Ba/Fe} \rangle) = 0.06 ± 0.13, respectively.

The disagreement between the results of Yong et al. (2005) and those obtained here is somewhat concerning, especially since both studies were based on the same set of UVES spectra, while the atmospheric parameters and iron abundances of individual stars employed by us and Yong et al. (2005) agree very well (Sect. 3.1). Moreover, the comparison of the equivalent width measurements obtained by us and Yong et al. (2005) also shows good agreement. One would thus also expect good agreement in the derived barium abundances – which is unfortunately not the case. We therefore felt it was important to look into the possible causes of this discrepancy.

To this end, we first obtained the 1D LTE barium abundances using the MULTI code. This independent abundance estimate was made using the same procedure as for the 1D NLTE abundance derivations, i.e., by fitting the observed and synthetic line profiles of the three Ba II lines, with the difference that in this case the line profile calculations performed with MULTI were done under the assumption of LTE. The mean barium-to-iron abundance ratio obtained in this way, (\langle \text{Ba/Fe} \rangle) = 0.22 ± 0.06 ± 0.08, agrees well with the value derived in Sect. 3.2 (\langle \text{Ba/Fe} \rangle) = 0.24 ± 0.05 ± 0.08).

In their abundance determinations, Yong et al. (2005) used an older version of the ATLAS models (Kurucz 1993). The differences between these ATLAS models and those used in our work is that (a) different opacity tables were used in the two cases (i.e., ODFNEW from Castelli & Kurucz 2003, with our models), and (b) the ATLAS models of Kurucz (1993) were calculated with the overshooting parameter switched on, while in our case the overshooting was switched off. To check the influence of these differences on the abundance derivations, we obtained the 1D LTE barium abundance using the older atmosphere models of Kurucz (1993), with the atmospheric parameters and iron abundances derived in Sect. 3.1. In this case, the mean derived barium-to-iron abundance ratio was (\langle \text{Ba/Fe} \rangle)_{1D \text{ LTE}} = 0.23 ± 0.05 ± 0.08, i.e., the effect of differences in the model atmospheres was only ~0.01 dex. The change in the barium abundances owing to differences in the atomic parameters (line broadening constants, oscillator strengths) used in the two studies was more significant, i.e., the abundances derived by us using the atomic parameters of Yong et al. (2005) were ~0.1 dex lower. However, this still leaves a rather large discrepancy, ~0.15 dex, between the barium-to-iron ratios obtained by us and Yong et al. (2005), for which we unfortunately cannot find a plausible explanation.

As in the case of the 1D LTE abundances, the extent of the star-to-star variations in the derived 1D NLTE barium-to-iron ratio, (\langle \text{Ba/Fe} \rangle)_{1D \text{NLTE}} = 0.05 ± 0.06 ± 0.08, is small and can be fully explained by the uncertainties in the abundance determinations. The 1D NLTE barium-to-iron ratio derived here is similar to the value (\langle \text{Ba/Fe} \rangle)_{1D \text{NLTE}} = 0.09 ± 0.20 obtained for two red giants in M10 by Mishenina et al. (2009). The elemental ratios obtained in the two studies are thus very similar, although one should keep in mind that the estimate of Mishenina et al. (2009) is based on only two stars. The metallicities of the two clusters are very similar too, [Fe/H] = −1.56 in the case of M10 (Harris 1996, 2010 edition) and [Fe/H] = −1.60 for NGC 6752 (Sect. 3.1). Galactic field stars typically show no pronounced dependence of [Ba/Fe] on metallicity, although the scatter at any given metallicity is large (Sneden et al. 2008). One may therefore conclude that, taken into account the high [Ba/Fe] spread in field stars, the (\langle \text{Ba/Fe} \rangle) ratio derived here is comparable to those seen in Galactic field stars and other globular clusters of similar metallicity.

4.2. The 3D-corrected 1D NLTE barium abundance in NGC 6752

The 3D–1D barium abundance corrections obtained for the eight stars in NGC 6752 (see Sect. 3.4 above) provide a hint of the net extent to which the 3D hydrodynamical effects may influence spectral line formation (and thus, the abundance determinations) in their atmospheres (Table 5). In the case of all red giants investigated, the corrections are small, −0.03 to +0.15 dex, and the mean abundance correction for the eight stars is Δ_{3D-1D} = 0.05. We note though that the individual contributions to the abundance correction, Δ_{3D-1D} and Δ_{3D-1D}, are substantial (~±0.1 dex) but often because of their opposite sign nearly cancel and thus the resulting abundance correction is significantly smaller (Table 5). This clearly indicates that the role of convection-related effects on the spectral line formation in these red giants cannot be neglected, even if the final 3D–1D abundance correction, Δ_{3D-1D}, is seemingly very small.

The mean 3D LTE barium-to-iron abundance ratio obtained for the eight red giants is (\langle \text{Ba/Fe} \rangle)_{3D \text{ LTE}} = 0.28 ± 0.07 ± 0.10. The 3D LTE barium abundance measurements made for a given star from the three barium lines always agree to within ~0.03 dex. In the case of all twenty giants studied here, the mean 1D NLTE barium-to-iron ratio corrected for the 3D-related effects is (\langle \text{Ba/Fe} \rangle)_{3D \text{NLTE}} = 0.10 ± 0.08 ± 0.10 and therefore is only slightly different from the 1D NLTE value obtained in Sect. 3.3. However, the positive sign of the 3D–1D abundance differences indicates that in the spectra of red giants in NGC 6752 the three studied Ba II lines will be weaker in 3D than in 1D, in contrast to what is generally seen in red giants at this metallicity (cf. Collet et al. 2007; Dobrovolskas et al. 2010).
For the Ba II lines, the 3D–1D abundance corrections are sensitive to the choice of microturbulence velocities in the 1D models: an increase in the microturbulence velocity by 0.10 km s\(^{-1}\) leads to an increase of 0.07 dex in the 3D–1D abundance correction. At the same time, the 1D abundance itself decreases by roughly the same amount. The result is that although the 3D correction is sensitive to microturbulence, the 3D corrected abundance is not.

5. Conclusions

We have derived the 1D LTE and 1D NLTE abundances of barium for 20 red giant stars in the globular cluster NGC 6752. The mean barium-to-iron abundance ratios are \([\text{Ba}/\text{Fe}]_{\text{1D LTE}} = 0.24 \pm 0.05 \pm 0.08\) and \([\text{Ba}/\text{Fe}]_{\text{1D NLTE}} = 0.05 \pm 0.06 \pm 0.08\) (the first error measures the star-to-star variation in the abundance ratio and the second is the systematic uncertainty in the atmospheric parameter determination, see Sect. 3.1). Individual barium-to-iron abundance ratios show little star-to-star variation, which leads us to conclude that there is no intrinsic barium abundance spread in the RGB stars at or slightly below the RGB bump in NGC 6752. This conclusion is in line with the results obtained in other studies, for stars in both this and other Galactic populations and are not very different from those observed in halo stars.

We have also obtained 3D LTE barium abundances for 8 red giants on the lower RGB in NGC 6752. The mean 3D LTE barium abundance, \([\text{Ba}/\text{Fe}]_{\text{3D LTE}} = 0.28 \pm 0.07 \pm 0.10\), is only 0.05 dex higher than that obtained for these stars in 1D LTE. This small 3D–1D correction leads to very minor adjustment of the mean barium-to-iron abundance ratios show little star-to-star variation, which leads us to conclude that there is no intrinsic barium abundance spread in the RGB stars at or slightly below the RGB bump in NGC 6752. This conclusion is in line with the results obtained in other studies, for stars in both this and other Galactic populations and are not very different from those observed in halo stars.

It would be misleading, however, to conclude that the role of the 3D effects in the formation of the barium lines in the atmospheres of red giants in NGC 6752 is minor. As a matter of fact, we have found that the 3D–1D abundance corrections owing to horizontal temperature inhomogeneities in the 3D model (i.e., \(\Delta_{\text{3D–1D}}\) correction) and differences in the temperature profiles between the average (3D) and 1D models (\(\Delta_{\text{3D–1D}}\) correction) are substantial and may reach ~±0.1 dex (Table 5). However, their sign depends on the line strength, and owing to this subtle fine-tuning their sum is significantly smaller, from ~0.03 to 0.02 dex, which for this given set of atmospheric and atomic line parameters maintains the size of the 3D–1D abundance corrections at the level of the errors in the abundance determination.
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Table A.1. continued.

<table>
<thead>
<tr>
<th>Species</th>
<th>λ, nm</th>
<th>ν, eV</th>
<th>log gf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe II 624.755</td>
<td>70</td>
<td>3.892</td>
<td>-2.310</td>
</tr>
<tr>
<td>Fe II 636.946</td>
<td>20</td>
<td>2.891</td>
<td>-4.160</td>
</tr>
<tr>
<td>Fe II 641.691</td>
<td>90</td>
<td>3.892</td>
<td>-2.650</td>
</tr>
<tr>
<td>Fe II 643.268</td>
<td>00</td>
<td>2.891</td>
<td>-3.520</td>
</tr>
<tr>
<td>Fe II 645.638</td>
<td>30</td>
<td>3.903</td>
<td>-2.100</td>
</tr>
<tr>
<td>Fe II 651.608</td>
<td>00</td>
<td>2.891</td>
<td>-3.320</td>
</tr>
</tbody>
</table>
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