On acoustic and gravity waves in the solar photosphere and their energy transport
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ABSTRACT

Aims. We study acoustic and atmospheric gravity waves in the quiet Sun to estimate their energy transport to the chromosphere.

Methods. A two-dimensional time sequence from quiet Sun disc centre was analysed with simultaneous spectroscopic observations in Fe i 5576 Å and Fe i 5434 Å (both with Landé factor $g = 0$). We calculated response functions of the velocities for the line minimum shifts and atmospheric transmissions of waves for the two lines. For this, NLTE line formation in granular and intergranular model atmospheres from numerical simulations were performed. For the interpretation of the observed waves and for the estimates of energy fluxes, we assumed adiabatic propagation of plane waves in an isothermal model atmosphere. Fourier analyses of intensity and velocity fluctuations were carried out. They yield power, phase, and coherence as functions of frequency $\nu$ (from temporal Fourier transforms) and in the $k_h-\nu$ plane (from three-dimensional transforms). The power spectra, together with the mass densities at velocity formation heights, give then the energy fluxes.

Results. The rms velocities found here in the acoustic and gravity wave domains are lower by a factor $\sim 1.5$ as in earlier work. We therefore admit a factor of 2 for an upward correction of the estimated fluxes. For acoustic waves we find: 1) upward propagating waves are present on the Sun with frequencies up to $14-15$ mHz (periods $U \approx 70$ s); 2) the approximation of plane adiabatic waves in an isothermal atmosphere appears adequate for estimating the energy fluxes; 3) the acoustic energy fluxes are in the same range as found in our earlier work from ground-based, two-dimensional spectroscopy, $1500-3100$ W m$^{-2}$ at an atmospheric height of $\sim 380$ km and $1300-2700$ W m$^{-2}$ at $570$ km. The energy flux carried by gravity waves is difficult to determine. We find: 1) phase and coherence spectra between continuum and velocity fluctuations show that convective overshoot and gravity waves are superimposed. We account for the convective flows using these coherence spectra. 2) At low frequencies, the vertical wavelength $\lambda_z$ can be short ($<300$ km), yielding large corrections for atmospheric transmissions (factors $>100$). We thus exclude from the flux estimates waves with $|k_z| > 20$ Mm$^{-1}$ and with vertical group velocities $v_{gr} < 0.3$ km s$^{-1}$. They are likely to be strongly reduced in amplitude by radiative damping. 3) With these caveats, the energy fluxes carried by gravity waves are found in the range of $4000-8200$ W m$^{-2}$ at $380$ km and $700-1400$ W m$^{-2}$ at $570$ km. Gravity waves thus also contribute to the energy transport into the chromosphere.
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1. Introduction

The mechanisms of energy transport to the solar chromosphere and corona have been investigated for many decades. The radiative energy losses of the average quiet chromosphere amount to $4600$ W m$^{-2}$ according to Vernazza et al. (1981) up to $14000$ W m$^{-2}$ given by Anderson & Athay (1989). The models by Vernazza et al. and Anderson & Athay are static. Dynamic models like those by Carlsson & Stein (1995, 1997) do not have the same energy requirements. Thus, the problem of the energy needs of the quiet solar chromosphere is an open issue. For the supply of energy, waves are under intense study. We refer to Stein & Leibacher (1974) and Leibacher & Stein (1981) who review the earlier literature and present physical descriptions of waves in the solar atmosphere. A further review of wave generation, propagation, and dissipation was presented by Stein et al. (2004).

Potential candidates for transport and dissipation of energy in the quiet solar atmosphere, which do not involve magnetic fields, are acoustic waves and internal gravity waves. In previous work, Bello González et al. (2009, henceforth Paper I) and Bello González et al. (2010a, Paper II), we dealt with short-period acoustic waves. See Paper I for a discussion of other work on this topic. We estimated energy fluxes in short-period, acoustic waves of $\sim 3400$ W m$^{-2}$ at a height in the solar atmosphere of $\sim 250$ km, and of $1730-2100$ W m$^{-2}$ at $450-600$ km (see also Bello González et al. 2010b). Most recently, from an analysis of high-resolution observations with the two-dimensional (2D) IMaX spectrometer (Martínez Pillet et al. 2011) onboard the balloon-borne SUNRISE telescope (Barthol et al. 2011; Solanki et al. 2010), Bello González et al. (2010c) measured substantial flux in short-period waves, in the frequency range of $5.2-15$ mHz, of $\sim 7000$ W m$^{-2}$ at a height of $\sim 200$ km.

Atmospheric gravity waves also may play an important role in transporting energy to the chromosphere. They were treated theoretically by, e.g., Souffrin (1966), Stix (1970), and Mihalas & Toomre (1981, 1982) who included radiative damping. Mihalas & Toomre (1982) found a possible energy flux at the base of the chromosphere of $1000-10000$ W m$^{-2}$ from a $10-100$ times larger initial flux.

Among the observations of gravity waves, we mention the work of Staiger (1987) who found negative phase differences at low frequencies between low and high forming lines. Also Deubner & Fleck (1989) presented clear evidence for...
the existence of gravity waves. Krijger et al. (2001) analysed TRACE data (Handy et al. 1999). They also saw clear negative phase differences (henceforth phases for brevity) of approximately −8° between intensity fluctuations in the 1700 Å and 1600 Å passbands of TRACE. Likewise, Rutten & Krijger (2003) used the same TRACE data to find signatures of gravity waves. Recently, Straus et al. (2008) have measured a large energy flux in atmospheric gravity waves, 20 800 W m−2 at a height of 250 km and ~5000 W m−2 at approximately 500 km. From simultaneous observations with Hinode/SOT (Tsuneta et al. 2008) in Mg b and SOHO/MDI (Scherrer et al. 1995) in Ni i at 6768 Å, Straus et al. (2009) have confirmed the large energy flux in gravity waves, and obtained ~2000 W m−2 at a height of 720 km. Also in this work, Straus et al. find an acoustic energy flux of 1600 W m−2 at 400 km. These results by Straus et al. (2008, 2009) are outstanding and important, and it is worth undertaking a similar study.

Here, we analyse new observations relevant for estimates of energy fluxes in the quiet solar atmosphere. We determine velocities from 2D time series obtained quasi-simultaneously in the Fe i 5576 Å and 5434 Å lines. We describe the observations and their analysis in Sect. 2. The formation heights of the velocity signals and the transmission of the atmosphere for the measurement of line shifts from waves are presented in Sect. 3. For the interpretation and estimates of energy fluxes, we outline in Sect. 4 the equations of wave propagation in the solar atmosphere. As in Paper II, we assume adiabatic waves in an isothermal atmosphere. In Sect. 5 we present power, phase, and coherence spectra and estimate energy fluxes in acoustic and gravity waves from the velocities measured in the two lines. Section 6 concludes this paper.

2. Observations, data analysis, and rms velocities

2.1. Observations

The observations were obtained on July 16, 2010, from quiet Sun disc centre. We used the Triple Etalon SOLar Spectrometer (TESOS, mounted at the VTT, Tritschler et al. 2002, and references). TESOS can be operated with two F numbers (ratio of diameter of entrance pupil to effective focal length), 1/128 and 1/256 (von der Lühe & Kentischer 2000). We chose \( F = 1/256 \), because it gives the higher spatial and spectral resolution \((\lambda/\Delta \lambda \approx 300,000)\). The two Fe i 5576 Å and Fe i 5434 Å lines, both with Landé factors \( g = 0 \), were scanned sequentially with exposure times of 50 ms at 36 positions with a step width of 14.56 mÅ for 5576 Å and at 48 positions with a step width of 14.20 mÅ for 5434 Å. Broadband frames through a filter at 5577 Å with FWHM of 3 Å were taken simultaneously with the narrow-band images. The frames were binned online to a scale of 0′′.172 per pixel. The total duration of one scan, including both lines, was 21.0 s. Dark and flat field data were recorded as well. The observations were supported by KAOS (von der Lühe et al. 2003). The seeing was good, with Fried parameter \( r_0 \) between 10 cm and 20 cm for 84 scans (29.4 min) during the early morning and then deteriorated rapidly, such that the solar granulation contrast became low and KAOS lost tracking.

2.2. Data analysis

When scanning a spectral line profile with Fabry-Perot interferometers one obtains intensity fluctuations along the wavelength (Tritschler et al. 2002, their Fig. 6; Bello González & Kneer 2008, Fig. 1). Besides, the narrow-band frames from TESOS with its telecentric mounting exhibit an “orange peel” pattern, and the spectral lines from the scans are locally shifted with respect to the scanning step number and may suffer from asymmetric transmission profiles (Scharmer 2006). These are caused by wavelength shifts of the transmission peaks of the Fabry-Perot etalons, due to (small) local flatness defects of the order of \( \Delta /200 \) (in the visible range) and due to mistuning of the etalons against each other. The data analysis therefore requires special care. We describe it step by step for one spectral line.

1. The broadband and narrow-band frames were dark-corrected and the broadband frames were divided by the corresponding average flat field image.
2. The narrow-band flat field scans were (temporally) averaged. The resulting scan was compared with the corresponding line profile from the Fourier transform spectrometer (FTS, Brault & Neckel; quoted by Neckel 1999), which we fitted in position, continuum intensity, and line depression to the profiles observed in each pixel in the flat fields. The intensity fluctuations along wavelength were then obtained by division of the observed profiles by the FTS profiles, normalisation, and high-pass filtering to remove long wavelength fluctuations due to different line widths in observations and FTS profiles. This process also gives the wavelength shifts at each pixel in the field of view (FoV).
3. The flat field scan was divided at each pixel by the corresponding wavelength-dependent intensity fluctuations. The profiles at each pixel were smoothed in wavelength with the Hamming function \( S = [0.26, 0.48, 0.26] \). Then the wavelength shifts could be removed from the flats by interpolation.
4. Then, at each wavelength position, the flat fields were divided by their average over the FoV, which removes the wavelength-dependent intensity from the flat fields. The resulting frames can be used to correct the science scans.
5. All narrow-band science scans were corrected, pixel by pixel, for the wavelength-dependent intensity fluctuations determined from the flats, then also smoothed in wavelength as the flats, and corrected for the wavelength shifts also determined from the flats.
6. Finally, the frames were divided at each wavelength position by the flats from which the wavelength information had been taken out.

This way, the instrumental effects were eliminated to a large extent from the TESOS data. To perform a low-level image reconstruction, the broadband images from each scan were de-stretched with the average broadband image from this specific scan as reference, using a procedure written by Suetterlin (2002, priv. comm.). The de-stretching parameters were then also applied to the spectroscopic narrow-band frames. Furthermore, the continuum images (averages from the blue and red sides of both lines), were de-stretched with running means over 11 time steps as references, and the de-stretching parameters were again transferred to the line profiles. The resulting FoV amounted to 29′′24 × 29′′24 (170 × 170 pixels).

Then the (relative) continuum intensities were determined from averages over six wavelength positions at either side of the 5434 line and over four positions at either side of 5576. Line minimum intensities and positions were obtained from an interpolation method described in Paper II. The resulting sequences were apodised over 12 pixels in the spatial directions and over six pixels in time. The sequences from the 5576 line were finally...
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shifted by the time difference between the recording of the minimum of the 5576 and 5434 lines. For this purpose, the positions of the minima of the line profiles were taken from the averages over the FoV and over time. The 5434 line minimum intensities in this FoV, averaged over time, showed no persistent brightenings that would indicate network magnetic fields.

After subtraction of averages in space and time, the 2D time sequences of continuum intensities, line minimum intensities, and velocities were Fourier-transformed, yielding power, phase, and coherence spectra between two of the various sets. We used the definition by Edmonds & Webb (1972) for the coherence. Since the observations are from quiet Sun disc centre, we may assume azimuthal isotropy and average the spectra azimuthally in the $(k_x, k_y)$ plane. The Nyquist frequency is $v_N = 23.81$ mHz and the frequency resolution is $\Delta v = 0.57$ mHz, while for the horizontal wavenumber we have $k_0 = 25.19$ Mm$^{-1}$ and a wavenumber resolution of $\Delta k_0 = 0.296$ Mm$^{-1}$. To reduce pixelisation in the presentations of the power, phase, and coherence spectra, the data sets were interpolated in the Fourier space by padding the data themselves at the beginning and at the end of the time axis with zero arrays of the same length as the data themselves. This has no effect on the results of flux estimates.

### 2.3. rms velocities

The rms velocities from the present data are low, lower than those in Papers I and II, and also lower than the values found by other authors. We have here $v_{\text{rms,5576}} = 305$ m s$^{-1}$ for 5576, with velocity signals from heights of $\sim 370$ km (above $r_3 = 1$, see the response functions below in Sect. 3.1), and $v_{\text{rms,5434}} = 415$ m s$^{-1}$ for 5434, from heights $\sim 560$ km. In the data for Paper I the velocity was $v_{\text{rms,5576}} = 405$ m s$^{-1}$ from $\sim 250$ km, and in Paper II we had $v_{\text{rms,5434}} = 510$ m s$^{-1}$ from $\sim 550$ km. In the work of other authors we find $v_{\text{rms}} = 440$ m s$^{-1}$ at 250 km and 500 m s$^{-1}$ at $\sim 520$ km in Canfield & Mehltritter (1973), 500 m s$^{-1}$ at 250 km and 500 m s$^{-1}$ at 500 km in Canfield (1976), and $\geq 600$ m s$^{-1}$ at 500–600 km in Keil & Canfield (1978). See also the results and discussions in Durrant et al. (1979), Komm et al. (1991), and Hanslmeier et al. (1991). We have applied filters to restrict the velocities either only to the acoustic domain or only to the gravity wave domain. We then obtain for the present data set in 5434, e.g. $v_{\text{rms,ac}} = 170$ m s$^{-1}$ and $v_{\text{rms,grav}} = 95$ m s$^{-1}$, while the data for Paper II give $v_{\text{rms,ac}} = 250$ m s$^{-1}$ and $v_{\text{rms,grav}} = 135$ m s$^{-1}$.

For a test, we smoothed the 5434 line data from Paper II with a Gaussian with $\sigma = 0.23$ ($\text{FWHM} = 0.47$), although the seeing during observation for the present data was good. We obtained $v_{\text{rms,ac}} = 170$ m s$^{-1}$ and $v_{\text{rms,grav}} = 90$ m s$^{-1}$, which are similar to the present data. The total rms velocity in the 5434 line, which is dominated by the 5-min oscillations, was reduced somewhat, to 466 m s$^{-1}$. The rms continuum fluctuations were reduced from 6.3% (of average) to 4.2%, a value similar to the 4.1% observed in the line data.

We have expanded on this point because the energy flux is roughly proportional to $v_{\text{rms,ac/grav}}$. The present study is based on 2D observations, which were not subject to image reconstruction, while the data for the results in Papers I and II were reconstructed. It was shown in these works and in Bello González et al. (2010c) that the acoustic waves are of small scale. High spatial resolution is obviously needed to find the waves with only small spatial extension, which are likely also the waves with short periods. The energy fluxes from the present data set, to be presented below in Sect. 5, may thus easily be underestimated by a factor of 2 or more.

### 3. Response functions and atmospheric transmission

We present below velocity response functions $RF_v$ (in short $RF$), which give information on the formation heights of the velocity signals. From these one obtains the mass densities $\rho$ for the estimates of the energy fluxes and an assessment of the differences of formation heights of the lines under study. Furthermore, as repeatedly shown (Bello González et al. 2010c; Papers I and II, and references therein), the extent of the signal forming layers may lead to severe damping of the observable velocities from waves with short wavelength along the line of sight. This effect of atmospheric transmission ($\nu_T$) on measurements of energy fluxes was denoted as “underestimated in the past” by Straus et al. (2009). The squares of the $\nu_T$s are the modulation transfer functions $MTF$s by which the velocity powers are to be corrected for flux determinations (cf. Eq. (11) below).

For calculating $RF$s and $\nu_T$s, we used an intergranular (IGR) and a granular (GR) model atmosphere from the hydrodynamic simulations by Asplund et al. (2000) and the profiles of the two iron lines were calculated in NLTE. The models are from the same IGR and GR and from the same snapshot from the Asplund et al. simulations that have been analysed in detail by Shchukina & Trujillo Bueno (2001). For Fe i 5434, we used the departure coefficients as in Paper II, which had been calculated as in Shchukina & Trujillo Bueno (2001).

For Fe i 5576, the NLTE ionisation equilibria of Fe in IGR and GR were taken from Fig. 6 in Shchukina & Trujillo Bueno (2001), which accounts approximately for the difference in line absorption between LTE and NLTE (see Fig. 7 in Shchukina & Trujillo Bueno 2001). For the NLTE line source function of the 5576 line, the ratios of the departure coefficients were obtained from the excitation temperatures given by the dashed curves in Fig. 8 of the same work.

The line profiles from the model atmospheres, which possess an infinite spectral resolution, were convolved with the spectral transmission of the spectrometer (TESOS). The finesses of the three Fabry–Perot etalons were provided by Kentischer (2010, priv. comm.). The effect of spectral broadening from the telecentric mounting, albeit small, was included. The resulting profiles were interpolated to the wavelength steps of the observations and then convolved with the same Hamming smoothing function $[0.26, 0.48, 0.26]$ as the observations.

#### 3.1. Response functions

For the calculation of the $RF$s, we added a small velocity perturbation to the IGR and GR models while keeping the macroscopic velocities. The method by Ebisawa et al. (2001) was applied. The resulting velocity $RF$s are depicted in Fig. 1. In IGR, the maximum of the 5434 $RF$ occurs at a height of approximately 620 km and that of 5576 at 410 km. The mass densities in the IGR model are $5.5 \times 10^{-6}$ kg m$^{-3}$ for 5434 and $3.0 \times 10^{-5}$ kg m$^{-3}$ for 5576. In GR, the maxima occur for 5434 at 520 km with mass density $1.1 \times 10^{-5}$ kg m$^{-3}$ and for 5576 at 350 km with mass density $10^{-5}$ kg m$^{-3}$.
We note that the relevant quantity of a wave for the translation is its wavelength. The dispersion relation, Eq. (2) below, that gives the information on the group velocities, and measurements of 8.3 $\times$ 10^{-5} kg m^{-3}. The differences in height of signal formation are 210 km in the IGR model and 170 km in the GR model, on average 190 km.

3.2. Atmospheric transmission

We calculated $T_{rs}$ of IGR and GR for the two lines for vertical wavenumbers $k_z$, ranging from 0 to 40 Mm^{-1}. For any frequency $\nu$ and horizontal wavenumber $k_\parallel$ we determine $k_z$, from the dispersion relation, Eq. (2) below. For each $k_z$, linear waves were assumed as $\psi(z, k_\parallel, \phi) = \psi_0(z) \exp(z/h)$, with 25 phases $\phi$ from 0° to 360°. From the resulting line profiles the maximum and minimum of the Doppler shifts were determined and normalised to those for $k_z = 0$, i.e. for infinite vertical wavenumber. $T_{rs}(k_z)$, and in the gravity wave domain for small $\omega$ and large $k_z$.

We calculated $T_{rs}$ of IGR and GR for the two lines for vertical wavenumbers $k_z = 2\pi/\Lambda_z$, ranging from 0 to 40 Mm^{-1}. For any frequency $\nu$ and horizontal wavenumber $k_\parallel$ we determine $k_z$, from the dispersion relation, Eq. (2) below. For each $k_z$, linear waves were assumed as $\psi(z, k_\parallel, \phi) = \psi_0(z) \exp(z/h)$, with 25 phases $\phi$ from 0° to 360°. From the resulting line profiles the maximum and minimum of the Doppler shifts were determined and normalised to those for $k_z = 0$, i.e. for infinite vertical wavenumber, yielding $T_{rs}(k_z)$. We assumed an exponential increase in the wave amplitudes according to $\psi_0(z) = \psi_0(z = 0) \exp(z/H)$, which mimics conservation of energy density $\rho(z) \cdot u_{\text{max}}(z)^2 = \text{const.}$, with the density scale height $H = 107.5$ km (see below). This choice gives somewhat larger $T_{rs}$ than assuming constant amplitude with height, thus somewhat smaller correction factors $1/T_{rs}(k_z)^2 = 1/MTF$ (cf. Eq. (11) below), for the estimates of fluxes. Figure 2 shows the $T_{rs}$ as functions of $k_z$ separately for IGRs and GRs.

When estimating the energy fluxes below, we distinguish between IGR and GR for the acoustic waves, but not for the atmospheric gravity waves. The reason is that acoustic waves, on the one hand, mostly possess a vertical group velocity close to the sound speed. The travel time from the base of the photosphere to the formation heights of the lines is only 60–80 s, so an allocation of waves to the granular convection is thus possible. The group velocities of gravity waves, on the other hand, vary between 100 m s^{-1} to few km s^{-1} with very different travel times. For gravity waves we use average formation heights of 570 km for 5434 and 380 km for 5576 with average mass densities of $8.3 \times 10^{-6}$ kg m^{-3} for the 5434 line and $4.0 \times 10^{-5}$ kg m^{-3} for 5576. Likewise, the $T_{rs}$ for IGR and GR are averaged when dealing with gravity waves.

The methods of obtaining the densities at signal formation height from response functions and of correcting the signals applying MTFs have not been well established. The critical issues come from the fact that the solar atmosphere is highly dynamic (e.g. Fleck et al. 2010). It is little known how the flows and temperature fluctuations, excited by the granular convection, influence wave propagation, especially for those with short wavelength of a few 100 km and less. Thus, the concepts of height of formation and MTFs definitely require an assessment. For this, hydrodynamic simulations are needed that include waves. Recently, Leenaarts et al. (2011) have carried out numerical simulations in two spatial dimensions with time-dependent ionisation of hydrogen and self-consistent excitation of acoustic waves, among other features. Calculations of line formation in such dynamic models could then be used to relate such observable quantities as intensity and Doppler-shift fluctuations with those at their formation height and compare them with observed data. Most likely, such radiation transfer simulations will need NLTE calculations for the ionisation equilibria and level populations, possibly time dependent at large atmospheric heights.

4. Wave propagation

Below we use the dispersion relation from the linearised equations of motion to determine the vertical group velocity of acoustic and gravity waves and the inclination of the particle motions with respect to the vertical. The relevant equations can be found, e.g., in Mihalas & Toomre (1981, 1982) and in Bray & Loughhead (1974). See also Paper II. We collect them here for completeness and we show that when following these equations strictly gives the information on the group velocities, and measurements of phases are not needed.

As in Paper II, we adopt the approximation of adiabatic propagation of plane waves in the stratified, solar atmosphere, which we assume is isothermal. Be $\omega = 2\pi \nu$ the angular frequency and $k_\parallel$ and $k_z$ the horizontal and vertical components of the wave vector, respectively, with real $(\omega, k_\parallel, k_z)$. In a non-isothermal, non-isotropic atmosphere $(k_\parallel, k_z)$ are not constant, and become complex numbers with damping (e.g. Mihalas & Toomre 1982). We refer below, in the estimates of energy transport by waves in Sect. 5, to the modelling results about radiative damping in their work.

Under the present assumptions, the acoustic cutoff frequency $\omega_{ac}$ and the Brunt-Väisälä frequency $\omega_B$ are given by

$$\omega_{ac} = \gamma g \cdot \frac{\rho}{c_s}, \quad \omega_B = \sqrt{\frac{\gamma - 1}{\rho} \frac{g}{c_s}},$$

where $\gamma = 5/3$ is the ratio of specific heats, $g$ the surface gravity acceleration, and $c_s$ the sound velocity for which we take
7 km s\(^{-1}\). With this the acoustic cutoff frequency is \(\omega_{\text{ac}} = 3.26 \times 10^2\) s\(^{-1}\) (cutoff period \(U_{\text{ac}} = 193\) s), and the Brunt-Väisälä frequency is \(\omega_{\text{BV}} = 3.19 \times 10^3\) s\(^{-1}\). The vertical direction is taken opposite to the vector of the surface gravity. With the above sound speed, the scale height of the density (and pressure) stratification is \(H = \frac{c^2_s}{(\gamma g)} = (RT)/(\mu g) = 107.5\) km, with the universal gas constant \(R\) and the mean molecular weight \(\mu\) also assumed to be independent of height.

The dispersion relation is

\[
k^2_{\text{ac}} = \left(\frac{\omega^2_{\text{BV}}}{\omega^2} - 1\right)\frac{k^2_{\text{ac}}}{\omega^2} + \left(\frac{\omega^2 - \omega^2_{\text{ac}}}{\omega^2}\right)\frac{1}{c^2_s}.
\]

This reduces in an incompressible medium with \(c_s \to \infty\) and \(H \to \infty\), thus \(\omega^2_{\text{ac}}/c^2_{s} = 1/(4H^2) \to 0\), to

\[
k^2_{\text{ac}} + k^2_h = \left(\frac{\omega^2_{\text{BV}}}{\omega^2} - 1\right)\frac{k^2_h}{\omega^2},\]

or in this approximation,

\[
\cos^2\theta = \frac{k^2_{\text{ph}}}{k^2_{\text{ac}} + k^2_h} = \frac{\omega^2}{\omega^2_{\text{BV}}},
\]

where \(\theta\) is the angle between the wave vector and the horizontal direction.

For \(k^2_{\text{ac}} = 0\) in Eq. (2), we obtain two limiting curves in the \(k_h - \nu\) plane (with \(\nu = \omega/(2\pi)\)), dividing this plane into three regimes: (1) acoustic waves with \(k^2_{\text{ac}} > 0\); (2) the regime of evanescent waves with \(k^2_{\text{ac}} < 0\); (3) atmospheric gravity waves with again \(k^2_{\text{ac}} > 0\). Figure 3, the “diagnostic” diagram, shows the areas of the various waves (see also below Fig. 5 and following). The above values for \(c_s, \omega_{\text{ac}},\) and \(\omega_{\text{BV}}\) were adopted for this figure. Convective signals with finite lifetime may also be present in the gravity wave domain and may extend into the evanescent wave regime.

The vertical component of the phase velocity becomes

\[
u_{\text{ph},z} = \frac{\omega}{k_z} = \pm \left[\left(\frac{\omega^2_{\text{BV}}}{\omega^2} - 1\right)\frac{k^2_{\text{ac}}}{\omega^2} - \left(\frac{\omega^2 - \omega^2_{\text{ac}}}{\omega^2}\right)\right]^{1/2},
\]

where we have used the dispersion relation, Eq. (2). We take \(\omega\) strictly positive, so the vertical phase velocity carries the sign of \(k_z\). In the incompressible limit, the vertical phase velocity reduces to

\[
u_{\text{ph},z} = \pm \left(\frac{\omega}{\omega^2_{\text{BV}} - 1}\right)^{1/2} = \nu_{\text{ph},h}/\tan\theta,
\]

Similarly for the vertical component of the group velocity, one obtains

\[
u_{\text{gr},z} = \frac{\partial \omega}{\partial k_z} = -\frac{k_c \omega}{\left(\omega^2_{\text{BV}}/\omega^2\right) k^2_{h} - \omega^2/c^2_s},
\]

which again reduces in the incompressible limit to

\[
u_{\text{gr},z} = -v_{\text{ph},z} \cdot \sin^2\theta.
\]

The denominator in Eq. (7) is negative for acoustic waves and positive for gravity waves. Thus, for gravity waves, the vertical group velocity \(\nu_{\text{gr},z}\) takes on the opposite sign of the vertical phase velocity \(\nu_{\text{ph},z}\).

The solution of the wave equations (see Paper II, Eqs. (2)–(5) and (10)) gives the angle \(\psi\) between the vertical direction and the direction of the particle motion

\[
|\psi|^2 = \frac{k^2_{\text{ph}}}{k^2_{\text{ac}}} = \tan^2\nu \psi = \frac{k^2_1 + \left(\omega^2_{\text{ac}}/c_s - g/c^2_{s}\right)}{\left(\omega^2/c^2_{s} - k^2_{h}\right)},\]

Here, \(\nu\) and \(\zeta\) denote the horizontal and vertical amplitudes, respectively, of the particle motion. In the incompressible limit one obtains

\[
tan^2\nu \psi = k^2_1/k^2_{h} = \tan^2\theta,
\]

i.e., in this limit, the particles move strictly perpendicularly to the direction of the wave vector.

The measurements consist of line-of-sight (LOS) velocities from the disc centre of the Sun. The power spectra \(P_{\nu}(k_h, \nu)\) are thus to be corrected for the foreshortening. The total energy fluxes carried by acoustic or atmospheric gravity waves into the vertical direction become

\[
F = \rho \sum_{i,j} \left\{ \frac{u_{\text{gr},z}(k_i, \nu_j) \cdot P_{\nu}(k_i, \nu_j)}{\cos^2(\psi(k_i, \nu_j)) \cdot MTF(k_i, \nu_j) \times 2\pi k_i \Delta k_i \Delta \nu_j} \right\},
\]

where \(\rho\) is the mass density at the formation height of the velocity signal, \(\Delta k_i\) and \(\Delta \nu\) denote the horizontal wavenumber and frequency intervals, respectively, in the \(k_h - \nu\) plane, and \(MTF\) is the modulation transfer function (square of the atmospheric transmission, see Sect. 3 above). The summations are taken over pixels in the acoustic wave domain or in the gravity wave domain. The factor \(2\pi k_i\) is for azimuthal integration in the \(k_i - k_h\) plane since the power spectra are azimuthal averages.

5. Results

5.1. Spectra of power, phase, and coherence

5.1.1. Temporal spectra

We begin with one-dimensional (1D) spectra. We calculated at each pixel in the FoV temporal Fourier transforms of the corresponding time sequences and averaged the spectra. The left panel of Fig. 4 shows the temporal power spectra \(P_{\nu}(5576)(\nu)\) and \(P_{\nu}(5434)(\nu)\). The right panel depicts the spectra of phase \(\nu_{5576-5434}\) and of coherence \(C_{\nu_{5576-5434}}(\nu)\).

The power spectrum from the 5576 line reaches the noise level (left panel of Fig. 4) at approximately 16 mHz, and the other from 5434 at approximately 18 mHz. The coherence is high, close to 1.0 in the 2–6 mHz band, at periods \(U\) of 165–500 s, and then decreases towards higher frequencies. The coherence has become very low at 14–15 mHz, where the behaviour of phases
is random. At phases of $180^\circ$, a phase jump to $-180^\circ$ occurs; i.e., a value of $Z > 180^\circ$ appears at $Z = 360^\circ$.

The phase around 1.5 mHz is negative, $\sim-10^\circ$, which is a signature of energy transport by gravity waves upward. Around the same frequency, the coherence shows a dip that indicates a “disturbance” of the gravity wave signal. We come back to this below. The phases are zero for the 5-min oscillations (3.3 mHz) known to be evanescent in the solar atmosphere. Beyond 5 mHz, which is approximately the acoustic cutoff frequency ($v_{ac} = \omega_{ac}/(2\pi)$), the phases steadily increase towards higher frequencies. At 10 mHz (period $U = 100$ s), we measure $\Delta \phi \approx 90^\circ$. This gives a phase velocity, from Eq. (5) assuming the horizontal wavenumber $k_h = 0$, of $v_{phz} = 8.19$ km s$^{-1}$ yielding a distance of formation of $\Delta z = v_{phz} \cdot U \cdot (\Delta \phi/360^\circ) \approx 205$ km. This is close to the average distance of 190 km estimated from the velocity RF’s in Fig. 1.

It was noted by Fleck et al. (2010) that high-frequency Doppler signals can be caused by rapid height variations in the velocity RF in a highly dynamic atmosphere with strong velocity gradients. Previous claims of detection of acoustic waves with periods $U \leq 70$ s should thus be re-evaluated. In our measurements, the phases (right panel of Fig. 4) show the signature of propagating acoustic waves from 5 mHz up to 14–15 mHz (periods of 67–70 s).

The failure to detect waves with shorter periods (<67–70 s) in the present data does not exclude their existing in the solar atmosphere. In Papers I and II, we had given power and flux spectra in the Fe I 5576 and 5434 lines indicating velocity fluctuations, above noise, with periods down to 50 s and shorter. A proof, by means of phase measurements as in the present study, that these are propagating acoustic waves has not been given. Reardon et al. (2008) find oscillatory power in the chromospheric Ca ii 8542 Å line up to 25 mHz. They suggest that the power at high frequencies in the chromosphere results from turbulence generated from shock oscillations near the cutoff frequency, rather than from direct transmission of high-frequency acoustic waves from the lower atmosphere.

5.1.2. Spectra in the $k_z$–$\nu$ plane

We performed 3D Fourier transforms of the data sets and calculated power, phase, and coherence spectra. We may assume isotropy in the $x$–$y$ plane, so we averaged the spectra azimuthally in the $k_z$–$k_y$ plane for analysis in the $k_z$–$\nu$ plane with $\Delta k_z^2 = k_x^2 + k_y^2$

Figure 5 shows the power, phase, and coherence spectra from the line minimum velocities in the 5576 and 5434 lines. The limiting curves for acoustic and gravity waves are included, except for the power from the 5434 velocities where one can see indications of the modal structure of the 5-min oscillations. The dotted curves in the power spectra indicate the limits of the noise power, which is subtracted for the estimates of energy fluxes below. The noise power, i.e. where the power remains constant with increasing frequency, depends on the horizontal wavenumber.

We suggest two reasons for this: 1) especially acoustic waves are travelling predominantly vertically because of upward refraction (Fossum & Carlsson 2006), so the power decreases with increasing horizontal wavenumber $k_h$; 2) the waves have a small horizontal extent, so even purely upward propagating waves leave their signature at non-zero horizontal wavenumbers in the $k_h$–$\nu$ plane, albeit with decreasing power towards increasing $k_h$. The decrease in power with increasing $k_h$ is reflected in the spectra of Fig. 5.

Coherence $C$ is close to 1 for the 5-min oscillations in the evanescent regime, approximately 0.9 near the acoustic cutoff frequency for small $k_h$, and 0.85 at maximum in the gravity wave regime and decreasing to 0.2–0.4 at $k_h = 10$ Mm$^{-1}$ for gravity waves.

The phases appear random, because of noise, for $k_h \geq 13–15$ Mm$^{-1}$ and $\nu \geq 14–15$ mHz. The phase in the $f$ mode and, generally, the phases in the evanescent regime are close to 0$^\circ$.

In the acoustic domain, we find upward propagating waves up to 14–15 mHz, as already seen in the temporal phase spectrum of Fig. 4.

In the area of gravity waves, the minimum phase difference is approximately $-40^\circ$ for $k_h \approx 4$ Mm$^{-1}$ and $\nu \approx 2.5$ mHz. This certainly indicates the presence of atmospheric gravity waves in the velocity field. For 4 Mm$^{-1}$ and 2.5 mHz we calculate a vertical phase velocity of $v_{phz} = -2.72$ km s$^{-1}$ from Eq. (5) and from Eq. (7) a vertical group velocity, which enters the energy flux in
Eq. (11), of \( \nu_{gr,z} = 1.49 \text{ km s}^{-1} \). The phase difference for a height distance \( \Delta z = 190 \text{ km} \) is obtained as \( \Delta \phi = 360^\circ \cdot \Delta z \cdot \nu_{gr,z} \approx -63^\circ \), approximately a factor of 1.5 lower (more negative) than observed. For the same wavenumber and frequency, Straus et al. (2008) find, from numerical hydrodynamic simulations of granular convection and waves, phase differences between heights of 70 km and 250 km, or \( \Delta z = 180 \text{ km} \), of \( \Delta \phi = -20^\circ \), and in their measurements \(-10^\circ\). The phase difference \( \Delta \phi = -20^\circ \) yields a vertical phase velocity of \( \nu_{\text{ph},z} = -8.1 \text{ km s}^{-1} \). In the incompressible limit, the vertical group velocity is obtained from Eqs. (4) and (8) as \( \nu_{\text{gr},z} = 6.1 \text{ km s}^{-1} \). A phase difference of \(-10^\circ \) gives \( \nu_{\text{gr},z} = 12.2 \text{ km s}^{-1} \). Generally, when wandering through the \( k_h - \nu \) plane and taking the measured phase differences, the vertical group velocities turn out to be substantially higher than those obtained from linear wave theory and also higher than the values of \( 0.2 \sim 1.0 \text{ km s}^{-1} \) given by Mihalas & Toomre (1981, Fig. 8) and Mihalas & Toomre (1982, Fig. 6). A likely reason for the high measured group velocities is discussed shortly.

To learn in more detail which phases are to be expected under the assumptions of linear adiabatic waves, we made an experiment. We let the “waves” observed in the velocities from the 5576 line propagate upward (in the computer) by \( \Delta z = 190 \text{ km} \) to the formation height of the 5434 line. The equation of propagation is (see Paper II, Eq. (5))

\[
V_{5,5434} = V_{5,5576} \exp(-i \cdot k_h \Delta z + \Delta \phi/(2H)),
\]

where \( V_{5,5576} \) is the Fourier transform of the observed velocity field \( V_{5,5576}(x,y,t) \) in the 5576 line, and \( k_h \) is obtained from the dispersion relation.

Figure 6 shows the resulting phase spectrum. The noise fluctuations were treated as “waves” and were propagated as well. The phase jumps from +180° to −180° in the acoustic domain and the many jumps at low frequencies with increasing horizontal wavenumber \( k_h \) for gravity waves are clearly seen. Comparing this phase spectrum with the one from the observations in Fig. 5, we find good agreement for the evanescent waves and especially for the acoustic waves, up to frequencies of 14−15 mHz. We conclude that the assumption of adiabatic linear waves propagating in an isothermal atmosphere is adequate for the purpose of estimating energy fluxes.

For gravity waves, the comparison between the phases from the observations and those from the propagation experiment is far from satisfying. We give two examples in Fig. 7 from the FoV where we distilled from small wavenumber and frequency bands \([4.45 \sim 3.34 \text{ Mm}^{-1}; 3.2 \sim 3.4 \text{ mHz}]\) the velocity “waves” observed in 5576 and in 5434, and the waves propagated from the 5576 formation level to the 5434 level. Apart from the amplitudes, example a exhibits the behaviour expected for atmospheric gravity waves with upward transport of energy, a phase difference of \( \Delta \phi = -48^\circ \) between the velocities in 5576 and 5434. In example b, little phase difference is measured, if any. Other positions in the FoV even show positive phase differences or differences of 180°.

The power, phase, and coherence spectra in Fig. 5 are noisy at high frequencies and large wavenumbers. Thus, in a next propagation experiment, we included random noise, as well as local random displacements of 2 pixels \((\sim 0^\prime.34)\) of the 5576 velocities. With this, the phases also become noisy and the coherences low at high frequencies and large wavenumbers, i.e. at low velocity amplitudes and on small scales. This is still not enough to explain the observed phases in the gravity wave regime. There, apart from some little phase mixing, the phases at small wavenumbers \( k_h < 6 \sim 8 \text{ Mm}^{-1} \) remain stable and do not change from those in Fig. 6 (not shown in an additional figure, but see Fig. 9 below).

Leaving the effect of magnetic fields aside, we suggest flows from convective overshoot, even at heights of 500−600 km (see e.g. Durrant et al. 1979, their Fig. 8), as the main cause for the disagreement between the phase diagram from observations and the one from the propagation experiment. We show in Fig. 8 the power spectra of the continuum fluctuations and the phase and coherence spectra between continuum data and line minimum velocities for both lines. For the 5576 line, we find phase differences close to zero at small wavenumbers in the gravity wave domain. They gradually increase to \(-40^\circ \) at \( k_h = 12 \text{ Mm}^{-1} \). We speculate that the latter is due to a delay of convective flows into upper layers for small scales. Admittedly however, the convection phenomenon is intricate (e.g., Hizirberger et al. 2001, and references therein). We do not know of recent work based on numerical simulations that explicitly addresses, and explains, the relations between continuum intensities and velocities in high layers and their temporal evolution. For the 5434 line, the picture is even more complex. The phase is negative, \(-30^\circ \) at low wavenumbers, increases to \(-30^\circ \) at wavenumbers of approximately \( 10 \text{ Mm}^{-1} \), and then becomes erratic.

The coherence between continuum intensity and velocity is high for the 5576 line, \( C = 0.9 \) around \( k_h = 4 \text{ Mm}^{-1} \) and \( \nu = 1 \text{ mHz} \). For 5434, the coherence is 0.6 in the same wavenumber/frequency region and decreases towards larger \( k_h \) and \( \nu \).

The continuum-velocity phases and coherences give a hint why, in the gravity wave domain, the phases between the velocities in 5576 and 5434 are so different from the expectation for gravity waves. To simulate the influence of the convective
motions proposed here, we performed a further experiment. We subtracted an amount that we attribute to convective motions, from the velocities in the 5576 line, in the Fourier domain, to get $V_{5576} \times [1 - C_{5576}(k_x, k_y, \nu)]$. Here $C_{5576}$ denotes the coherence between continuum intensity and line minimum velocity fluctuations in 5576. These remaining velocities were propagated using Eq. (12) to the level of the 5434 line. The result supposedly mimics the pure gravity waves in 5434. Then we added to this the amount of non-propagated velocities in 5576 due to overshoot motions, i.e. $V_{5576} \times C_{5576}(k_x, k_y, \nu)$. We adopt here zero phase difference of these parts of the signal at the 5576 and 5434 levels, although convective motions may have delays. The important point with this experiment is that the (moduli of) phases of the added signals be much lower than from propagating gravity waves. The simulated signal in 5434 is then $V_{5434, \text{sim}} = [V_{5576} \times [1 - C_{5576}(k_x, k_y, \nu)]] + V_{5576} \times C_{5576}(k_x, k_y, \nu)$. The subscripts sim and prop denote “simulated” and “propagated”. Finally, noise was included as described above.

The phase and coherence spectra from this experiment are given in Fig. 9. They agree much better with the measurements in Fig. 5 than when neglecting the convective contributions of the flows. Comparison with Fig. 6 demonstrates the expected result that the addition of a signal, which is not propagated in phase from the 5576 forming layer higher up, to the velocities in the 5434 line pulls the phases close to zero, as observed. One must thus be cautious when using measured phases in the gravity wave domain for the determination of phase velocities.

Figure 9 shows a “finger” of negative phases with adjacent phases ~0° at higher frequencies and slightly positive phases at lower frequencies, in the gravity wave domain at wavenumbers 2–6 Mm$^{-1}$ and frequencies of 1–2.5 mHz. The finger is the remainder of strongly negative phases and jump to positive phases according to Fig. 6. These are reduced by the addition of motions from the convective overshoot and by the mixing of phases due to noise. Inspection of Fig. 5 also shows this embedded “finger”, but at higher frequencies.

The phase diagrams in Fig. 8 show in addition: 1) for $k_z \geq 3$ Mm$^{-1}$, the fundamental $f$ (or $p_0$) mode of the 5-min-oscillations exhibits a phase difference of 90° between continuum intensity fluctuations, as proxies for temperature variations, and velocities. This is to be expected from a motion in the evanescent regime with infinite vertical wavelength. But for smaller wavenumbers, the phases tend to lower values. We note that the atmospheric heights of the formation of the continuum fluctuations are not at $\tau_5 = 1$, or $z = 0$ km. The temperature response functions $R_{TF}$ extend over a very wide height range and are low at $\tau_5 = 1$, as shown by Kneer et al. (1980) and Pérez Rodríguez & Kneer (2003). They possess contributions from deeper as well as from higher layers. An assessment of a height of formation for a specific atmospheric motion is thus not possible, and interpreting the phase differences in terms of phase velocities is difficult. 2) Remarkably, in the acoustic wave regime, one finds propagating acoustic waves, with increasing phase differences towards increasing frequencies. For 5576, a phase jump from +180° to ~180° occurs at 7.5–8 mHz. For 5434 the jump is at lower frequencies, 6–6.5 mHz, which is to be expected since the velocity signals from this line are formed higher than those from 5576. 3) At low wavenumbers and low frequencies near the limiting curve separating the gravity and evanescent wave regimes, the phases become negative, of the order ~60°...100° in the 5434 line, i.e., the upward velocities come earlier than the intensity increases in continuum.

5.2. Energy fluxes

We now use Eq. (11) to estimate the energy fluxes carried by acoustic waves and by atmospheric gravity waves. We had found good agreement in the acoustic wave domain between the measured phase relations in Fig. 5 and those from propagated waves in Fig. 6. This makes us confident that the application of the linear wave theory of Sect. 4 is adequate for the estimates of the fluxes, although the gravity waves will need special care (see below). The summations with Eq. (11) were carried out up to 18 mHz in frequency for the acoustic fluxes, where the power from the 5434 line has approximately reached the noise level (see Fig. 4). The flux estimates are summarised and compared with the results from other works in Table 1. We discussed above, when describing the observations in Sect. 2, that the rms velocities found in the present analysis are low, by a factor ~1.5 lower than in other studies. We argued that therefore the fluxes may be a factor of 2, or more, too low. Thus we include...
the flux values multiplied by the factor 2 in the right column of Table 1.

### 5.2.1. Energy flux in acoustic waves

In Papers I and II, we found that more velocity power in short-period waves is measured above IGR than above GR (see also Bello González et al. 2010c). For simplicity and as suggested by Fig. 4b of Paper II for waves with periods >100 s, we adopt here 42% of the power occurring above GR. These cover 45% of the FoV. Then 58% occur above IGR covering 55% of the area. The averages in Table 1 are taken with these relative areas. We add that the fluxes between 15 mHz and 18 mHz amount to 90 W m⁻².

Table 1. Estimates of energy fluxes in acoustic and atmospheric gravity waves $F_{ac/grav}$.

<table>
<thead>
<tr>
<th>Spectral line</th>
<th>IGR/GR, height [km]</th>
<th>$F$ [W m⁻²]</th>
<th>$\frac{1}{2} \times F$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>acoustic waves</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe i 5576 Å</td>
<td>IGR, 410</td>
<td>1285/2570</td>
<td>642.5/1285</td>
</tr>
<tr>
<td></td>
<td>GR, 350</td>
<td>1830/3660</td>
<td>915/1830</td>
</tr>
<tr>
<td></td>
<td>average, 380</td>
<td>1530/3060</td>
<td>765/1530</td>
</tr>
<tr>
<td>Fe i 5434 Å</td>
<td>IGR, 620</td>
<td>1120/2240</td>
<td>560/1120</td>
</tr>
<tr>
<td></td>
<td>GR, 520</td>
<td>1580/3160</td>
<td>790/1580</td>
</tr>
<tr>
<td></td>
<td>average, 570</td>
<td>1330/2660</td>
<td>665/1330</td>
</tr>
<tr>
<td>Bello González et al. (2009)</td>
<td>~250</td>
<td>~3400</td>
<td>~1700</td>
</tr>
<tr>
<td></td>
<td>(2010a)</td>
<td>~560</td>
<td>~2800</td>
</tr>
<tr>
<td></td>
<td>(2010c)</td>
<td>~200</td>
<td>~1000</td>
</tr>
<tr>
<td>Strauss et al. (2009)</td>
<td>400</td>
<td>1600</td>
<td></td>
</tr>
<tr>
<td><strong>atmospheric gravity waves</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe i 5576 Å</td>
<td>380</td>
<td>4080/8160</td>
<td>2040/4080</td>
</tr>
<tr>
<td>Fe i 5434 Å</td>
<td>570</td>
<td>685/1370</td>
<td>342.5/685</td>
</tr>
<tr>
<td>Strauss et al. (2008)</td>
<td>~500</td>
<td>20800</td>
<td>10400</td>
</tr>
</tbody>
</table>

As in Papers I and II, we performed temporal (1D) Fourier transforms of the velocities in the 5576 and 5434 lines (see Fig. 4 above) and calculated the energy fluxes assuming purely vertical propagation. This way of determining the flux is often used (e.g., Fossum & Carlsson 2006) for the reason that acoustic waves tend to propagate vertically. Also, the power spectra from the 3D Fourier transforms of the velocities in Fig. 5 exhibit concentration of power towards low wavenumbers. And, as noted in Paper II, even a purely vertical propagating wave with limited horizontal extent shows power at non-zero horizontal wavenumbers. The results from the temporal Fourier analysis yield flux values 20–30% lower than those from the 3D Fourier analysis. We consider this difference to be within the limits of the accuracy for the present data set.

#### 5.2.2. Energy flux in atmospheric gravity waves

We have seen above that convective flows add to the velocities in the gravity wave domain. We need to eliminate them as much as possible for estimating the energy flux carried by gravity waves. We therefore performed further experiments to quantify, in a general manner, the contributions from different atmospheric velocity signals to the measurements by means of the coherentities $C$. We therefore performed further experiments to quantify, in a general manner, the contributions from different atmospheric velocity signals to the measurements by means of the coherentities $C$. We therefore performed further experiments to quantify, in a general manner, the contributions from different atmospheric velocity signals to the measurements by means of the coherentities $C$. We therefore performed further experiments to quantify, in a general manner, the contributions from different atmospheric velocity signals to the measurements by means of the coherentities $C$.

As a measure of the contribution of the convective flows to the line minimum velocities, we use $\alpha_{5576} \cdot V_{5576}$ for the 5576 line, where $\alpha_{5576}$ is calculated from Eq. (13) for the 5576 line with the coherence $C$ between continuum intensity fluctuations and line minimum velocities. We proceed similarly for the flux estimates from the 5434 line. These contributions need to be subtracted before calculating the energy fluxes. We note that these corrections for convective flows reduce the energy fluxes by a factor of 3.5 for 5576 and by a factor of 2 for 5434.

Equation (11) for the convective contribution contains two correction factors, $1 / MT F$ and $1 / \cos^2 \psi$, which both can become very large, >100. For low frequencies and large horizontal wavenumbers, $|k_z|$ becomes large and the $MTFs$ decrease to zero. Large inclination angles $\psi$ (with respect to vertical) occur at low frequencies when the vertical component of the group velocity $v_{gr} = 0$. We note that limiting the contributions to gravity waves with $\psi < 80^\circ$, i.e. to particle motions not too close to horizontal, leads to almost the same fluxes as limiting to $v_{gr} > 0.3$ km s⁻¹. We then obtain 4190 W m⁻² for the 5576 line and 530 W m⁻² for 5434 (without the factor of two, cf. Table 1). We consider that unrealistic to measure, above noise, particle motions more inclined than 80° from LOS observations with rms velocities of ~100 m s⁻¹ in the gravity wave domain.

The various reasons for the limitations come from the data themselves and their handling, as well as from physical considerations, as follows.

1. The concept of $MTFs$ is not well established, so the $MTFs$ used here might overdo the correction.
2. It is difficult to disentangle gravity waves and overshoot motions, and the method applied here is not exact.

3. The power spectra contain residual noise, which would be strongly amplified by large corrections.

4. The time to carry energy from the height of generation of gravity waves, \( \lesssim 100 \text{ km} \) according to Mihalas & Toomre (1982), to the heights of velocity signal formation in 5576 and 5434 can be very long since the vertical group velocities can be very low, \( v_{gr,z} \sim 0.1 \text{ km s}^{-1} \). The radiative damping for these waves is expected to be very large. With an average radiative damping time in the photosphere of \( \sim 200 \text{ s} \) (Mihalas & Toomre 1982, Fig. 3), the energy content of a gravity wave with \( v_{gr,z} = 0.3 \text{ km s}^{-1} \) is expected to be reduced between the heights of 100 km and \( \geq 400 \text{ km} \) by a factor of \( \sim 150 \) (Mihalas & Toomre 1982, e.g. case D in their Fig. 10).

5. Mihalas & Toomre (1982) show that one would not expect gravity waves with large \( |k| \) carrying much energy to the chromosphere, again because of strong radiative damping of these waves.

We found that even with these limits, \( |k_z| \leq 20 \text{ Mm}^{-1} \) and \( v_{gr,z} \geq 0.3 \text{ km s}^{-1} \), the correction for atmospheric transmission amounts to a factor of 3.4 for the total energy flux in 5576 and a factor of 2 for the flux in 5434. Figure 10 shows from which locations in the \( k_z-v \) plane the contributions to the flux estimates in atmospheric gravity waves stem. Most of the flux occurs at low frequencies. The lower right parts in the images are empty because of the above limitations for \( k_z \) and \( v_{gr,z} \).

Mihalas & Toomre (1982) have shown that the vertical wavelength is increased by radiative damping, while the vertical group velocity is reduced at the same time. We do not account for these effects of damping since it is either small or not important for the present study because the vertical wavelength is large anyway, or it concerns cases that are marginal, i.e. close to the border of the gravity wave regime, and would somewhat reduce the estimated energy fluxes.

With the above precautions, our estimates of flux carried by gravity waves yield \( 4100–8200 \text{ W m}^{-2} \) at 380 km and \( 700–1400 \text{ W m}^{-2} \) at 570 km (cf. Table 1). These values are a factor of 2 (and more, using our lower limits) lower than those given by Straus et al. (2008) in their Fig. 3 for the same heights. At 380 km, the gravity wave flux estimated here is a factor of 2.7 larger than the acoustic flux, and a factor 1.9 smaller at 570 km than the acoustic flux. It is thus obvious that gravity waves are not negligible for mechanical energy transport to the chromosphere. Taking the above fluxes at face value, we find that they contribute with a similar amount as the acoustic waves.

Nevertheless, the fluxes in gravity waves are very uncertain for two reasons. 1) We consider our observed rms velocities on the low side of what has been measured in earlier work. Therefore we admit a factor of 2 for an upward correction of fluxes. 2) The correction factors for atmospheric transmission (MTF) are large, especially for low-frequency waves with large horizontal wavenumber. Without such a correction, the flux values are lower by a factor of 2 to 3.4, as noted above. Even a limitation for vertical group velocities \( v_{gr,z} \geq 0.3 \text{ km s}^{-1} \) would then be obsolete, and, in the incompressible limit (as in Straus et al. 2008), the estimates would then yield fluxes of \( 1420–2840 \text{ W m}^{-2} \) at 380 km and \( 345–690 \text{ W m}^{-2} \) at 570 km.

We suggest two reasons for the “agreement” within factors of 2–4 with the values given by Straus et al. (2008). On the one hand, these authors overestimate the vertical group velocities by not accounting sufficiently for the strong contribution of convective flows to the velocities in the gravity wave domain. On the other hand, Straus et al. (2008) did not correct for the attenuation of the velocity signals by atmospheric transmission.

6. Conclusions

This study has aimed at estimating the energy transport by acoustic and atmospheric gravity waves in the atmosphere of the quiet Sun. We used a time sequence of 2D spectroscopic observations from disc centre. The two Fe i lines 5576 Å and 5434 Å with Landé factors \( g = 0 \) were scanned repeatedly and quasi-simultaneously with the triple etalon spectrometer TESOS (Trischler et al. 2002) of the Vacuum Tower Telescope at Observatorio del Teide, Tenerife. The resulting rms velocities from the line minimum shifts turned out to be a factor \( \sim 1.5 \) lower than in previous studies, in both the acoustic wave domain and the gravity wave domain. We therefore tentatively multiplied the estimated energy fluxes, which are approximately \( \sigma_\nu^2 \), with a factor of 2 (cf. Table 1 above). We performed 1D (temporal) and 3D Fourier analyses and calculated power, phase, and coherence spectra. They were interpreted, and the fluxes were estimated assuming adiabatic propagation of plane waves in a stratified, isothermal model of the solar atmosphere.

For the acoustic waves we found that above the acoustic cutoff frequency, the phases show upward propagating waves up to frequencies of \( 14–15 \text{ mHz} \) (periods \( \nu = 70 \text{ s} \)). This does not exclude waves with shorter periods being present in the solar atmosphere. In Papers I and II, we had presented power and flux spectra in the Fe i 5576 and 5434 lines indicating velocity fluctuations, above noise, with periods down to 50 s and shorter. Nonetheless, a proof by means of phase measurements as in the present study is missing that these are propagating acoustic waves.

We performed a numerical experiment by letting the observed velocities propagate as waves from the 5576 signal forming atmospheric height to that of the 5434 line. A comparison of the resulting phase spectrum (Fig. 6) with the observed phase spectrum (Fig. 5) made us confident that the assumption of linear adiabatic waves in an isothermal atmosphere is accurate enough, within the other uncertainties, to estimate the energy flux carried by acoustic waves.

Within the limits of the above factor of 2, the energy fluxes carried by acoustic waves are similar to those obtained by Bello González et al. (2009, Paper I) and Bello González et al. (2010a, Paper II), and also by Straus et al. (2009): \( 1530–3060 \text{ W m}^{-2} \) at 380 km and \( 1330–2660 \text{ W m}^{-2} \) at 570 km.
The study of velocities in the gravity wave domain yielded that atmospheric gravity waves carry energy upward to the chromosphere, which agrees with the finding by Straus et al. (2008, 2009). However, the numerical experiment resulted in very different phase relations from those we measured in the present study and from those measured by Straus et al. (2008, 2009). The reason we suggest for this is that the convective overshoot flows add to the velocities of the gravity waves, up to heights of 400–600 km, and reduce the phase differences expected for gravity waves. The convective and gravity wave velocities are extremely difficult to disentangle. We used the coherences $C$ between continuum intensity fluctuations and velocity fluctuations to estimate the convective velocity contribution (cf. Eq. (13) and text) and subtracted this part from the velocity fields.

Further problems in determining the energy flux in gravity wave studies arise from the strong corrections for atmospheric transmission of wave signals (or wave series) and subtracted this part from the velocity fields.

For their detailed theoretical study that “gravity waves with large $k_z$ are unlikely to carry much energy into the chromosphere”. With these caveats, our flux estimates for atmospheric gravity wave amplitudes in the range of 4100–8200 W m$^{-2}$ at 380 km and 700–1400 W m$^{-2}$ at 570 km. These values are lower by factors 2–4 than those given by Straus et al. (2008) for the same heights.

The assumptions of the linear theory of plane adiabatic waves are adequate for estimating the convective wave flux, and yet the estimate of energy flux carried by gravity waves turns out to be a difficult task. The velocities in the gravity wave regime result from a mixture of waves and convective flows, which are delicate to discriminate. We thus reiterate: we consider it an important further step to guide the interpretation of velocity (and intensity) fluctuations in the solar atmosphere by numerical simulations. It is very likely that the simulations carried out by Straus et al. (2008) allow a better estimate of energy flux to be extracted than from phase differences of velocities determined from shifts of spectral lines. As shown by Mihalas & Toomre (1981), gravity waves manifest themselves in specific phase relations between velocity, temperature, and density fluctuations at identical positions in the atmosphere. Three-dimensional simulations can reveal the production, propagation, and damping/dissipation of gravity and acoustic waves in the solar atmosphere. Such dynamical modelling of the solar atmosphere will also give the opportunity to validate, or refute, or improve, the concept of modulation transfer functions. It was used for the correction of observable signals by, e.g., Straus et al. (2009), in the present study, and in our previous works. Admittedly, hydrodynamic simulations of waves in the solar atmosphere and calculations of line radiation in dynamic atmospheres, necessarily in NLTE for lines formed at high layers, are difficult tasks, but worth the effort.
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