Observations of solar scattering polarization at high spatial resolution
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ABSTRACT

Context. The weak, turbulent magnetic fields that supposedly permeate most of the solar photosphere are difficult to observe, because the Zeeman effect is virtually blind to them. The Hanle effect, acting on the scattering polarization in suitable lines, can in principle be used as a diagnostic for these fields. However, the prediction that the majority of the weak, turbulent field resides in intergranular lanes also poses significant challenges to scattering polarization observations because high spatial resolution is usually difficult to attain.

Aims. We aim to measure the difference in scattering polarization between granules and intergranules. We present the respective center-to-limb variations, which may serve as input for future models.

Methods. We perform full Stokes filter polarimetry at different solar limb positions with the CN band filter of the Hinode-SOT Broadband Filter Imager, which represents the first scattering polarization observations with sufficient spatial resolution to discern the granulation. Hinode-SOT offers unprecedented spatial resolution in combination with high polarimetric sensitivity. The CN band is known to have a significant scattering polarization signal, and is sensitive to the Hanle effect. We extend the instrumental polarization calibration routine to the observing wavelength, and correct for various systematic effects.

Results. The scattering polarization for granules (i.e., regions brighter than the median intensity of non-magnetic pixels) is significantly larger than for intergranules. We derive that the intergranules (i.e., the remaining non-magnetic pixels) exhibit (9 ± 3)% less scattering polarization for 0.2 < μ < 0.3, although systematic effects cannot be completely excluded.

Conclusions. These observations constrain MHD models in combination with (polarized) radiative transfer in terms of CN band line formation, radiation anisotropy, and magnetic fields.
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1. Introduction

With the increasing sensitivity of solar spectropolarimeters, a substantial amount of knowledge about quiet Sun magnetic fields is obtained using the Zeeman effect in suitable spectral lines (for a recent overview, see De Wijn et al. 2009). However, the Zeeman effect is virtually blind to turbulent (i.e., mixed-polarity) magnetic fields because the polarization signals in such observations cancel out for opposite polarities within a resolution element. A different line polarization effect can be used to probe these weak, turbulent magnetic fields: the Hanle effect, which acts on lines with scattering polarization (see, e.g., Trujillo Bueno 2009). This scattering polarization is observed near the solar limb, where the scattering angle is close to 90°. However, the degree of polarization (Stokes Q/I, with +Q parallel to the local limb) is low: ~0.01 down to 10⁻³ (Stenflo & Keller 1997). In general, the Hanle effect constitutes a depolarization of the line by weak magnetic fields of ~0–100 G.

With an analysis based on the Hanle effect, Trujillo Bueno et al. (2004) were able to infer a ubiquitous turbulent magnetic field in the quiet Sun with an average strength of ~130 G. With an indirect method, the authors conjecture a difference in turbulent magnetic field strengths between granules and intergranules, with averages of ~15 G and 300–1000 G, respectively. This dichotomy between granules and intergranules is also observed in the MHD simulations of Vögler & Schüssler (2007), which exhibited local dynamo action by the convection. A direct observational constraint is required to confirm these hypotheses and models, and to investigate the presence of a local dynamo in the solar photosphere. To this end, we perform filter observations of solar scattering polarization at high spatial resolution, to resolve the granulation pattern near the limb. High spatial resolution is very difficult to attain in current ground-based observations of scattering polarization, because adaptive optics systems do not perform well in quiet regions near the solar limb. At the long effective exposure times of several minutes that are required to reach sufficient polarimetric sensitivity, the atmospheric seeing and solar evolution usually smear out the granulation pattern. We present the first observations of solar scattering polarization at high spatial resolution, obtained with the Solar Optical Telescope (SOT) of the Hinode satellite. The only filter position of SOT that enables these observations is the broad-band filter at the CN band head (388 nm, see Fig. 1). The CN band is usually employed to study photospheric magnetic fields through proxy-magnetometry (see, e.g., Uitenbroek & Trischler 2007). It is known that the continuum polarization at this blue wavelength is relatively large (~0.3%) at μ ≡ cos θ ≈ 0.1, where θ is the heliocentric angle; see Trujillo Bueno & Schuckina (2009), and that the molecular lines are sensitive to the Hanle effect (Shapiro et al. 2007). Indeed, Shapiro et al. (2007) show that the CN band...
The measured polarization signal $Q_{\text{meas.}}$ in the quiet sun is therefore described as

$$Q_{\text{meas.}} = Q_{\text{real}} + Q_{\text{c.m.}} + Q_{\text{c.e.}} + X_{\text{21}} I (1 + \alpha \cdot I),$$

where $Q_{\text{c.m.}}$ is the spurious signal due to image motion, and $Q_{\text{c.e.}}$ is the spurious signal due to solar evolution. The fourth term on the right-hand side describes the instrumental polarization, with $X_{\text{21}}$ the $I \rightarrow Q$ component of the instrumental polarization response matrix and $\alpha$ the normalized non-linear parameter of the detector (Keller 1996).

The **Hinode** observations are presented in Sect. 2. The data reduction and the methods to eliminate spurious polarization signals are detailed in Sect. 3. The results are presented and discussed in Sect. 4, and final conclusions are drawn in Sect. 5.

### 2. Observations

#### 2.1. CN band observations

Full-Stokes observations in the CN band were obtained on 2007 October 21–22 with the **Hinode**-Solar Optical Telescope (SOT) (Kosugi et al. 2007; Tsuneta et al. 2008; Suematsu et al. 2008). These are the first scattering polarization observations with sufficient spatial resolution (~0.2") to discern the granulation pattern near the limb. Polarimetric observations with the **Hinode** Broadband Filter Imager (BFI) are not offered as a standard mode, but they are possible because all the light entering the SOT instruments is polarimetrically modulated by a continuously rotating wave plate, and the light between the Narrowband Filter Imager (NFI) and the BFI is split by a polarizing beamsplitter, which therefore acts as a polarization analyzer for both instruments (only with a 90° rotation between them). By extending the observing software, the BFI data were polarimetrically demodulated in the same way as NFI data.

Because high spatial resolution is crucial for our analysis, we choose to observe in the CN band with small effective exposure times in order not to be very susceptible to solar evolution, and repeat the observations many times. The modulation/demodulation mode was necessarily "shuttered", because the BFI does not have the option of masking parts of the CCD for shutterless operation. Each set of observations consists of 15 frames, each of which was acquired using eight sub-exposures of 0.05 s, leading to a total effective exposure time of 0.41 s per frame. Because of a delay incurred by the CCD readout, it takes approximately 10 s to complete the acquisition of the Stokes vector. The observations are binned 2 × 2 on-chip to increase S/N per pixel. We performed simultaneous scans of the same field of view (FOV) with the spectropolarimeter (SP) in "fast map" mode (with limited spatial resolution, but slightly increased sensitivity), to measure the strong, signed magnetic fields, using the Zeeman effect in the Fe I line pair at 630 nm.

Data were obtained for various positions along the solar limb: the north (N) limb, the north-west (NW) limb, and the east (E) limb. These complementary data sets are used to verify the measurement of a solar scattering polarization signal (and not an instrumental effect), and to assess systematic effects in the linear Stokes parameters ($U/I$, $Q/I$) that should not contain scattering polarization. Henceforth we employ the global Stokes coordinate system of **Hinode** that has $+Q$ oriented parallel to the N limb.

---

**Fig. 1.** The intensity and scattering polarization spectrum at $\mu = 0.1$ around the CN band head at 388.3 nm (adapted from Stenflo 2004). The position of the scattering polarization of the continuum is indicated by a dashed line and is taken from Shapiro et al. (2007). Note that this polarization scale is different from the Atlas of Gandorfer (2005). The profile of the **Hinode** CN band filter is overplotted and is displaced somewhat blueward of the bandhead. The strong lines at 387.61, 387.80 and 387.86 nm belong to Fe I. Most other lines belong to CN.

**Table 1:** The intensity and scattering polarization spectrum at $\mu = 0.1$ around the CN band head at 388.3 nm (adapted from Stenflo 2004). The position of the scattering polarization of the continuum is indicated by a dashed line and is taken from Shapiro et al. (2007). Note that this polarization scale is different from the Atlas of Gandorfer (2005). The profile of the **Hinode** CN band filter is overplotted and is displaced somewhat blueward of the bandhead. The strong lines at 387.61, 387.80 and 387.86 nm belong to Fe I. Most other lines belong to CN.

1. the chemistry of the CN molecule formation (see Asensio Ramos & Trujillo Bueno 2003) that cause formation differences of the molecular lines (see Trujillo Bueno et al. 2004);
2. the scattering anisotropy variations (see, e.g., Trujillo Bueno & Shchukina 2009);
3. the different degrees of Hanle depolarization due to differences in (turbulent) magnetic field strength.

With the measurements presented here it is impossible to distinguish these solar effects or estimate to what level the effects amplify or cancel one another. It is, however, the main goal of this research to present measurements of the scattering polarization signals in granules and intergranules in the quiet Sun to constrain future models, and to separate these signals from instrumental effects, which are potentially larger than the solar signals. The instrumental effects that may introduce differences in measured polarization between granules and intergranules include:

4. spurious signals due to solar evolution and (residual) image motion during the polarization modulation cycle;
5. coupling of the instrumental polarization to the detector non-linearity or dark bias (cf. Keller 1996), which results in a print-through of the intensity signal (i.e. the granulation) in $Q/I$.
All raw frames are run through the standard Hinode pipeline\(^1\) that performs dark subtraction, flat fielding, cosmic ray hit remo-
val, and polarimetric demodulation.

2.2. \(\text{Na} D_1\) observations

During the same observing sequence, full Stokes line scans of the \(\text{Na} D_1\) line were also performed with the NFI instrument. \(\text{Na} D_1\) is known to have a scattering polarization of \(-0.1\%\) (Stenflo & Keller 1997) with an antisymmetric signature in the line wings (due to interaction with the \(D_2\) line), and often with a peaked line core polarization of yet unknown origin (Stenflo et al. 2001; Trujillo Bueno et al. 2002; Casini & Manso Sainz 2005). Filter observations in the \(D_1\) and \(D_2\) lines with limited spatial resolution were performed by Stenflo et al. (2002), without measuring significant scattering polarization signatures in the \(D_1\) line.

Unfortunately, the Hinode line scan observations in the \(D_1\) line exhibit instrumental effects at the \(10^{-3}\) level, which prevents us from detecting real scattering polarization signals. A polarization that varies with \(\mu\) is detected in \(Q/I\) at the N limb, but it does not rotate in polarization direction at the other limb positions, indicating that it is an instrumental effect that causes a print-through of the intensity limb darkening. In all Stokes \(U/I\) observations, a blotchy, varying instrumental polarization pattern is measured. The origin of these two effects is currently unknown.

3. Data reduction

3.1. Instrumental polarization

As the BFI instrument has never been polarimetrically cali-
brated, we extrapolated the polarimetric measurement model of Ichimoto et al. (2008) to the observing wavelength of 388 nm. The retardation of the rotating wave plate is known at this wave-
length to be 9.338 waves. All measured Stokes parameters have an opposite sign in the BFI data compared to the NFI, because the polarizing beam-splitters are probably not perfectly polarizing at this wavelength. This made us in the end quantify our results with a relative polarization measure, which is independent of the polarimetric efficiency. Instrumental pol-
arization \(I \rightarrow Q\) and \(I \rightarrow U\) of \(-10^{-3}\) was measured in the CN band data sets by applying curve fits with variable offsets to the scattering polarization data. This instrumental polarization is small enough so that second-order effects that create a print-through of the intensity signal in \(Q/I\) and \(U/I\) (see Keller 1996) are very small and the last term of Eq. (1) can be safely neglected.

The CN band data at the N limb after correction of instru-
mental polarization (cf. Eq. (2)) are presented in Fig. 2. A clear scattering polarization signal is detected parallel to the limb, which increases towards the limb. Similar signals are also de-
tected at the NW and E limb, with the correct direction of linear polarization (i.e., \(-U\) and \(-Q\), respectively), confirming the solar origin of the signal. The pointing stability at the E limb proved to be poor, so we discarded that data set.

We chose not to rotate the local Stokes coordinate system so that \(Q/I\) would always be oriented parallel to the limb to prevent the introduction or mixing of systematic effects. All measurements are therefore presented in the global \([Q, U]\) coordinate system of Hinode (see Ichimoto et al. 2008), which incidentally has the opposite sign of Stokes \(U\) as compared with the current Hinode pipeline.

3.2. Masking

Various data masks were created to enable a statistical analysis of the N and NW data sets. First, the pixels at the edges of the two CCD halves were flagged and discarded, as were dead pix-
els. The obtained SP scans were converted to line-of-sight and plane-of-sky total line polarization maps with the stksimages routine included in the Hinode-SP pipeline. Then these maps were warped to the BFI coordinate system and sampling with the equations of Centeno (2009). The SP results for the N limb are presented in the lower panels of Fig. 2. Because we are pri-
marily interested in the polarization signals in the internetwork quiet Sun, all pixels exceeding 3\(\sigma\) of the noise in the transverse magnetograms were excluded. The spatial resolution of the fast map SP data is course enough to accommodate co-registration errors between the SP data and the BFI data. Furthermore, it is expected that formation height differences between the CN band and in Fe i 630.15 and 630.25 nm make features appear at slightly different locations (shifted in the limbward direction) when observing close to the limb, where the atmospheric stratification is observed almost perpendicularly. The spatial resolu-
tion of the SP data (0.32") is courser than these expected shifts (\(-0.1")\). To a large extent these magnetic masks only take out the polar faculae that are also apparent in the CN band intensity data of Fig. 2. Because the intensity of these faculae is much higher than the surroundings, the magnetic masks also serve to decrease systematic cross-talk effects from Stokes \(I\) to \(Q/I\) or \(U/I\). The remaining pixels are now assumed to represent the quiet Sun. Polarization signals are observed practically everywhere in the longitudinal SP maps (see also Tsuneta et al. 2008). Because of the limited spatial resolution of the fast map SP data, magnetic structure at granular scales cannot be distinguished very close to the limb.

We assigned a value for \(\mu = \cos \theta\) to each pixel. These \(\mu\) masks are used to sort the data in bins of \(\mu\) intervals to pro-
duce plots of the CLV of the CN band scattering polarization as a function of \(\mu\). We chose a bin size for \(\mu\) of 0.04, which

\(^1\) The Hinode pipeline is implemented in the IDL SSW, see http://www.lmsal.com/solarsoft/.
Fig. 2. Stokes $I$ and $Q/I$ observations in the CN band at 388 nm at the north limb of the Sun. The bin limits of $\mu$ used in the data reduction are overplotted as contours. A single intensity frame is presented, which exhibits clearly resolved granules down to $\mu = 0.2$, and a granular pattern down to $\mu = 0.1$. The $Q/I$ data is the average of all 15 acquired frames and is clipped between $-0.3$ and $0.3\%$. A clear, positive scattering polarization signal is observed. Spurious polarization signals due to residual image motion are present in the data at positions with a steep intensity gradient. The conspicuous vertical line in the center of the CN band images is due to the fact that the detector consists of two monolithic parts that meet in the middle of the FOV. The pixels surrounding this line are masked during data reduction. The lower two panels present the data from the SP at 630 nm, which show the large-scale magnetic structures, mostly associated with polar faculae. The Stokes $Q$ map mostly shows vertical magnetic fields, whereas the Stokes $V$ map shows more horizontal magnetic fields of mixed polarity.
is a compromise between sufficient sampling of the CLV and obtaining sufficient statistics on granules and pixel noise within each bin. The bin limits are overplotted as contours on the N limb data of Fig. 2. Because the scattering polarization decreases rapidly with increasing limb distance, but the bins grow in size, the relative noise of the measured scattering polarization does not vary rapidly. After binning, we integrated over all pixels in a μ bin to increase the S/N of the measured scattering polarization. In this way, specific spatial information is lost, except for a dedicated averaging over “granules” and “intergranules”, as explained below.

We fit the limb darkening in the quiet sun data as a function of μ (without binning) with a 5th-degree polynomial \( \langle I(μ) \rangle \) (cf. Neckel 1996). The “granules” and “intergranules” are subsequently selected to have a higher and lower intensity than the median value of the limb-darkening corrected intensity data, respectively. Any definition of “granules” and “intergranules” is necessarily somewhat arbitrary. The median value is chosen to balance the number statistics between “granules” and “intergranules”, and also to deal with spurious polarization signals, as elaborated in the next subsection.

The granular pattern is clearly resolved down to \( μ = 0.2 \) as shown in Fig. 2. The granulation close to the limb appears foreshortened. The bright parts are in fact the hot granular walls (see Keller et al. 2004). This means that the identification of “granules” and “intergranules” does not necessarily coincide with a similar identification at disk center. The terms “granules” and “intergranules” used throughout this paper should therefore be interpreted with this caveat in mind.

### 3.3. Spurious polarization signals

Spatially varying, spurious polarization signals are clearly observed in the \( Q/I, U/I \) and also the \( V/I \) data, similar to the structure in the top right panel of Fig. 2. A large fraction of these signals is caused by cross-talk between the Stokes parameters introduced through image motion during the modulation, which is not completely corrected by the image stabilization system of the Hinode-SOT. Note that at the high polarimetric sensitivity levels of these observations, a minute displacement of 1 milliarsecond already creates a detectable signature in the polarization data.

We assume that the displacements are indeed small and constant over the FOV, and modeled this spurious signal due to residual image motion similar to Lites (1987). Let \( M \) and \( D \) denote the modulation matrix and the demodulation matrix. In a single-beam instrument, cross-talk from \( I \) will dominate. For \( Q \), we then have

\[
\Delta Q = \sum_k (X^{-1} \cdot D)_{2,k} M_{k,1} \langle \nabla I \cdot r_k \rangle, \tag{3}
\]

where \( r_k \) is the image displacement at stage \( k \) of the modulation cycle. Because \( X, D, \) and \( M \) are constant, and \( \nabla I \) is constant to good approximation during the modulation cycle, we can write

\[
\Delta Q = \nabla I \cdot \sum_k C_{2,k} F_k = \nabla I \cdot r_Q, \tag{4}
\]

where \( r_Q \) is a vector in the coordinate system of the image that is proportional to the overall image motion during modulation as averaged and weighted by the modulation sequence. The derivations are analogous for Stokes \( U \) (and \( V \)), but for now we describe the scattering polarization at the N limb, which is detectable in Stokes \( Q \).

We remove effects of image motion during the modulation cycle using an \( r_Q \) found for each frame by minimizing \( (Q_{\text{meas}} - \Delta Q)^2 \) in an area away from the limb, where the angled brackets denote averaging over that area. Note that with Eq. (1)

\[
(Q_{\text{meas}} - \Delta Q)^2 = Q^2 + (Q_{i.m} - \Delta Q)^2 + 2 Q' (Q_{i.m} - \Delta Q), \tag{5}
\]

where \( Q' = Q_{\text{real}} + Q_{\text{sec}} + K \lambda I \). In areas where limb darkening is small, \( \Delta Q \) vanishes after averaging and the last term is constant. Residual spurious polarization patterns are still present, probably due to differences between the numerical derivatives of the intensity data and the real gradients.

In the absence of limb darkening, the average value of \( Q \) in the “granules” and the “intergranules” is not affected by a correction according to Eq. (4), but the spread of the distribution around this average is decreased. This is because the definition of “granules” and “intergranules” as pixels exhibiting more and less intensity than the median is such that after adding up all selected pixels, the residual value of \( Q_{i.m} \) is zero: for both the “granules” and the “intergranules” mask it constitutes an integration of the derivative (gradient) of the intensity image over an interval with identical intensity values at the boundaries.

The influence of the limb darkening is calculated as

\[
\langle Q_{i.m} \rangle_{g,i} (\mu) = \frac{1}{N_g} \int_{\mu_i}^{\mu_f} r_Q \cdot \nabla i_{\text{g,i}}(x, y) + (J(\mu)) \, dx \, dy, \tag{6}
\]

which is a normalized integration over all “granules” (g) or “intergranules” (i) over the bin with average value \( \mu \), containing \( N_g \) pixels. \( i_{\text{g,i}} \) is the granulation intensity pattern after limb darkening correction \( (J(\mu)) \). As explained above, the first term of the integral disappears and the equation reduces to

\[
\langle Q_{i.m} \rangle_{g,i} (\mu) = \frac{f_{g,i}}{N_g/\Delta x} f_g ((J(\mu_2) - (J(\mu_1))), \tag{7}
\]

where \([\mu_1, \mu_2]\) is an interval around \( \mu \). To account for the geometry of the “granules” and “intergranules” in the bin, we introduced a “filling parameter” \( f_g \). Only the component \( f_g \) of the (random) image motion \( r_Q \) in the direction of decreasing \( \mu \) (in this case increasing \( y \)) contributes to a residual signal after integration. The integration over the perpendicular spatial coordinate \( x \) only results in a factor \( \Delta x \) (the number of pixels in the \( x \) direction) to the normalization with the amount of selected pixels \( N_g \). As a result of our definition, “granules” and “intergranules” are spatially interspersed with identical number densities, so that we have \( f_g = f_i = 0.5 \) and hence \( \langle Q_{i.m} \rangle_{g,i} (\mu) = \langle Q_{i.m} \rangle_{i,i} (\mu) \).

Also, because the residual image motion \( r_Q \) (and therefore \( f_g \)) is most likely random in magnitude and orientation, this leads to further averaging out of the influence of image motion on the observed difference in measured polarization. Therefore we concluded that the spurious polarization due to image motion and its correction procedure according to Eq. (4) on average does not introduce artificial polarization differences between “granules” and “intergranules”.

The remaining spurious signals are due to solar evolution and are difficult to model. They are, however, very relevant for our investigation: during the polarimetric modulation (~10 s) all pixels change intensity because of the dynamic granulation. Therefore this effect may create an artificial difference in \( Q/I \) and \( U/I \) for “granules” and “intergranules”. This difference is expected to be very similar in magnitude for Stokes \( Q \) and Stokes \( U \), because they are (de-)modulated with identical amplitude. However, after correction for the modulation phase delay the
demodulation sequence is slightly different for $Q$ and $U$. The center-to-limb behavior of these spurious signals for “granules” and “intergranules” is investigated for $U/I$ in the N limb data set, where ideally only scattering polarization signals are present in $Q/I$ and vice versa with the data at the NW limb. With the slow variation of the appearance of the granulation away from disk center, the difference between $(Q_{sc})_g(\mu)$ and $(Q_{sc})_i(\mu)$ is expected to be a smooth function.

The real solar data can now be referenced to the instrumental polarization and spurious signals due to solar evolution (and other unknown effects). With the assumptions and procedures described in this subsection, Eq. (1) is converted to
\[
\Delta_{g,i}([Q_{\text{real}}]/I)(\mu) = \Delta_{g,i}([Q_{\text{meas}}]/I)(\mu) - \Delta_{g,i}([Q_{sc}]/I)(\mu),
\]
where $\Delta_{g,i}$ is used to denote the difference between “granules” and “intergranules”. The difference in polarization degree for average “granules” and “intergranules” is determined or each bin through
\[
\Delta_{g,i}([Q_{\text{real}}]/I)(\mu) = \Delta_{g,i}([Q_{\text{meas}}]/I)(\mu) - \Delta_{g,i}([Q_{sc}]/I)(\mu),
\] assuming that $I_{\text{real}} = I_{\text{meas}} = I$. The instrumental polarization (the last term in Eq. (8)) does not introduce differences in polarization degree, as it only adds a flat background in $Q/I$. However, to determine a relative difference between the scattering polarization of “granules” and “intergranules”, it needs to be properly taken into account.

4. Results and discussion

The $Q/I$ and $U/I$ data as a function of $\mu$ for the N and NW limb are presented in Fig. 3. The observed CLV of the scattering polarization is plotted in the upper panels, after splitting the data according to “granules” and “intergranules”, and referencing it to the observed difference in the $U/I$ data at the N limb. The reference signals for the scattering polarization signals are plotted in the lower panels of Fig. 3 and are defined as the linear polarization measurements for the (normalized) Stokes parameter that should not contain scattering polarization, so $U/I$ for the NW limb data and $Q/I$ for the NW limb data. The absolute values for the reference signals are irrelevant, because the polarization offset $I \rightarrow Q, U$ is poorly known at this level for both $Q/I$ and $U/I$. The reference signals exhibit a difference of similar magnitude for the N and NW data. Yet, the systematic difference is flat with $\mu$ at the N limb, whereas it slightly varies with $\mu$ at the NW limb. The reason for this may be somehow related to the fact that the rectangular FOV is not aligned with the NW limb direction, whereas at the N limb the FOV is oriented much more symmetrically with respect to the scattering polarization signals. Because the magnitude of the reference signals is the same, and because $Q$ and $U$ are modulated with identical amplitude, we assumed that the difference in the reference signals (e.g., due to solar evolution) is the same for both data sets. The reference signals at the N limb (in the lower left panel of Fig. 3) are obviously the cleanest, and we adopted the average difference measured in $U/I$ as a reference for the scattering polarization data for “granules” and “intergranules”.

The error bars in the plots of Fig. 3 are the 1σ “standard errors” of the data within each bin. The standard error is defined as
\[
\sigma = \frac{s}{\sqrt{N}}
\] where $s$ is the sample standard deviation and $N$ is the number of samples, and represents the accuracy with which the average value in each bin is known, provided the noise is Gaussian. Because systematic effects are still present in the bins (e.g., variation of polarization within the bins, residual spurious signals), these error bars merely serve as an indication of the uncertainty in the averaged data points. Therefore the error bars could not be used to quantify the significance of the differences between scattering polarization in “granules” and “intergranules”, and we needed to resort to combining data at different $\mu$ values. The deviations of the averaged data-points as a function of $\mu$ then need to be critically assessed whether they appear random or systematic.

After subtracting the found average polarization difference found for the reference signals, the CLV of the scattering polarization in both data sets appears to be smooth (upper panels of Fig. 3). Moreover, apparent differences between the CLV of “granules” and “intergranules” are readily observed in both cases. In general, the difference between the scattering polarization signals appear to scale with the total scattering polarization, with the signals in the “granules” being larger. This indicates that the origin of this difference is likely to be solar, because many instrumental effects and solar evolution introduce an absolute difference, whereas physical effects on the Sun, such as differences in scattering anisotropy and Hanle depolarization, introduce mostly relative effects.

Note that the absolute value of the measured scattering polarization is about 40% higher at the NW compared to the N limb. The cause for this is either a reduced value of the $Q \rightarrow Q$ in the $X$ matrix, or a real solar effect such as overall depolarization due to stronger turbulent magnetic fields at the N pole. The only remarkable difference in the corresponding SP maps is the presence of polar faculae at the N limb (see also Tsuneta et al. 2008). Incidentally, such a systematic variation along the limb was not found in observations of scattering polarization in C2 lines by Kleint et al. (2010). In any case, this difference in absolute value once more makes it necessary to characterize the difference in scattering polarization between “granules” and “intergranules” as a relative difference, i.e.,
\[
\Delta_{g,i,\text{rel}}([Q_{\text{real}}]/I) = \frac{\Delta_{g,i}([Q_{\text{real}}]/I)}{([Q_{\text{meas}}]/I)}.
\]
To obtain a first quantitative measure of the differences in scattering polarization between “granules” and “intergranules”, and, more importantly, establish the zero point of the polarization scale, we performed curve fits of the CLV of the measured scattering polarization according to Stenflo et al. (1997),
\[
\frac{Q}{T - U} = \frac{a(1 - \mu^2)}{\mu - b} + c,
\]
in which $a$ represents the amplitude of the scattering polarization, and $c$ fits the unknown offset of the polarization scale, which is the main goal of this fitting procedure. The fit parameter $b$ was introduced by Stenflo et al. (1997) to improve the fits of the CLV of many lines exhibiting scattering polarization. First, the combined data was fitted. The results of these fits are shown in the top panels of Fig. 3 with dotted curves. Note that inclusion of the limb darkening function in the fit, as suggested by Stenflo et al. (1997) and references therein, did not improve the fit quality and in fact slightly increased the 1σ errors on the determined parameters $c$. Then the data for “granules” and “intergranules” were fit separately with $b$ and $c$ obtained from the
Fig. 3. Results for the center-to-limb variation of the CN band scattering polarization data at the N and NW limb. The upper panels present the measured scattering polarization after splitting the binned data according to “granules” and “intergranules” and subtracting the obtained difference between “granules” and “intergranules” in the reference data (shown in the lower panels) and the polarization offset $c$. The CLV fit of the combined data of the scattering polarization is represented by the dotted curve. The results for “granules” and “intergranules” are represented separately by the solid and dashed curves, respectively.

previous fit as constants. The results are also shown in the upper panels of Fig. 3 as the solid and dashed curves, respectively. The fit yields $a_g = 0.048 \pm 0.006$ and $a_i = 0.044 \pm 0.006$ for the N limb data, and $a_g = 0.079 \pm 0.007$ and $a_i = 0.074 \pm 0.006$ for the NW data. After propagation of the “standard errors” according to a Gaussian treatment (assuming that the errors are uncorrelated), the relative differences between the amplitudes of the scattering polarization fits of “intergranules” and “granules” as defined in Eq. (11) are found to be ($-9.7 \pm 16.8$)% for the N limb, and ($-6.8 \pm 11.3$)% for the NW limb. For clarity: the minus sign indicates a lower scattering polarization signal in the “intergranules”. The larger relative error at the N limb is due to the lower absolute measured scattering polarization signal in the “intergranules”. The larger relative error at the N limb is due to the lower absolute measured scattering polarization signal, which renders the curve fits more sensitive to the unknown polarization offset. The obtained 1σ errors are not reliable, because the original errors are likely dominated by systematic errors, which are not taken into account. Moreover, the fitting model is quite simplistic and inherently assumes that a single scattering behavior is present for the masked “granules” and “intergranules” pattern as a function of $\mu$, whereas the observed granulation pattern clearly changes appearance. Also, if the Hanle effect has a significant impact on the scattering polarization, systematic effects are created by large-scale spatially varying magnetic fields. These fit results therefore comprise at best a first estimate of the relative difference. To further constrain the measured differences, we have to analyze the data of the “granules” and “intergranules” more localized in $\mu$.

The relative differences between “granules” and “intergranules” as a function of $\mu$ for both data sets is plotted in Fig. 4. The error bars are the propagated “standard errors”, which are treated as Gaussians. So again, these error bars do not properly incorporate systematic effects, but give a rough indication of the
The obtained average values for both data sets between 

\[
\Delta \mu = -0.04 \%
\]

is well with a Hanle depolarization difference from 11 G 

to $> 25$ G in Fig. 8 of Shapiro et al. (2007), which matches 
the prediction by Trujillo Bueno et al. (2004). It is, however, 
required to compare the data presented herein to an MHD model 
with realistic line synthesis of the CN band before any final state-
ments about the nature of the weak, turbulent magnetic fields 
can be made. The results presented in Figs. 3 and 4 are therefore 
most useful as constraints to future models.

5. Conclusions

We conclude that there is a significant difference in the scatter-
ing polarization signals between “granules” and “intergranules” 
(as defined in Sect. 3) in the CN band as shown in Fig. 4. It 
is determined that the “intergranules” exhibit \((9.8 \pm 3.0)\%\) less 
scattering polarization for $0.2 < \mu \leq 0.3$. The physical cause 
for this difference (formation effects, scattering anisotropy vari-
ations, different turbulent field strengths) cannot be estab-
lished from these observations, but could be obtained by con-
fronting the obtained data with a realistic MHD model combined 
detailed line synthesis of the CN band.

Two polarization effects are observed in the data that 
correlate with the presence of polar faculae: the overall scatter-
ing polarization at the N limb is lower than at the NW limb, 
and the difference in scattering polarization between “granules” 
and “intergranules” at a region of strong facular activity is zero. 
Both these observations could be understood in terms of the 
Hanle effect, indicating the presence of stronger (turbulent) mag-
netic fields near the polar faculae. Unfortunately, the CN band 
and spectropolarimeter observations are dominated by noise and 
are moreover not strictly cotemporal. This seriously complicates 
the interpretation of correlation analyses between both data sets. 
Therefore no conclusion can be drawn as to whether or not the 
magnetic fields measured by the SP have any significant effect on 
the CN band scattering polarization.

It is impossible to completely exclude systematic effects and 
assess their influence on the obtained results. One way of ad-
dressing the systematic effects is to construct a complete physi-
cal model for the reference signals in the lower panels of Fig. 3. 
But more trust in the data can also be obtained by showing that 
the possible physical effects on the Sun indeed have a similar 
scaling effect on the scattering polarization, as observed in the 
data after correcting with the (additive) reference signals.

On the one hand, the CN band is well suited for scatter-
ing polarization observations because its absolute scattering po-
larized signals are relatively large, mostly due to the rapid 
increase of the continuum polarization towards the blue (see 
Trujillo Bueno & Shchukina 2009). On the other hand, the 
radioactive transfer in the (molecular) CN band is relatively difficult 
to model compared to some other atomic lines. More suitable 
for observations of scattering polarization at high spatial resolu-
tion are therefore lines like Ba II at 455.4 nm, Sr I at 460.7 nm, 
and Na I D2, all of which have a sizable scattering polarization 
($\sim 1\%$) and are relatively well understood. A narrow-band tun-
able filter needs to be employed for these narrow lines. This in-
troduces the possibility to distinguish line and continuum pol-izaration, which is not possible for the CN band observations. 
Because no such capabilities are planned in space in the foresee-
able future, observations of scattering polarization at high spa-
tial resolution need to be attempted from the ground to further
constrain models of weak, turbulent magnetic fields in the solar photosphere.
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