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\section*{ABSTRACT}

We apply a robust spot model to fit the light curve of CoRoT-2a. The spots are assumed to be long-living and each has its own rotation period. A model with three circular spots reproduces the basic features of the longitude-time spot coverage map. One of the spots exhibits a noticeably lower rotational frequency than the other two. From the rotational frequencies of the three dark features we infer a differential rotation of above 0.11 rad\,d\(^{-1}\), in rough agreement with theoretical models. Mean field models of angular momentum transport by convection and meridional flow lead to an equatorial rotational frequency that exceeds that of the poles by 0.09 rad\,d. The spot decay corresponds to a turbulent magnetic diffusivity of \((1.2 \pm 0.1) \times 10^{13}\) cm\(^2\s).\)
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\section*{1. Introduction}

The second detection of a transit planet by the CoRoT satellite belongs to a young (\(\leq 0.5\) Gyr) main-sequence G7 star (Bouchy et al. 2008). The orbital period of the “hot” Jupiter is 1.743 days (Alonso et al. 2008). The parent star rotates with a period of 4.5 days. The star’s inclination is \(87.8^\circ\) (Alonso et al. 2008).

By relying on similarity to the Sun, Lanza et al. (2009, L09) applied their maximum-entropy (ME) technique to fit the time variability of the total solar irradiance (Lanza et al. 2003) and analyzed the CoRoT-2a photometric white light data correspondingly in terms of short living (\(\approx 3.2\) days) surface features: dark spots and bright faculae with a constant ratio between them. Assuming a short surface activity timescale, they divided the 142 day time span into 45 intervals and, by applying ME regularization, mapped the evolution in surface brightness inhomogeneities. Even without taking into account the effect of bright faculae they were able to produce an excellent fit (\(\pm 0.2\) mmag) to the data. The results indicate that there are two “active longitudes”, which are slowly converging (by \(80^\circ\) over the whole interval). From the relative motion, they were able to infer a minimal differential rotation of below one percent.

CoRoT-2a’s photometric variability of 0.07 mag exceeds the solar level by a factor of 20, even at solar maximum. If the spots are larger than their solar counterparts, then, for purely dimensional reasons, one expects longer lifetimes. In the following we adopt a multi-spot modeling approach to analyze the measured white-light light curve of CoRoT-2a. Admittedly the CoRoT-2a light curve looks complex, but there is regularity in this complexity and one can see a regular pattern that can be easily identified with a few spots. The two- and three-spot modeling was carried out with the code of Dorren (1987), assuming circular spots and a linear limb-darkening law. Bright features were not modeled. According to L09, in the case of CoRoT-2a, the surface inhomogeneities are dominated by dark spots, not bright faculae. A Markov-Chain Monte Carlo method (MCMC) was applied to analyze in a Bayesian manner the multi-dimensional parameter space.

We note that CoRoT-2a is a slow rotator and not amenable to the Doppler imaging technique. We were therefore compelled to use photometric modeling and draw conclusions with the proper caveats.

\section*{2. Theory: differential rotation}

Current models of stellar rotation predict a weak increase in the surface differential rotation with increasing rotation frequency and a modest increase with effective temperature (Küker & Rüdiger 2008). From Doppler imaging, Barnes et al. (2005) found a strong dependence on temperature and no systematic dependence on rotation. These results were confirmed by Reiners (2006) with the Fourier transform method. With the effective temperature of CoRoT-2a that is only 150 K lower than that of the Sun, we do not expect to observe a drastic difference between the rotation patterns of both stars. We note that this holds only for the total value of the differential rotation,

\begin{equation}
\delta \Omega = \Omega_{\text{eq}} - \Omega_{\text{pole}},
\end{equation}

where the subscripts eq and pole refer to values at the equator and the poles, respectively. The corresponding values for the solar differential rotation and the lapping time are 0.07 rad\,d and 90 d, respectively.

We investigate this problem by computing the rotation pattern and meridional flow for a young Sun from the evolutionary track used in Küker & Stix (2008). The model star has one solar
mass, an age of 0.55 Gyr, a luminosity of 0.745 solar luminosities, and a radius of 0.9 solar radii. The effective temperature is 5640 K and the base of the convection zone is located at a fractional radius of 0.73.

We use the mean field formulation of fluid dynamics, which takes into account the effect of small-scale motions on the large-scale flow, rotation, and heat transport without treating the small-scale motions in detail. For the convective heat transport in a non-rotating convection zone, this approach leads to the well-known mixing length theory. The description that we use here is identical for slow rotation but takes into account the effect of the Coriolis force on the convective motions. Similar descriptions can be found for the momentum transport, which is expressed in terms of the Reynolds stress. The transport coefficients describing the effect of the small-scale flows were computed by Kitchatinov & Rüdiger (1993), Kitchatinov et al. (1994), and Kitchatinov & Rüdiger (2005). The numerical scheme is a modified version of that in Küker & Stix (2001) as described in Bonanno et al. (2007).

The differential rotation is caused by a non-diffusive term in the Reynolds stress and a tilt of the heat transport vector towards the rotation axis, both caused by the Coriolis force. The polar region is slightly warmer than the equator throughout the convection zone. The difference is 10 K at the bottom and about 2.4 K at the top. That temperature gradient balances the differential rotation as a driving force of meridional flow and allows an equilibrium to be established without the requirement of constant rotation period along cylindrical surfaces for much faster rotation than with a strictly spherical stratification.

The surface rotation law predicted by our model is shown in Fig. 1. It is of the same type as that on the solar surface with the equator rotating faster than the polar caps. The difference of 8.9 × 10^{-2} rad/d between the rotation rates at the equator and the poles corresponds to a lapping time of 71 days.

The level of differential rotation found in our model exceeds the (admittedly) minimal value given by L09 by an order of magnitude. We ask whether the rotation can be made more rigid by adjusting free parameters. The only two parameters that can be varied are the mixing length parameter and the anisotropy of the α effect in the surface layer. Both are set to a value of two in our standard calibration, which is motivated by reproducing the internal solar rotation as measured by helioseismology. Setting the anisotropy parameter to zero decreases the surface shear to less than half the value that we find with our standard model but this would imply the assumption of predominantly horizontal gas motions in the top layer and lead to unrealistic results if applied to the Sun. Lowering the mixing length parameter to a value of 1.5 lowers the surface differential rotation by about 1/6th but reduces the meridional flow speed by 50 percent. As with the anisotropy parameter, application to the Sun does not yield the closest agreement with observations. We conclude that for our model to be valid the differential rotation of CoRoT-2a must be much stronger than the lower limit found by L09.

Besides a measure of differential rotation, precision photometry of star spots provides decay times, which should be compared with theoretical ones. The decay of sunspots follows approximately the linear decay law (Krause & Rüdiger 1975)

\[ \frac{dA}{dt} = -4\pi \eta_t, \tag{2} \]

where \( A \) is the spot area and \( \eta_t \) is the (turbulence) magnetic diffusivity coefficient. Equation (2) allows a comparison between the diffusivity coefficient computed from a theoretical model and the observed sunspot area. Assuming that the same relation holds for star spots, we can thus derive the value of \( \eta_t \) in the surface layers of CoRoT-2a from measured spot areas and lifetimes.

Figure 2 shows the magnetic diffusivity from our model of the convection zone of CoRoT-2a. As the Coriolis number increases with depth, the lower parts of the convection zone are affected more by rotational quenching of the transport coefficients. The surface value of 5 × 10^{12} cm^2 s^{-1} is the same as from standard mixing-length theory, but in the lower part the diffusion coefficient is significantly reduced.

3. Observations

The CoRoT photometric satellite Baglin et al. (2006) observed CoRoT-2a during the first long run from May 16 to October 5, 2007. The 142 d run covers about 30 consecutive rotations of CoRoT-2a. For further detail the reader is referred to L09.

Transits were removed according to the ephemeris given by Alonso et al. (2008), creating gaps of 2.7 h every 1.743 days. The remaining data points were binned in time bins of ±0.4 h duration, which is roughly a quarter of the satellite’s orbital period (103 min). The reason for this high-resolution binning was that in the case of the CP star HD 50 773 an excellent fit to the data by a simple spot model could be achieved after removing a sinusoidal signal (at the 100 ppm level) at the CoRoT orbital frequency and its overtones (Lüftinger et al. 2009). A similar artifact in the CoRoT-2a data should be detectable by a binning with a time resolution shorter than the orbital period of the satellite. However, in the framework of our simplified three-spot model
the residuals are much too large for the CoRoT effect to be detected. After binning, 7669 normal points remain. The median of all the contributing measurements within a time bin has been used to calculate the flux value of a normal point. The weight of a normal point increases with the number of original measurement values. As in L09, white-light data were used. As the color information hints at a linear trend of the time series in at least one color band, one also has to allow for a systematic linear trend in the white light.

The precision light curve (Fig. 3) spanning 142 days exhibits an overall variation of 0.07 mag.

### 4. Bayesian spot modeling

Any ME method involves estimating a large number of free parameters. Here we prefer a more robust approach. We try to fit the light curve by assuming two and three, respectively, long-living circular dark features differing in rotational period. We also allow for some spot evolution. Our most ambitious model, with three spots, is described by 29 parameters.

To estimate all these parameters, a Bayesian method was applied. This provides a straightforward way of estimating parameters and their uncertainties from the data alone. From the marginal distribution of a particular parameter, all other quantities follow (e.g. mean, median, mode, standard deviation, and confidence regions). The marginal distribution is what remains if the likelihood function is integrated over all parameters apart from the particular one under study, taking into account proper prior distributions. The Bayesian approach is indeed so attractive because one can draw the marginal distribution from the data alone without relying on Monte Carlo simulations that use artificial data. Although deriving a best set of parameter values is comparatively easy, assigning mean values and error bars is computationally demanding, but becomes quite feasible with the Markov-Chain Monte-Carlo (MCMC) technique (see Press et al. 2007), which is related to the famous Metropolis formalism (Metropolis et al. 1953). This method has already been successful in analyzing high-precision photometric data from the MOST space satellite (Croll 2006; Fröhlich 2007).

For a migrating circular spot, the light curve is determined by at least four parameters: starting longitude, final longitude, latitude, and spot radius. Longitudes are defined with respect to a rigidly rotating coordinate system. To describe the basic rotation of the star, the same reference period as L09 has been taken, namely 4.5221 days. Longitudes increase in the direction of stellar rotation. The zero point is the central meridian facing the observer at the beginning of the time series. The inclination of the star (87.84°) is given. The spot intensity with respect to the unspotted atmosphere and the parameter for the linear limb-darkening law are assumed to be adjustable.

The rotational frequency of a spot may change slightly with time. To allow for this, an additional parameter enters: the longitude value at the half-way point – at the middle of the time span. A spot’s longitude at any time is interpolated quadratically by a Lagrange three-point formula from these three longitude values. Spot overlapping is not allowed.

Three parameters are considered to be nuisance parameters: zeropoint, slope, and measurement error. Spotted stars that are geometrically similar exhibit the same light curve, except for an offset in magnitude. In what follows, this offset is considered irrelevant and removed by integration. This is justifiable, because the magnitude of the unspotted star, i.e., the zeropoint, is in almost all cases unknown. The data may also exhibit a long-term trend, caused by an instrumental effect. The Bayesian analysis allows the presence of an unknown slope simply by trying all possible slopes. As with the zeropoint, dependence on this parameter is eliminated by integration. These two integrations (with respect to zeropoint as well as slope) can be done even analytically if one assumes that the distribution of the measurement error is Gaussian in magnitude (see Sect. A). The magnitude error in the i-th normal point can be written as $\sigma_i = \sigma_0 / \sqrt{N}$, where $N_i$ is the number of measurements contributing to the i-th time bin. We assume that nothing is known about $\sigma_0$. The likelihood depends strongly on $\sigma_0$, so it is perhaps a good idea not to fix its value, but to allow for a large range of $\sigma_0$ values. We have eliminated the $\sigma_0$ parameter by integration using Jeffreys’ $1/\sigma$ prior. Hence, the likelihood function considered is a mean likelihood with respect to photometric offset, slope, and measurement error. In short, the method itself determines photometric offset, long-term trend, and “measurement” error from the data (strictly speaking, the residuals, in any case, are considered as Gaussian noise).

In the following a flat prior distribution over the parameter space is presumed. For this reason, longitudes are restricted to the interval $0 \ldots 2\pi$, instead of the latitude its sine is considered, and instead of spot radius (or area) its logarithm is used. The last replacement ensures that the posterior distribution for a radius is consistent with that for an area, i.e., it makes no difference whether one prefers radii or areas. A latitude prior that is consistent over the sine of the latitude takes into account that there is a greater possibility of locating by chance a spot near the equator than near the poles.

Spot evolution is described by a simple ansatz: the spot area is assumed to evolve linearly with time. For a decaying spot, this
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Fig. 4. Plotted over Fig. 4 of L09 are the migration paths of our three spots. They outline the same activity pattern! Besides the two “active longitudes” a slowly rotating feature (red) is evident. The longitudinal extent corresponds to the diameter of the spots if they were located at the equator. We thank Antonino Lanza and coworkers for kindly providing their longitude versus time ME activity data.

Fig. 5. The marginal distribution for the shear $\delta \Omega$, the difference between the rotational frequency of the fastest spot (no. 2) and the slowest one (no. 3), provided the spot periods are assumed constant. Due to the length of the time series the periods are very well constrained and hence the shear, too. Vertical lines mark the mean and the one-$\sigma$ confidence interval (68 per-cent region).

Fig. 6. The evolution in the area of the three spots. The decreasing parts of spot area evolution exhibit nearly the same slope. From this a turbulent magnetic diffusivity can be computed. The third spot is so large because of the latitude that the MCMC method assigns to it: $-81^\circ$.

with short-living surface features, but the information on differential rotation is then mostly lost.

A by-product of considering spot evolution is an estimate of the turbulent magnetic diffusivity from the inferred spot decay. To derive a robust estimate, all spots are assumed to decay likewise. This further reduces the number of free parameters. The residuals are increased by merely 0.2 percent. So the assumption of a common decay law seems justified. Assuming a stellar radius of 0.902 $R_\odot$ (Alonso et al. 2008), one arrives at a diffusivity of $(1.2 \pm 0.1) \times 10^{13}$ cm$^2$/s, twice the theoretical value.
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Appendix A: Bayesian spot modeling

Our starting point is the likelihood function. For the time being, it depends on all kinds of parameters, nuisance parameters as well as “real” ones. In case of $N$ data points, it reads:

$$
\mathcal{L}(\sigma_1, \ldots, \sigma_N, c_0, d_0, p_1, \ldots, p_M; d_0) = \prod_{i=1}^{N} \frac{1}{\sqrt{2\pi} \sigma_i} \exp \left( -\frac{(d_i - f_0(t_i))^2}{2\sigma_i^2} \right)
$$

(A.1)

The signal $f_0(t_i; c_0, d_0, p_1, \ldots, p_M)$, expressed in magnitudes, incorporates an offset $c_0$ as well as a linear trend $d_0$:

$$
f_0(t_i; c_0, d_0, p_1, \ldots, p_M) = c_0 + d_0 \cdot (t_i - t_0) + f_{\text{spots}}(t_i, p_1, \ldots, p_M).
$$

The offset $c_0$ describes our ignorance concerning the unspotted brightness of the star, and the linear trend $d_0$ accounts for any instrumental effects.

We set $\sigma_i = s_i / \sigma$. Relative errors $s_i$ are normalized according to $\sum_{i=1}^{N} 1/s_i^2 = N$. Now, one can integrate $\Lambda$ over the unknown $\sigma$ using Jeffreys’ $1/\sigma$-prior:

$$
\Lambda' \left( c_0, d_0, p_1, \ldots, p_M; d_0 \right) = \int_0^{\infty} \Lambda \, \frac{d\sigma}{\sigma} = \frac{\Gamma(N/2)}{2 \, (\pi N)^{N/2} \, \prod_{i=1}^{N} s_i} \, \left( \sum_{i=1}^{N} \left( \frac{d_i - f_0(t_i)}{s_i} \right)^2 \right)^{N/2},
$$

(A.2)

where $\Gamma$ denotes the gamma (factorial) function. Offsets $c_0$ and slope $d_0$ are considered as nuisance parameters and integrated away analytically ($-\infty \ldots \infty$) resulting in a likelihood function depending only on the $M$ spot modeling parameters $p_1, p_2 \ldots p_M$ which one obtains from marginalization of their posterior probability distributions.

Integration over $c_0$ provides

$$
\int_{-\infty}^{\infty} \Lambda' \, dc_0 = \frac{\Gamma(N/2)}{2 \, (\pi N)^{N/2} \, \prod_{i=1}^{N} s_i} \, \frac{\Gamma \left( \frac{N+1}{2} \right)}{\Gamma \left( \frac{N}{2} \right)} \, \frac{1}{\Delta_1^{2/2}},
$$

(A.3)

where $A_1 = 1$, $B_1 = -\frac{\sigma}{\sqrt{\pi}} \sum_{i=1}^{N} \left( \frac{d_i - R_i}{s_i} \right)$. $C_1 = \frac{1}{\pi} \sum_{i=1}^{N} \left( \frac{d_i - R_i}{s_i} \right)^2$, $R_{1j} = d_0 \cdot (t_j - t_0) + f_{\text{spots}}(t_j, p_1, \ldots, p_M)$ and $\Delta_1 = A_1 \cdot C_1 - B_1^2 / 4$.

Obeying the convention $\sum_{i=1}^{N} (t_i - t_0)/s_i^2 \equiv 0$ the integration over $d_0$ yields:

$$
\int_{-\infty}^{\infty} \Lambda' \, dd_0 = \frac{\Gamma(N/2)}{2 \, (\pi N)^{N/2} \, \prod_{i=1}^{N} s_i} \, \sum_{i=1}^{N} \left( \frac{d_i - R_i}{s_i} \right) \, \Lambda \left( \frac{\sum_{i=1}^{N} (t_i - t_0)/s_i^2}{\Delta_1^{2/2}} \right).
$$

(A.4)

where $A_2 = \frac{\sigma}{\pi} \sum_{i=1}^{N} \left( \frac{d_i - R_i}{s_i} \right)^2$, $B_2 = -\frac{\sigma}{\pi} \sum_{i=1}^{N} \frac{d_i - R_i}{s_i} \sum_{i=1}^{N} \frac{d_i - R_i}{s_i}$, $C_2 = \frac{\sigma}{\pi} \sum_{i=1}^{N} \left( \frac{d_i - R_i}{s_i} \right)^2 - \left( \frac{1}{\pi} \sum_{i=1}^{N} \frac{d_i - R_i}{s_i} \right)^2$, $R_{2j} = f_{\text{spots}}(t_j, p_1, \ldots, p_M)$, and $\Delta_2 = A_2 \cdot C_2 - B_2^2 / 4$.
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