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ABSTRACT

Aims. To study the cosmological evolution of active galactic nuclei (AGN) is one of the main goals of X-ray surveys. To accurately determine the intrinsic (before absorption) X-ray luminosity function, it is essential to constrain the evolutionary properties of AGN and therefore the history of the formation of supermassive black holes with cosmic time.

Methods. In this paper we investigate the X-ray luminosity function of absorbed (log $N_H > 22$) and unabsorbed AGN in three energy bands (soft: 0.5–2 keV, hard: 2–10 keV and ultrahard: 4.5–7.5 keV). For the hard and ultrahard sources we have also studied the $N_H$ function and the dependence of the fraction of absorbed AGN on luminosity and redshift. This investigation is carried out using the XMS survey along with other highly complete flux-limited deeper and shallower surveys in all three bands for a total of 1009, 435, and 119 sources in the soft, hard, and ultrahard bands, respectively. We modelled the intrinsic absorption of the hard and ultrahard sources ($N_H$ function) and computed the X-ray luminosity function in all bands using two methods. The first makes use of a modified version of the classic 1/$N_A$ technique, while the second performs a maximum likelihood (ML) fit using an analytic model and all available sources without binning.

Results. We find that the X-ray luminosity function (XLF) is best described by a luminosity-dependent density evolution (LDDE) model. Our results show good overall agreement with previous results in the hard band, although with slightly weaker evolution. Our model in the soft band present slight discrepancies with other works in this band, the shape of our present day XLF being significantly flatter. We find faster evolution in the AGN detected in the ultrahard band than those in the hard band.

Conclusions. The results reported here show that the fraction of absorbed AGN in the hard and ultrahard bands is dependent on the X-ray luminosity. We find evidence that this fraction evolves with redshift in the hard band, whereas there is none in the ultrahard band, possibly due to the low statistics. Our best-fit XLF shows that the high-luminosity AGN, detected in all bands, exhibit a similar rate and mass density of the Universe, according to an anti-hierarchical black hole growth scenario.
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1. Introduction

One of the main goals of X-ray surveys is to study the cosmological properties of active galactic nuclei (AGN) as they are strongly linked to the accretion history of the Universe and the formation and growth of the supermassive black holes that are believed to reside in the centre of all galaxies, active or not (Kormendy & Richstone 1995; Magorrian et al. 1998; Richstone et al. 1998). The first studies in this field were constrained to the soft X-ray band (≤ 2 keV) which could be biased against absorbed AGN (Maccacaro et al. 1991; Boyle et al. 1993; Page et al. 1997; Miyaji et al. 2000). Therefore, hard X-ray surveys (> 2 keV) are essential for describing the luminosity function of the AGN population, including those obscured AGN that should be the main contributors to the cosmic X-ray background (see Setti & Woltjer 1989; and Fabian & Barcons 1992, for a review). Moreover, the large majority of energy density generated by accretion power seems to take place in obscured AGN (Fabian et al. 1998), as demonstrated by the integrated energy density of the cosmic X-ray background (see e.g. Comastri et al. 1995; Gilli et al. 2007). Ignoring the obscured AGN population could therefore bias our understanding of the cosmic evolution of the structures in the X-ray Universe. Furthermore, it has been confirmed that the fraction of absorbed AGN decreases with increasing X-ray luminosity in X-ray selected samples of AGN (Ueda et al. 2003; Steffen et al. 2003) as well as in optically selected AGN (i.e. Simpson 2005). In addition, some authors claim to have found a positive evolution of the fraction of absorbed AGN with redshift (La Franca et al. 2005; Ballantyne et al. 2006; Treister & Urry 2006 and; more recently, Hasinger 2008). The evolution of the fraction of the absorbed/obscured AGN is still a subject of debate, so its study is one of the primary targets of AGN surveys.

Hard X-ray photons with energies between 2 and 10 keV can pass through large amounts of matter without being absorbed.
and hence are very useful to detect absorbed sources with intrinsic column densities up to \( N_H < 10^{24} \text{ cm}^{-2} \), although they are not energetic enough to escape from Compton-thick objects (\( N_H \geq 10^{24} \text{ cm}^{-2} \)). Previous hard X-ray surveys in the 2–10 keV band (Cagnoni et al. 1998; Fiore et al. 1999; Giacconi et al. 2001; Baldi et al. 2002; Harrison et al. 2003; Alexander et al. 2003) have provided less biased and highly complete samples of sources, many of them being obscured AGN. Notwithstanding this, an important fraction of the AGN detected in deep fields fail to provide good quality X-ray information, and their optical counterparts are far too faint to make reliable spectroscopic identifications of all the samples.

Previous works have studied the X-ray luminosity function (XLF, hereafter) of AGN, mainly in the 0.5–2 keV and 2–10 keV bands. For instance, Miyaji et al. (2000) and Hasinger et al. (2005) studied the 0.5–2 keV XLF of type-1 AGN testing a variety of models. Their results have ruled out both pure luminosity and pure density evolution (PLE and PDE, respectively) models in favour of a luminosity-dependent density evolution (LDDE) model which best describes the observed XLF of these sources. In this paper we use a sample that contains \( \sim 30\% \) more AGN than the Miyaji et al. (2000) sample and is comparable to that of Hasinger et al. (2005), including not only type-1 AGN but also sources identified as type-2 AGN in order to gain an insight into the evolutionary properties of the whole AGN population at soft X-rays.

Barger et al. (2005) measured the cosmic evolution of AGN in the Chandra Deep Field in the 2–8 keV energy band finding it consistent with a pure luminosity evolution model. Silverman et al. (2008) studied the XLF of high redshift AGN in the 2–8 keV band but they did not consider the intrinsic absorption of the sources due to the limited count statistics. Other works in the 2–10 keV band such as Ueda et al. (2003) and La Franca et al. (2005) have taken into account the \( N_H \) distribution of the sources when calculating the XLF, but an important fraction of the \( N_H \) values were derived from the hardness ratios of the sources rather than from a spectral analysis. This may introduce a certain degree of uncertainty since a template spectrum has to be assumed to construct binned luminosity functions, and a maximum likelihood (ML) fit to an analytic model using all the sources available without binning. In Sect. 5 we discuss the results obtained and we compare them with those obtained in previous works. Finally, the conclusions extracted from this work are reported in Sect. 6.

In what follows, X-ray luminosities and intrinsic column densities \( N_H \) are in units of \( \text{erg s}^{-1} \) and \( \text{cm}^{-2} \), respectively. Throughout this paper we have assumed a cosmological framework with \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \), \( \Omega_M = 0.3 \) and \( \Omega_L = 0.7 \) (Spergel et al. 2003).

2. The X-ray data

The backbone of the work presented in this paper is the XMS sample (Barcons et al. 2007). This survey has typical exposure times of about 15 ks and hence is a survey reaching moderate depths, but in order to cover a wide luminosity and redshift range it is imperative to combine it with other complementary shallower and deeper surveys. Shallower, wider area surveys will provide significant numbers of bright sources at low redshifts, while deep pencil-beam surveys will probe fainter sources at greater distances.

Since the XMS survey is composed of different subsamples selected in several energy bands, we need to incorporate additional surveys for each of them. In the analysis performed in this paper we have used three energy bands defined as follows:

- soft: 0.5–2 keV;
- hard: 2–10 keV;
- ultrahard: 4.5–7.5 keV

In this section we will describe all the surveys used in this paper, which are also summarized in Table 1. They are all well-defined flux-limited surveys with very high identification completeness, taken from already published catalogues of sources from past and present X-ray observatories (XMM-Newton, Chandra, ASCA, RÖSAT). In order to have an optimal \( L_X - z \) plane coverage (see Fig. 1), we will constrain our analysis to those sources identified as AGN with redshifts in the range 0.01 < \( z < 3 \) in the soft and hard bands (spanning up to seven and six orders of magnitude in luminosity, respectively), and 0.01 < \( z < 2 \) in the ultrahard band (spanning up to four orders of magnitude in luminosity), being the vast majority of them spectroscopically redshifted. The total sky areas covered by these surveys are shown in Fig. 2. For the purposes of this work, and to avoid errors and biases caused by further classification, we have used the entire AGN population available (within the redshift limits stated above) irrespective of whether they were optically identified as type-1 or type-2 AGN.

2.1. XMM-Newton medium survey

The XMM-Newton medium sensitivity survey (XMS, Barcons et al. 2007) is a flux-limited survey of serendipitous X-ray sources at intermediate fluxes built from 25 XMM-Newton fields. 

Table 1. Summary of surveys.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Soft (0.5−2 keV) Flux limit (erg cm⁻² s⁻¹)</th>
<th>Area (deg²)</th>
<th>Ntotal</th>
<th>NAGN</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBS</td>
<td>2.5 × 10⁻¹²</td>
<td>20,300</td>
<td>953</td>
<td>(100%)</td>
</tr>
<tr>
<td>RIXOS8</td>
<td>8.4 × 10⁻¹⁴</td>
<td>4.44</td>
<td>105</td>
<td>(100%)</td>
</tr>
<tr>
<td>RIXOS3</td>
<td>3.0 × 10⁻¹⁴</td>
<td>15.77</td>
<td>296</td>
<td>(94%)</td>
</tr>
<tr>
<td>XMS</td>
<td>1.5 × 10⁻¹⁴</td>
<td>3.33</td>
<td>210</td>
<td>(96%)</td>
</tr>
<tr>
<td>UDS</td>
<td>1.2 × 10⁻¹⁵</td>
<td>0.36</td>
<td>94</td>
<td>(95%)</td>
</tr>
<tr>
<td>CDF–S</td>
<td>5.5 × 10⁻¹⁷</td>
<td>0.12</td>
<td>307</td>
<td>(99%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Survey</th>
<th>Hard (2−10 keV) Flux limit (erg cm⁻² s⁻¹)</th>
<th>Area (deg²)</th>
<th>Ntotal</th>
<th>NAGN</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMSS</td>
<td>3.0 × 10⁻¹³</td>
<td>68</td>
<td>87</td>
<td>(99%)</td>
</tr>
<tr>
<td>XMS</td>
<td>3.3 × 10⁻¹⁴</td>
<td>3.33</td>
<td>159</td>
<td>(84%)</td>
</tr>
<tr>
<td>CDF–S</td>
<td>4.5 × 10⁻¹⁶</td>
<td>0.11</td>
<td>251</td>
<td>(99%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Survey</th>
<th>Ultrahard (4.5−7.5 keV) Flux limit (erg cm⁻² s⁻¹)</th>
<th>Area (deg²)</th>
<th>Ntotal</th>
<th>NAGN</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBSS</td>
<td>7.0 × 10⁻¹⁴</td>
<td>25.17</td>
<td>67</td>
<td>(97%)</td>
</tr>
<tr>
<td>XMS</td>
<td>6.8 × 10⁻¹⁵</td>
<td>3.33</td>
<td>70</td>
<td>(86%)</td>
</tr>
</tbody>
</table>
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a Total number of X-ray sources in the sample (identification completeness in parenthesis).
b Number of identified AGN in the sample.
c Including photometric redshifts (see text).

of the AXIS sample (Carrera et al. 2007). It covers a geometric sky area of 3.33 deg² and comprises 318 distinct X-ray sources, out of which 272 (86%) have been spectroscopically identified using a number of ground-based facilities. This fraction, however, increases significantly in the soft band, where the identification completeness is 96%. The flux limit in the soft band is 1.5 × 10⁻¹⁴ erg cm⁻² s⁻¹, while in the hard and ultrahard bands are 3.3 × 10⁻¹⁴ and 6.8 × 10⁻¹⁵ erg cm⁻² s⁻¹, respectively. In the soft and hard bands these limits are well above the sensitivity of the data, while in the ultrahard band it corresponds to the flux of the faintest detected source in this sample (see Barcons et al. 2007, for details). For this work we have excluded the sources classified as stars, normal galaxies and clusters of galaxies, ending up with a sample of 178 AGNs in the soft band, 120 in the hard band and 57 in the ultrahard band. A fraction of the objects classified as normal galaxies (which are ~4% over the total sample in the soft and ultrahard bands, and ~5% in the hard band) might be optically elusive AGN given their high intrinsic luminosities (log Lₓ ≥ 42). In these cases we have adopted a conservative position and excluded them from the final sample, both in the XMS and the other surveys involved.

### 2.2. XMM-Newton hard bright sample

The XMM-Newton hard bright survey (HBSS) is part of a bigger survey project known as XMM-Newton Bright Survey (XBS, Della Ceca et al. 2004; Caccianiga et al. 2008). In particular, the HBSS is a survey of sources at high Galactic latitudes detected in the 4.5−7.5 keV (ultrahard) band down to a flux limit of 7 × 10⁻¹⁴ erg cm⁻² s⁻¹, with a flat sky coverage of 25.17 deg². The sample contains 67 sources. All of these sources but two have been spectroscopically identified, as reported in Caccianiga et al. (2008), with 62 of them being AGN. Along with the spectroscopic redshifts, information on the intrinsic absorption column densities for each source is also provided in Della Ceca et al. (2008) which will allow us to model the absorption of the sources detected in the ultrahard band (most of them type-2 AGN) as explained in Sect. 3.

### 2.3. Chandra deep field south

The Chandra deep field south (CDF-S, Giacconi et al. 2001; Rosati et al. 2002) is one of the deepest surveys in the soft and hard bands carried out so far, with a total exposure time of 1 Ms. The source samples are widely discussed in Bauer et al. (2004). We have used the 346 sources reported in Giacconi et al. (2002) for a total of of 307 and 251 sources in the soft and hard bands, respectively, covering ~0.125 deg² and ~0.108 deg² down to flux limits of 5.5 × 10⁻¹⁷ and 4.5 × 10⁻¹⁶ erg cm⁻² s⁻¹ in both energy
scopic identifications are taken from Szokoly et al. (2004). In both cases the ground-based facilities used were the FORS1 and FORS2 instruments at the VLT. The redshifts of the inconclusive identifications and unidentified sources (which sum up to \sim 60\% of the total CDF-S sample) have been taken from photometric redshifts estimations in Zheng et al. (2004). These estimations make use of 12-band data in near ultraviolet, optical, infrared and X-rays along with sets of power law models for type-1 AGN and various templates of galaxies. They have been calculated using two parallel models: HyperZ (Bolzonella et al. 2000) and the Bayesian model BPZ (Benítez 2000). The photometric redshifts were checked against the secure spectroscopic identifications in Szokoly et al. (2004) and the COMBO-17 survey (Wolf et al. 2001, 2003, 2004) to ensure their reliability, matching well that of both surveys. The overall number of sources in Giacconi et al. (2002) is 346, of which 145 have secure spectroscopic redshifts, 4 are unidentified and the remaining 197 sources have been photometrically identified. Photometric redshifts with flags 0.2, 0.3 and 0.4 in Zheng et al. (2004) are considered low-quality identifications since they rely only in one of the methods described in the paper (16 sources in total, 4.7\% of the total CDF-S sample). We have also made use of these 16 identifications in this work since their number is too low to significantly affect the XLF parameters given the total size of the samples used here. Since we need a highly complete survey at faint fluxes in order not to degrade the overall sample completeness and given the accuracy of the estimations, this is the only case in which we are using photometric redshifts in this work. The total number of sources classified as AGN in the CDF-S that we are using in this paper is 226 in the soft band and 236 in the hard band. The $N_H$ column densities have been taken from Tozzi et al. (2006).

2.4. ASCA medium sensitivity survey

The ASCA medium sensitivity survey (AMSS, Ueda et al. 2005) is one of the largest high Galactic latitude, broad band, X-ray surveys to date. It includes 606 sources in the 2–10 keV (hard) band over a sky area of 278 deg$^2$ with hard band fluxes spanning between $10^{-13}$ and $10^{-11}$ erg cm$^{-2}$ s$^{-1}$. For this work we have used a flux-limited subsample of the AMSS in the northern sky (AMSSn). It has a total sky coverage of 68 deg$^2$, and all but one of the 87 hard X-ray sources detected down to a flux limit of $3 \times 10^{-13}$ erg cm$^{-2}$ s$^{-1}$ have been spectroscopically identified (79 of them being AGN). The $N_H$ measurements have been taken from Table 2 in Akiyama et al. (2003). Further details on the imaging and spectroscopic identifications can also be found in Akiyama et al. (2003).

2.5. ROSAT international X-ray/optical survey

The ROSAT international X-ray/optical survey (RIXOS, Mason et al. 2000) is a medium sensitivity survey of high Galactic latitude X-ray sources. The sample contains 401 sources divided in two subsamples: 64 ROSAT fields with 296 sources down to a flux limit of $3 \times 10^{-14}$ erg cm$^{-2}$ s$^{-1}$ (known as RIXOS3), plus 18 further fields containing 105 sources down to a flux limit of $8.4 \times 10^{-14}$ erg cm$^{-2}$ s$^{-1}$ (RIXOS8) in the soft band. RIXOS3 covers 15.77 deg$^2$ in the sky while RIXOS8 covers 4.44 deg$^2$, summing a total sky area of \sim 20.2 deg$^2$. The RIXOS3 subsample has been spectroscopically identified up to a rate of 94\% (with total population of 182 AGN), whereas the RIXOS8 subsample has been completely identified (adding 40 AGN to the full sample), which makes them ideal for evolution studies in the soft band.

2.6. ROSAT deep survey – Lockman hole

The ROSAT deep survey (RDS, Hasinger et al. 1998) collects all the observations performed by ROSAT in the period 1990–1997 in the direction of the Lockman Hole, which is one of the areas of the sky with a minimum of the Galactic Hydrogen column density (Lockman et al. 1986). In this paper we use an extension of

---

Fig. 2. Sky area of the survey as a function of flux in the soft (top panel), hard (centre panel) and ultrahard (bottom panel) bands.
the RDS, the ROSAT Ultra Deep Survey (UDS, Lehmann et al. 2001), which comprises 94 X-ray sources down to a flux limit of 1.2 × 10^{-15} erg cm^{-2} s^{-1} (~5 times fainter than the RDS) in the soft band. This sample is 90% spectroscopically identified, containing 70 AGN (mainly type-1) plus 3 photometrically identified type-2 AGN that have been also included in the analysis for a total of 73 AGN.

2.7. ROSAT bright survey

The ROSAT bright survey (RBS, Fischer et al. 1998; Schwope et al. 2000) aimed to identify the brightest ~2000 sources detected in the ROSAT All Sky Survey (RASS, Voges et al. 1999) at high Galactic latitudes, excluding the Magellanic Clouds and the Virgo cluster, with PSPC count rates above 0.2 s^{-1}. This sample contains bright sources (flux limit ~2.5 × 10^{-12} erg cm^{-2} s^{-1} in the soft band) with redshifts mainly below 1 and a total sky coverage of ~20 300 deg^2. The sample has been completely identified via spectroscopic observations and includes 310 AGN, plus a strong population of galaxy clusters which has been excluded from this work.

3. The N_H function of hard sources

This work aims at calculating the cosmological evolution of the X-ray luminosity function of all AGN (both unabsorbed and absorbed) within our sample in three energy bands. This should be done by calculating the intrinsic (before absorption) luminosity and absorption (N_H) function in order to obtain results free from selection effects. Since hard X-ray photons are less affected by absorption, absorbed AGN are more likely to be detected at energies above 2 keV and hence we have applied such method to the hard (2–10 keV) and ultrahard (4.5–7.5 keV) sources, for which we have detailed spectral data (photon index Γ and intrinsic absorbing column densities N_H, Mateos et al. 2005). With ~25% of the XMS sources in the hard and ultrahard bands classified as type-2 AGN, we find that they typically log N_H > 22, a value commonly used to separate absorbed AGN from the unabsorbed ones (see Fig. 3). An appropriate calculation of the X-ray luminosity function of these sources would therefore require a previous modelling of the intrinsic absorption in order to avoid possible selection effects (see Della Ceca et al. 2008, for a discussion on this subject). On the contrary, the sources detected in the soft band (0.5–2 keV) are so strongly affected by absorption that, in this band, we can assume that we are effectively sampling mainly unabsorbed AGN.

The N_H function f(L_X, z; N_H) is a probability distribution function for the absorption column density as a function of the X-ray luminosity and redshift. It is measured in units of (log N_H)^{-1} and is normalized to unity over a defined N_H region,

\[ \int_{\log N_{H_{\text{min}}}}^{\log N_{H_{\text{max}}}} f(L_X, z; N_H) \, d \log N_H = 1. \]

We have chosen the N_H limits to be log N_{H_{\text{min}}} = 20 and log N_{H_{\text{max}}} = 24, given the intrinsic N_H range spanned by our joint samples (see Fig. 4). The observed fraction of absorbed AGN (those with log N_H > 22) is measured by the parameter ψ, which is in general function of both luminosity and redshift. If we compare the value of ψ in different luminosity ranges we can observe that the fraction of absorbed AGN is not constant, decreasing as the luminosity increases in both the hard and ultrahard bands. The fraction of absorbed AGN clearly increases with redshift in the case of the hard band (see Fig. 5), mainly due to the sources above z ~ 2 coming from the CDF-S survey. If we pay attention only to the points below z ~ 2, the evolution in redshift looks milder. On the other hand, there is not significant variation in the value of ψ with redshift at a given luminosity in the ultrahard band (see Fig. 6), which can be partly explained by the poor coverage in redshift of this sample. Therefore, we will assume that the formal expression of ψ is dependent on both the X-ray luminosity and redshift and hence we have formalized its parametrization as a linear function of log L_X and z, similarly as in La Franca et al. (2005),

\[ \psi(L_X, z) = \psi_{44} \left[ \left( \log L_X - 44 \right) / \beta_L + 1 \right] \left[ z - 0.5 \right] / \beta_z + 1, \]

where ψ_{44} is the fraction of absorbed AGN at log L_X = 44 and z = 0.5, and β_L and β_z are the slopes of the linear dependencies on luminosity and redshift, respectively.

Given Eq. (1), the normalized N_H function can be written as

\[ f(L_X, z; N_H) = \begin{cases} \frac{1 - \psi_{44} \left[ \left( \log L_X - 44 \right) / \beta_L + 1 \right] \left[ z - 0.5 \right] / \beta_z + 1}{2} & \text{if } 20 \leq \log N_H < 22 \\ \frac{\psi_{44} \left[ \left( \log L_X - 44 \right) / \beta_L + 1 \right] \left[ z - 0.5 \right] / \beta_z + 1}{2} & \text{if } 22 \leq \log N_H \leq 24 \end{cases}. \]

In order to obtain the best-fit values of the free parameters ψ_{44}, β_L, and β_z, we have performed a χ² fit on the sources of the hard
and ultrahard samples, although in the latter case we have fixed $\beta_2 = 0$ to account for the absence of dependence on redshift observed in this band. The values thus obtained are $\psi_{44} = 0.41^{+0.03}_{-0.01}$, $\beta_{1} = -0.22^{+0.02}_{-0.01}$ and $\beta_{L} = 0.57^{+0.12}_{-0.10}$ for the hard band, and $\psi_{44} = 0.22 \pm 0.04$ and $\beta_{L} = -0.45^{+0.20}_{-0.22}$ for the ultrahard band (see Table 2). The 1σ errors correspond to $\Delta \chi^2 = 1$.

We find that our best-fit value at log $L_{2-10} = 44 (\psi_{44} = 0.41^{+0.03}_{-0.01})$ is in excellent agreement with the ones calculated by Ueda et al. (2003) ($\psi_{44} = 0.41 \pm 0.03$) and La Franca et al. (2005) ($\psi_{44} = 0.42^{+0.03}_{-0.04}$). Hasinger (2008) found a strong linear decrease from ~80% to ~20% in the range log $L_X = 42$–46. A linear fit to the data in Table 5 of Hasinger (2008) yields a best-fit value at log $L_{2-10} = 44$ of $0.38 \pm 0.04$, and a slope of $-0.226 \pm 0.014$, also in agreement with our results in the 2–10 keV band within the error bars. The decrease in the absorbed AGN fraction at high luminosities has been reported by many authors (Ueda et al. 2003; La Franca et al. 2005; Akylas et al. 2006; Della Ceca et al. 2008).

La Franca et al. (2005) reported that the absorbed fraction is also dependent on the redshift. Redshift dependence is also found by Treister & Urry (2006) and Ballantyne et al. (2006), while Dwelly & Page (2006) did not find dependence on either the luminosity or redshift. In a recent paper, Haslinger (2008) has found a strong decrease in the fraction of absorbed AGN with X-ray luminosity and a significant increase of that fraction with redshift. The result of Haslinger (2008) suggests that the evolution of this fraction at a fixed luminosity of $L_{2-10} = 43.75$ is faster than the result obtained by Treister & Urry (2006) (probably due to the fact that the latter used the Broad Line AGN classification only, which tends to overestimate the fraction of absorbed AGN at low redshifts) and is consistent with our best fit model at a typical redshift of $z = 0.5$ ($\psi(z = 0.5) = 0.37 \pm 0.07$ against our prediction of $\psi(z = 0.5) = 0.39 \pm 0.08$).

The lack of any dependence on redshift of our ultrahard sample, however, must be handled with caution since it comes from two similar XMM-Newton surveys only and spans a limited redshift range. As stated in Perola et al. (2004), who found no luminosity dependence from a sample of 117 sources in the 2–10 keV band, deeper X-ray surveys are needed to take into account those sources at higher redshifts and lower luminosities in order to fully investigate the true incidence of absorption. Only combining several surveys at different depths, as we have done in the hard band, and therefore covering wider regions in the $L_X - z$ plane is possible to unveil the real dependencies.

In a recent work by Della Ceca et al. (2008) the dependence on luminosity of the fraction of absorbed AGN detected in the 4.5–7.5 keV band is calculated using $N_H = 4 \times 10^{21}$ cm$^{-2}$ as the dividing value between obscured and unobscured AGN. This corresponds to $\Delta V \sim 2$ mag for a given Galactic $A_V/N_H$ ratio of $5.27 \times 10^{22}$ mag cm$^{-2}$ which is the best dividing value between optical type-1 AGN and optical type-2 AGN in the HBSS sample as shown in Caccianiga et al. (2008). If we repeat the calculations in the ultrahard band using this $N_H$ value as a dividing line we obtain $\psi_{44} = 0.30^{+0.02}_{-0.04}$ and $\beta_{L} = -0.42^{+0.15}_{-0.18}$ as the best fit parameters for the $N_H$ function. They are slightly different but consistent within the 1σ error bars to those calculated with a dividing value of $N_H = 10^{22}$ cm$^{-2}$.

Della Ceca et al. (2008) found a fraction of absorbed AGN with $L_{2-10} \geq 3 \times 10^{42}$ erg s$^{-1}$ of $0.57 \pm 0.11$ which was in excellent agreement with the results obtained by a variety of SWIFT and INTEGRAL surveys (see Table 3 in Della Ceca et al. 2008). The value predicted by our ultrahard $N_H$ function, converting 2–10 keV luminosities to 4.5–7.5 keV using $\Gamma = 1.7$, is $0.55 \pm 0.18$ using a dividing value of $N_H = 4 \times 10^{21}$ cm$^{-2}$, which fully agrees with that of Della Ceca et al. (2008). Considering a dividing value of $N_H = 10^{22}$ cm$^{-2}$, our predicted fraction decreases to $0.42 \pm 0.18$ which coincides with the INTEGRAL result of Sazonov et al. (2007) ($0.42 \pm 0.09$) who used the same dividing $N_H$ value between absorbed and unabsorbed AGN.

4. The X-ray luminosity function

In this section we will calculate the X-ray luminosity function (XLF) of our sources in the soft, hard and ultrahard bands. The differential XLF measures the number of AGN per unit of comoving volume $V$ and log $L_X$, and is a function of both luminosity and redshift

$$\frac{d \phi(L_X,z)}{d \log L_X} = \frac{d^2 \mathcal{N}(L_X,z)}{dV \, d \log L_X},$$

(4)

and it is assumed that is a continuous function over the luminosity and redshift ranges where it is defined.

As a first approach we will estimate the XLF in fixed luminosity and redshift bins (Sect. 4.1) which will allow us to have...
Table 2. Parameters of the X-ray luminosity function.

<table>
<thead>
<tr>
<th></th>
<th>Soft (0.5–2 keV)</th>
<th>Hard (2–10 keV)</th>
<th>Ultrahard (4.5–7.5 keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PLE</td>
<td>LDDE</td>
<td>PLE</td>
</tr>
<tr>
<td>Present day XLF parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A^a$</td>
<td>50.73 ± 3.79</td>
<td>3.76 ± 0.38</td>
<td>17.96 ± 0.99</td>
</tr>
<tr>
<td>log $L_0^b$</td>
<td>42.90 ± 0.03</td>
<td>43.56 ± 0.05</td>
<td>43.60 ± 0.13</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.34 ± 0.01</td>
<td>0.72 ± 0.02</td>
<td>0.81 ± 0.06</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>2.01 ± 0.04</td>
<td>2.04 ± 0.04</td>
<td>2.37 ± 0.19</td>
</tr>
<tr>
<td>Evolution parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_1$</td>
<td>1.78 ± 0.06</td>
<td>3.38 ± 0.09</td>
<td>2.04 ± 0.13</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.00 (fixed)</td>
<td>1.5 (fixed)</td>
<td>0.00 (fixed)</td>
</tr>
<tr>
<td>$c$</td>
<td>1.7 (fixed)</td>
<td>1.42 (fixed)</td>
<td>1.9 (fixed)</td>
</tr>
<tr>
<td>log $L_0^b$</td>
<td>...</td>
<td>44.6 (fixed)</td>
<td>...</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.100 ± 0.005</td>
<td>...</td>
<td>0.245 ± 0.003</td>
</tr>
<tr>
<td>$N_{HI}$ function parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{AA}$</td>
<td>...</td>
<td>0.41 ± 0.01</td>
<td>0.22 ± 0.04</td>
</tr>
<tr>
<td>$\beta_L$</td>
<td>...</td>
<td>-0.23 ± 0.04</td>
<td>-0.46 ± 0.20</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>...</td>
<td>0.57 ± 0.05</td>
<td>0.00 (fixed)</td>
</tr>
<tr>
<td>$P_{2D K-S}(L_X, z)$</td>
<td>$2 \times 10^{-4}$</td>
<td>0.21</td>
<td>$3 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

* In units of $10^{-4} h_70^3$ Mpc$^{-1}$; \(^b\) in units of $h_70^3$ erg s$^{-1}$; \(^c\) 2D K-S test probability.

Fig. 5. *left panel:* Fraction of absorbed AGN as a function of the 2–10 keV luminosity. *right panel:* Fraction of absorbed AGN as a function of redshift in the luminosity range log $L_X < 43.5 – 44.5$. Dashed lines represent the best-fit model of the $N_H$ function using $N_H = 10^{22}$ cm$^{-2}$ as the dividing value between obscured and unobscured AGN.

4.1. Binned luminosity function

There are a variety of methods to estimate the binned XLF. The classical approach is the $1/V_v$ method (Schmidt 1968), which was later generalized by Avni & Bahcall (1980) for samples with multiple flux limits. This method has been widely used to compute the binned XLF in evolution studies of flux-limited samples (i.e. Maccacaro et al. 1991; Della Ceca et al. 1992; Ellis et al. 1996) but it can lead to systematic errors, especially when dealing with sources very close to the flux limit. A number of techniques have been proposed to solve this problem (Page & Carrera 2000; Miyaji et al. 2001). In this work, we have used the alternative method proposed by Page & Carrera (2000) to calculate the differential binned luminosity function, which avoids most of the biases that accompany the classic $1/V_v$ method.

The differential XLF can be approximated by

$$\frac{d\Phi(L_X, z)}{d\log L_X} \approx \frac{N}{\int_{\Delta L_X} \int_{z_{\min}}^{z_{\max}} \frac{dV}{4\pi} \, dz \, d\log L_X}.$$  \hspace{1cm} (5)

where $N$ is the number of objects found in a given luminosity-redshift bin $\Delta L_X \, dz$ which is surveyed by the double integral in the...
denominator. The differential comoving volume has been calculated using the expression from Hogg (1999),
\[
\frac{dV}{dz} = \frac{c}{H_0} \left( \frac{DL}{1+z} \right)^2 \left( \Omega_m(1+z)^3 + \Omega_k \right)^{-1/2} \Omega(L_X, z),
\]
where $DL$ is the luminosity distance and $\Omega(L_X, z)$ is the solid angle subtended by the survey. Note that some portion of the $\Delta L z$ bin may represent objects that are fainter than the survey flux limit. The upper limit of the integral in redshift $z_{\text{max}}(L)$ is hence either the top of the redshift shell $\Delta z$ or the redshift at the survey flux limit for a given luminosity; $z_{\text{max}}(L) = z_{\text{lim}}(L_X, S_{\text{lim}})$.

If the sample is composed of multiple flux-limited surveys (as it happens in this work), they are added 'coherently' as explained in Avni & Bahcall (1980). This means we will assume that each object could be found in any of the survey areas for which it is brighter than the corresponding flux limit.

The binned XLF thus obtained for our sample presents an overall double power-law shape, with a steeper slope at brighter luminosities beyond a given break luminosity that takes place somewhere in the range $\log L_X = 43$--44. The position of this break seems to change with redshift, moving to higher values of $\log L_X$ as we go deeper, thus showing clear evidence of evolution in the AGN that compose our sample. The shape at higher redshifts is less constrained due to the limited statistics. An analytical model is therefore needed to account for these changes in shape as it evolves with $z$, and whose parameters could be compared with previous works.

### 4.2. Analytical model

In the light of the results obtained in Sect. 4.1, we will express the XLF as an analytic function with a smooth behavior over the range of $L_X$ and $z$ under study in this work. The parameters of this function will describe its overall shape and how it evolves with luminosity and redshift, which will express physical properties of the population under study.

As shown in many works in the soft and hard bands (Miyaji et al. 2000; Ueda et al. 2003; Hasinger et al. 2005; Silverman et al. 2008), the XLF seems to be best described as a double power law modified by a factor for evolution. Here we implement two different models: the simpler pure luminosity evolution (PLE) model in which the X-ray luminosity evolves with redshift, and the more complicated luminosity-dependent density evolution (LDDE) model in which the evolution factor not only depends on the redshift but also on the luminosity. Both models can be expressed respectively as

\[
\frac{d\Phi(L_X, z)}{d\log L_X} = \frac{d\Phi(L_X, z)}{d\log L_X} \bigg|_{e(z), L_X} \tag{7}
\]

for the PLE model, and

\[
\frac{d\Phi(L_X, z)}{d\log L_X} = \frac{d\Phi(L_X, 0)}{d\log L_X} e(z, L_X) \tag{8}
\]

for the LDDE model. The first factor of the second term in Eqs. (7) and (8) describes the shape of the present-day XLF for which we adopt a smoothly connected double power law

\[
\frac{d\Phi(L_X, 0)}{d\log L_X} = A \left( \frac{L_X}{L_0} \right)^{\gamma_1} + \left( \frac{L_X}{L_0} \right)^{\gamma_2-1},
\]

where $\gamma_1$ and $\gamma_2$ are the slopes, $L_0$ is the value of the luminosity where the change of slope occurs, and $A$ is the normalization.

The evolution factor of the PLE model is expressed as

\[
e(z) = \begin{cases} (1+z)^{p_1} & ; z < z_c \\ (1+z)^{p_2} (1+z)^{p_3} & ; z \geq z_c \end{cases}
\]

where the parameters $p_1$ and $p_2$ account for the evolution below and above, respectively, the cut-off redshift $z_c$. In the LDDE model we will assume that the cut-off redshift depends on the X-ray luminosity

\[
e(z, L_X) = \begin{cases} (1+z)^{p_1} & ; L_X < L_a \\ (1+z)^{p_2} (1+z)^{p_3} & ; L_X \geq L_a \end{cases}
\]

where $z_c$ measures the strength of the dependence of $z_c$ with luminosity.

---

**Fig. 6.** left panel: fraction of absorbed AGN as a function of the 4.5–7.5 keV luminosity. right panel: fraction of absorbed AGN as a function of redshift in the luminosity range log $L_X = 43$–43.75. Dashed lines represent the best-fit model of the $N_H$ function using $N_H = 10^{22}$ cm$^{-2}$ as the dividing value between obscured and unobscured AGN.
4.2.1. Model fitting to soft sources

We have fitted our sample in the soft band to the PLE and LDDE models described above using a maximum likelihood (ML) method, which optimally exploits the information from each source without binning and is therefore free from all the biases commented in Sect. 4.1. In this band we are sampling mainly unabsorbed AGN and therefore the derived XLF is that of the unabsorbed population in the 0.5–2 keV band.

The ML technique we have implemented here is that of Marshall et al. (1983), in which the likelihood function is defined as the product of the probabilities of observing exactly one object in the differential element $d\log L_X$ at each $(z_i, L_X)$ for the $N$ objects in the sample, and of the probabilities of observing zero objects in all other differential elements in the accessible regions of the $z - L_X$ plane. The expression to be minimized is hence

$$S = -2 \sum_{i=1}^{N} \ln \frac{d\Phi(L_X, z_i)}{d \log L_X} + 2 \sum_{j=1}^{N_{tot}} \times \int_{z_j}^{L_{j}} \int_{L_j}^{L_{j+1}} \frac{d\Phi(L_X, z)}{d \log L_X} C_i(L_X, z) \frac{dV(L_X, z)}{dz} dz d \log L_X. \quad (13)$$

Here, the index $i$ runs over all the sources present in the sample whereas the index $j$ runs over all the surveys that compose the sample. In case there is incompleteness in the spectroscopic identifications in the $j$th survey, the factor $C_i(L_X, z)$ accounts for the completeness of the identifications at a given X-ray flux. Here we assume that the redshift distribution of the unidentified sources is the same as that of the identified sources at similar fluxes and hence the effective survey area is the geometric area multiplied by this factor. Note that this assumption is not correct when the source is unidentified by non-random effects, but we do not expect this to affect our results significantly given the high degree of completeness achieved by our combined sample. The integrals are calculated over the full redshift ($0.01 < z < 3$) and luminosity ($40 \leq \log L_X < 46$) ranges spanned by our sample in the soft band taking into account the flux limits of the different surveys that compose the sample. There are 5 sources with luminosities in the range ($40 \leq \log L_X < 42$) that have been classified as AGN (see Szokoly et al. 2004). Although they could be normal galaxies misclassified as AGN, we have decided to trust the original classification and include them in the final sample. The remaining sources labeled as AGN in this range come from the photometric classification in Zheng et al. (2004).

The expression for $S$ is minimized using the MINUIT software package (James 1994) from the CERN Program Library. 1σ errors for each parameter are calculated by fixing the parameter of interest at different values and leaving the other parameters to float freely until $\Delta S = 1$. Since the model is rather complex and some of the parameters are unconstrained when performing the fit using the 9 free parameters, we have fixed some of them. In particular we have fixed $p_2$, $z_c$ and $L_0$ to the values obtained by Hasinger et al. (2005) in the 0.5–2 keV band. This left us with 6 free parameters to fix: $A$, $\gamma_1$, $\gamma_2$, $L_0$, $p_1$ and $a$ (see Table 2).

4.2.2. Model fitting to hard and ultrahard sources

For the sources in the hard and ultrahard bands we will make use of the information obtained in Sect. 3 when performing the ML fit. Given the coverage of the three-dimensional space $L_X - z - N_H$ spanned by our hard and ultrahard samples, we were not able to fit simultaneously the $N_H$ function and the XLF (which would lead us to a functional form with 11 free parameters). Instead, we will add the $N_H$ function to the analytic expression to be minimized but fixing their parameters, $A_{ML}$, $\beta_1$ and $\beta_2$, to those obtained in Sect. 3. Taking this into account, the expression for $S$ is

$$S = -2 \sum_{i=1}^{N} \ln \frac{d\Phi(L_X, z_i)}{d \log L_X} f(L_X, z_i; N_H)$$

$$+ 2 \sum_{j=1}^{N_{tot}} \int_{z_j}^{L_{j}} \int_{L_j}^{L_{j+1}} \int_{N_{H1}}^{N_{H2}} \frac{d\Phi(L_X, z)}{d \log L_X} \times C_i(L_X, z, N_H) \frac{dV(L_X, z, N_H)}{dz} dz d \log L_X d \log N_H. \quad (14)$$

Again, the integrals are calculated over the full $L_X - z - N_H$ space in the ranges $0.01 < z < 2$, $20 \leq \log N_H < 24$, $40 \leq \log L_X(2-10) \leq 46$ (in the hard band) and $42 \leq \log L_X(4.5-7.5) < 45$ (in the ultrahard band). The factor $C_i(L_X, z, N_H)$ accounts for the incompleteness of the identifications and $N_H$ measurements. Similarly as in the soft band, there are 2 sources with $L_X(2-10) < 41$ that were originally classified as AGN which we have decided to keep in the final sample. As we did in the previous section, we fixed the XLF parameters $p_2$, $z_c$ and $L_0$ to those obtained by Ueda et al. (2003) for sources detected in the hard band and, in addition, given the poor coverage of the $L_X - z$ plane achieved by the ultrahard sample, we have also fixed the strength of the dependence of $z_c$ on luminosity $\alpha$ to the value we obtained when fitting the hard sample.

5. Discussion of the results

5.1. Comparison with other works

The best-fit parameters of the XLF calculated by the ML method explained above are summarized in Table 2. Best fit results to the PLE and LDDE models along with data points from the binned XLF are shown in Figs. 7–9.

At first sight our best-fit models in the soft band (0.5–2 keV) reveal strong differences between the PLE and LDDE models. Although the PLE best-fit seems to be a fair description of the XLF at low redshifts ($z < 1$), it clearly fails to reproduce the behaviour at high redshifts, where the LDDE model matches better with our binned XLF data points.

The best-fit parameters obtained by our ML technique slightly differ from the soft XLF models reported in Miyaji et al. (2000) and Hasinger et al. (2005) using a variety of ROSAT, XMM-Newton and Chandra surveys. For instance, our best-fit PLE model requires less evolution ($p_1$ parameter) than that of Hasinger et al. (2005) model and the present-day luminosity break $L_0$ is displaced to fainter luminosities in our model (but consistent within 2σ with that of Hasinger et al.). In the hard band, our best-fit PLE model is consistent within the 1σ error bars with the results obtained by Berger et al. (2005) in the Chandra Deep Field.

It has been shown in different works that the LDDE model for the XLF provides the best framework that describes the evolutionary properties of AGN, both in soft (Miyaji et al. 2000; Hasinger et al. 2005) and hard X-rays (Ueda et al. 2003; La Franca et al. 2005), as well as in the optical range (Bongiorno et al. 2007).

The LDDE model provides a better overall description of the XLF. However, our present day XLF power law shape has flatter slopes and the luminosity break $L_0$ is also displaced to
fainter luminosities (similarly as in the PLE model) than in Hasinger et al. 2005 by more than $2\sigma$, although it is consistent with the LDDE models of Miyaji et al. (2000) within the error bars. Our best-fit evolution parameter $p_1$ reveals less evolution below the cut-off redshift (fixed to the value obtained by Hasinger et al. 2005, $z_c = 1.42$) and a much weaker dependence of $z_c$ on luminosity $\alpha$ than in these works. The significative less evolution $p_1$ found in this work with respect that of Hasinger et al. (2005) is somewhat surprising since both samples have comparable sizes. The differences are significative even if we repeat the fits putting the fixed parameters from Hasinger et al. (2005) at their $\pm 1\sigma$ values, thus obtaining $p_1$ best fits ranging from $\sim 3.4$ to $\sim 3.9$. However, we must note that the slopes $p_1$ and $p_2$ in the Hasinger et al. LDDE model are dependent on the X-ray luminosity while ours are not. For instance in the log $L_X = 42 - 46$ interval, $p_1$ in the Hasinger et al. model ranges between $\sim 3.3$ and $\sim 6.1$. Since our XLF is extended towards lower luminosities than that of Hasinger et al., an overall lower $p_1$ parameter is consistent with a X-ray luminosity dependency.

Similarly, in the hard band (2–10 keV) the LDDE model outperforms the PLE model at $z > 0.5$, failing the latter to describe the evolution of the binned data points at the faint end of the XLF underestimating the data at log $L_X > 44$ by a factor of several. Comparing our results in the hard band (2–10 keV) with previous major works in this band (Ueda et al. 2003; La Franca et al. 2005; Silverman et al. 2008) we find an overall good agreement between our work and theirs, although with few differences. The general shape of the present day XLF, described by the smooth double power law, is similar to that reported in other works within the error bars. The evolution below the redshift cut-off $p_1$ is also consistent with the results of Ueda et al. (2003) and La Franca et al. (2005) (both using samples corrected by the intrinsic absorption of their sources), and Silverman et al. (2008) well within the $1\sigma$ confidence level. The stronger difference between these models arises with the strength of the dependence of the cut-off redshift $z_c$ on luminosity, measured by the parameter $\alpha$. The values of $\alpha$ obtained by Ueda et al. (2003) and Silverman et al. (2008) are consistent with each other while the ones calculated by La Franca et al. (2005) ($\alpha \sim 0.2$) and in this work ($\alpha \sim 0.25$) are sistematically lower. Overall, our best-fit LDDE parameters are more constrained than in the other works according to the computed $1\sigma$ error bars. We have left the evolution parameter above the cut-off redshift $p_2$ fixed to that of Ueda et al. (the value obtained in La Franca et al. reveals less evolution beyond $z_c$ but consistent with Ueda et al. within $1\sigma$). The model in Silverman et al. (2008) requires a much stronger evolution $p_2 = -3.27^{+0.31}_{-0.34}$ than the others. It must be noted, nevertheless,
that it is extremely difficult to properly constrain the faint end of the luminosity function given the necessity of highly complete deep pencil-beam surveys that account for the population of high-redshift low-luminosity AGN.

In a recent work, Della Ceca et al. (2008) have computed the intrinsic present day XLF of the HBSS sample in the 4.5–7.5 keV (ultrahard) band for absorbed and unabsorbed AGN. In this paper we have added the HBSS sample to ours, and performed the same analysis as in the soft and hard bands using both absorbed and unabsorbed sources. This way we have doubled the number of available AGN and improved the $L_X - z$ coverage, which is directly reflected in that the best-fit parameters are more constrained and the associated error bars are significantly smaller. Moreover, given the availability of detailed spectral information for the vast majority of the sources in both samples, we have carried out the XLF analysis by convolving the $N_H$ function with the XLF analytical model when performing the fit (see Sect. 4.2.2). Like in the other energy bands, the PLE best-fit clearly underestimates the data at faint luminosities and high redshifts. From the binned data points it can be inferred that a very strong evolution $p_1$ is required to describe properly the behaviour of the ultrahard sources, which is achieved by the LDDE model. Our results are fully consistent with those reported in Della Ceca et al. (2008) albeit with smaller error bars. The shape of our best-fit present day XLF would correspond to the average of the absorbed and unabsorbed present day XLF calculated in Della Ceca et al. thus lying inside the 1σ confidence levels spanned by their parameters. Our best-fit value for the evolution parameter $p_1 = 6.46^{+0.69}_{-0.29}$ is in excellent agreement with that of Della Ceca et al. (2008) ($p_1 = 6.5$) and also with that of Bongiorno et al. (2007) obtained from a selected AGN sample in the optical range from the VIMOS-VLT survey ($p_1 = 6.54$) and that of the bolometric quasar luminosity function of Hopkins et al. (2007) ($p_1 = 5.95 \pm 0.23$). This value represents a much stronger evolution below the cut-off redshift than that obtained by Ueda et al. (2003) ($p_1 = 4.23 \pm 0.39$) and La Franca et al. (2005) ($p_1 = 4.62 \pm 0.26$) in the 2–10 keV band.

5.2. Accretion history of the Universe

The X-ray luminosity function of AGN, whose bolometric emission is directly linked to accretion power, constrains the history of the formation of the supermassive black holes that reside in the galactic centers along cosmic times.

The comoving density of AGN as a function of redshift can be calculated straightforward from our best-fit XLF LDDE model,

$$\Phi(z) = \int_{L_1}^{L_2} \frac{d\Phi(L_X \cdot z)}{d \log L_X} d \log L_X.$$  \hspace{1cm} (15)
Fig. 9. X-ray luminosity function in the ultrahard band in the redshift ranges 0.01−0.5 (top left panel), 0.5−1.0 (top right panel) and 1.0−2.0 (bottom panel). The points are the results from the binned XLF and the lines are the best-fit curves to our analytical LDDE (solid line) and PLE (dashed line) models evaluated at the median of each redshift range. The dot-dashed line is our LDDE model evaluated at $z = 0$.

As we can see in Fig. 10, the most luminous AGN are formed before the less luminous ones in all bands. AGN with $\log L_X > 44$ reach a maximum in density at redshift $\sim 1.5$ while fainter AGN ($\log L_X < 44$) peak at $z \sim 0.7$.

Similarly to the comoving density, we can derive the luminosity density as a function of redshift in all bands and, from that, calculate the accretion rate density. Here we will assume that the accretion rate onto a supermassive black hole is related to the bolometric luminosity by a constant factor $\epsilon$ which is the radiative efficiency of the accretion flow (Marconi et al. 2004; La Franca et al. 2005)

$$L_{\text{bol}} = \frac{\epsilon}{1 - \epsilon} M_{\text{acc}} c^2.$$  

(16)

We can derive the bolometric luminosities by means of a bolometric correction factor $K$ simply using $L_{\text{bol}} = KL_X$. The accretion rate density is hence (Soltan 1982; Marconi et al. 2004)

$$\dot{\rho}_{\text{acc}}(z) = \frac{1 - \epsilon}{\epsilon c^2} \int_{L_1}^{L_2} K L_X \frac{d\Phi(L_X, z)}{d \log L_X} d \log L_X.$$  

(17)

We will assume a nominal radiative efficiency of $\epsilon = 0.1$ (Yu & Tremaine 2002; Marconi et al. 2004; Barger et al. 2005). The values of the bolometric correction $K$ are derived from the polynomial expressions of Marconi et al. (2004), that accounts for changes in the overall spectral energy distribution of AGN as a function of the optical luminosity. Hence, the total accreted mass onto supermassive black holes is

$$\rho(z) = \int_0^z \dot{\rho}_{\text{acc}}(z) \frac{dz}{dz},$$  

(18)

where we assume that the initial mass of seed black holes at $z = 0$ is negligible with respect to the total accreted mass (La Franca et al. 2005).

In Figs. 11 and 12 is clearly seen that the vast majority of the accretion rate density and the total mass density are produced by low-luminosity AGN ($\log L_X < 44$). The total accreted mass density at $z = 0$ obtained from our XLF model ($\sim 3 \times 10^5 M_\odot Mpc^{-3}$) in the hard band is in good agreement with that of La Franca et al. (2005) ($3.2 h_{70}^{-2} \times 10^5 M_\odot Mpc^{-3}$) derived from their intrinsic XLF, or the local black hole mass function of Marconi et al. (2004) ($4.6^{+1.9}_{-1.4} h_{70}^2 \times 10^5 M_\odot Mpc^{-3}$) determined applying the correlations between black hole mass, bulge luminosity and stellar luminosity dispersion to galaxy luminosity and velocity functions in the Local Universe.

From these results it can be inferred that high-luminosity AGN grow and feed very efficiently in the early Universe and are fully formed at redshifts $1.5−2$, whereas the low-luminosity AGN keep forming down to $z \sim 1$. These results are hence in full agreement with an anti-hierarchical black hole growth scenario as shown by the LDDE model of the XLF in a number of previous works (e.g. Ueda et al. 2003; Merloni 2004; Marconi et al. 2004; La Franca et al. 2005; Hasinger et al. 2005).
Fig. 10. Comoving density of AGN in different luminosity bins as a function of redshift in the soft (top panel), hard (centre panel) and ultrahard (bottom panel) bands. Overplotted are the predictions from our best-fit LDDE model.

6. Conclusions

We have discussed here the cosmic evolution of a sample of AGN in three X-ray bands: soft (0.5–2 keV), hard (2–10 keV) and ultrahard (4.5–7.5 keV). The backbone of our sample is the XMS survey (Barcons et al. 2007) which is a flux-limited highly-complete sample at medium fluxes. We have combined the XMS with other shallower and deeper highly complete X-ray surveys in all three bands to end up with a total sample of ~1000, 435 and 119 AGN in the soft, hard and ultrahard bands, respectively.

We have used the spectral information on the sources that compose the hard (2–10 keV) band to model their intrinsic absorption (N_H function). We find dependency of the fraction of absorbed AGN on both the X-ray luminosity and redshift. Our predictions on the behaviour of the fraction of absorbed AGN in this band is in excellent agreement with the results of Ueda et al. (2003) and La Franca et al. (2005). In recent work, Hasinger (2008) studies the evolution of the absorption properties of AGN.
using a compiled sample of 1290 AGN in the 2–10 keV band, being our results in good agreement with his within 1σ. The same analysis was applied to the ultrahard samples, XMS and HBSS (Della Ceca et al. 2008). We find that the fraction of absorbed of AGN in the 4.5–7.5 keV band, assuming a dividing value of $N_H = 10^{22} \text{ cm}^{-2}$, is dependent on the X-ray luminosity but not on the redshift. This could be motivated by the narrow redshift range spanned by the sample, with the bulk of the sources located at low redshifts ($z < 1$). In the same band, Della Ceca et al. (2008) suggest a possible evolution of the absorbed AGN population with redshift by comparing their results with other survey projects.

We have calculated the X-ray luminosity function of AGN using two methods. First, a modified version of the $1/V_z$ method (Schmidt 1968) discussed in Page & Carrera (2000) to compute the binned XLF. Secondly, a fit to an analytic model using a maximum likelihood technique (Marshall et al. 1983) that fully exploits the available information on each individual source without binning. The adopted model consists of a smoothly connected double power law that accounts for the present day ($z = 0$) XLF modified by an evolution factor that depends on the redshift (PLE model) or on both redshift and luminosity (LDDE model). We have found that the LDDE model outperforms the PLE model at faint luminosities and high redshifts.

In general, our computed XLF in the soft, hard and ultrahard bands are in good agreement with the results of other published surveys. The best-fit XLF parameters in the soft sample show slight discrepancies in both the overall shape and evolution with respect previous works in that band (Miyaji et al. 2000; Hasinger et al. 2005). In the hard band, where we have computed the intrinsic XLF taking into account the intrinsic absorption $N_H$ of each source, we are in good agreement with the results of La Franca et al. (2005) although there are differences in detail with Ueda et al. (2003) or Silverman et al. (2008). Our best-fit model shows weaker evolution of the AGN below the cut-off redshift than in those works albeit with smaller error bars. In the ultrahard band, we have also calculated the intrinsic XLF finding similar results as in Della Ceca et al. (2008) but with our best-fit parameters much more constrained. The results in this band show that ultrahard AGN present a significantly stronger evolution below the cut-off redshift than those detected at softer energies. A possible explanation for this could reside in the existence of a dependency on the X-ray luminosity for the evolutionary parameter $p_1$ that we have not taken into account in our model due to the low statistics in this band. Such a dependency has been found in the XLF analysis in other bands (e.g. Ueda et al. 2003; Hasinger et al. 2005) showing that $p_1$ linearly increases with luminosity. Given that in the ultrahard band we lack of deep surveys, which account mainly for intrinsically faint objects, our result could be biased towards high-luminosity sources hence providing higher evolution rates below the cut-off redshift. In all three bands, the high-luminosity AGN ($\log L_X > 44$) are formed before than the low-luminosity ones ($\log L_X < 44$), reaching the former a maximum in density at redshift $z \sim 1.5$ whereas the comoving density of the latter peak at $z \sim 0.7$.

Finally, we have used our best-fit XLF to compute the accretion rate density and total accreted mass onto supermassive black holes as a function of redshift. The total black hole mass density at $z = 0$ predicted by our best-fit model is in agreement with that computed by La Franca et al. (2005) and the local supermassive black hole density derived by Marconi et al. (2004). Although the value derived by Marconi et al. (2004) is slightly higher than those computed by La Franca et al. (2005) and in this work, it has to be taken into account that hard surveys like the ones used here still miss the Compton-thick AGN population which are contributors to the relic black hole mass function. Marconi et al. (2004) estimate the contribution of Compton-thick AGN to the observed BH mass function in a factor of ~1.5 which would fully explain this discrepancy. Similarly, Della Ceca et al. (2008) estimate a density ratio between Compton-thick and Compton-thin AGN of $1.08 \pm 0.44$ at $\log L_X \sim 43$.

As predicted by the XLF LDDE model, the high-luminosity AGN have a more efficient growth in the early stages of the Universe and are fully formed at $z \sim 1.5–2$ while the less
luminous AGN keep forming down to redshifts below 1 (see e.g. Merloni 2004; Marconi et al. 2004; Hasinger et al. 2005 among others). This behaviour is found in all energy bands under study, thus confirming that the evolution of the intrinsic XLF along cosmic time is not caused by changes in the absorption environment but by intrinsic variations in the accretion rate at different epochs of the Universe.
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