Analytic approximate seismology of transversely oscillating coronal loops
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ABSTRACT

Aims. We present an analytic approximate seismic inversion scheme for damped transverse coronal loop oscillations based on the thin tube and thin boundary approximation for computing the period and the damping time.

Methods. Asymptotic expressions for the period and damping rate are used to illustrate the process of seismological inversion in a simple and easy to follow manner. The inversion procedure is formulated in terms of two simple functions, which are given by simple closed expressions.

Results. The analytic seismic inversion shows that an infinite amount of 1-dimensional equilibrium models can reproduce the observed periods and damping times. It predicts a specific range of allowable values for the Alfvén travel time and lower bounds for the density contrast and the inhomogeneity length scale. When the results of the present analytic seismic inversion are compared with those of a previous numerical inversion, excellent agreement is found up to the point that the analytic seismic inversion emerges as a tool for validating results of numerical inversions. Actually it helped us to identify and correct inaccuracies in a previous numerical investigation.
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1. Introduction

References to coronal seismology date back to the 1980s (Roberts et al. 1984) and even the 1970s (Uchida 1970), but coronal seismology remained largely a theoretical concept. This situation changed dramatically when observations from space observatories showed that MHD waves are ubiquitous in the solar atmosphere. Opinions might differ, but we are inclined to identify the detection of damped transverse coronal loop oscillations in 1999 by Aschwanden et al. (1999) and Nakariakov et al. (1999) in observations made with the EUV telescope on board of the Transition Region and Coronal Explorer (TRACE) as the real start of coronal seismology. Since then the detection of these oscillations has been confirmed (see e.g. Schrijver et al. 2002). The TRACE oscillations have periods $T$ of the order of $\approx$ 2–10 min and comparatively short damping times of the order of $\tau_d \approx$ 3–20 min. There is general consensus that the TRACE oscillations are fast standing kink mode oscillations. In addition, damped oscillations observed in hot coronal loops by the SUMER instrument on board SOHO have been interpreted as standing slow mode oscillations (Wang et al. 2002, 2003) and the measured period has been used to determine the magnetic field strength in the loop (Wang et al. 2007).

Theory shows that when the fast magneto-sonic kink MHD waves have their frequencies in the Alfvén continuum, they couple to local resonant Alfvén waves (Wright & Rickard 1995; Tirry & Goossens 1996; Goossens et al. 2006; Goossens 2008) and get transformed into quasi-modes that are damped by resonant absorption (Tirry & Goossens 1996). This is exactly what happens for a radially stratified cylindrical coronal loop model (Goossens et al. 2002; Ruderman & Roberts 2002). Coupling of the fast magneto-sonic MHD waves to local Alfvén waves is a natural phenomenon in non-uniform coronal loops. This resonant coupling produces a quasi-mode which in a static equilibrium is damped by resonant absorption. The damping is independent of the dissipative coefficients.

This finding does not mean that other damping mechanisms are ruled out. Resonant absorption might not be the only cause of the observed damping but it is definitely operational. Strong support for the robust character of quasi-modes and their resonant damping comes from a recent investigation by Terradas et al. (2008) on MHD waves in multi-stranded coronal loops. An important finding of this investigation is that resonantly damped quasi-modes live on complicated multi-stranded coronal loops. They do not need nice cylindrical magnetic surfaces as might be concluded from studies on simplified 1-dimensional equilibrium models. The message is that 1-dimensional models are a great help to reduce the mathematical complexity but still contain the essential physics of resonantly damped quasi-modes.

Ruderman & Roberts (2002) were the first to suggest that the observed rapid damping of the transverse oscillations of coronal loops could be explained by resonant absorption. In the context of the heating of solar plasmas Hollweg & Yang (1988) have predicted that oscillations in coronal loops are under rapid damping. In the same context Goossens et al. (1992)
derived analytical expressions for the frequency and the damping rate of quasi-modes in static and stationary equilibrium models. Ruderman & Roberts (2002) focused on proving the principle of resonant absorption as damping mechanism for the transverse oscillations in coronal loops and considered one specific numerical example. Goossens et al. (2002) looked at the damping times of 11 loop oscillation events and basically confirmed that resonant absorption can explain the observed damping as suggested by Ruderman & Roberts (2002).

The analytic expressions derived by Hollweg & Yang (1988); Goossens et al. (1992); Ruderman & Roberts (2002), and Goossens et al. (2002) for the damping rate are asymptotic in the sense that they are derived in the assumption that the non-uniform layer is thin. This is the so-called thin boundary approximation, in what follows we shall refer to it as the TB-approximation.

The seismological studies on transverse oscillations so far are by Nakariakov (2000), Nakariakov & Ofman (2001), Goossens et al. (2002), Aschwanden et al. (2003), and Arregui et al. (2007). Nakariakov (2000) and Nakariakov & Ofman (2001) used the observed periods and theoretical estimates of the periods based on the long wavelength or thin tube approximation (TT-approximation) for a uniform coronal loop model to derive estimates for the magnetic field strength. The weak link in their analysis is the uncertainties on the density. Goossens et al. (2002) used the observed damping rates and theoretical values of the damping rates based on the TB-approximation to derive estimates for the radial inhomogeneity length-scale. Again, the weak link is the uncertainties on the density. Aschwanden et al. (2003) used the observed damping rates and the damping rates computed by Van Doorsselaere et al. (2004), outside the TB-regime, to determine the density contrast. The first study that used the observational information on both periods and damping times in the context of resonant damping in a consistent manner is by Arregui et al. (2007).

The important finding of Arregui et al. (2007) was that an infinite amount of 1-dimensional cylindrical equilibrium models can reproduce the observed period and damping rate with the internal Alfvén transit time or conversely the internal Alfvén velocity confined to a short range. The study by Arregui et al. (2007) is fully numerical and apparently part of the physics has remained not well understood. The objective of the present paper is to use asymptotic expressions for the period and damping rate to illustrate in a simple and easy to follow manner the process of seismological inversion. The asymptotic expressions are the TT-approximation for the period and the TB-approximation for the damping rate. When both approximations are used simultaneously we shall refer to it as the TT/B-approximation. We are well aware of the fact that in case of strong damping this approximation might give inaccurate results. However, our primary intention is to understand the process of seismic inversion and as we shall see the asymptotic expressions turn out to be accurate far beyond their theoretical range of validity.

2. Asymptotic analytic expressions for period

The analytic expression that we shall use for the period is obtained by (i) adopting the TT-approximation for MHD waves and by (ii) modelling the coronal loop as a uniform cylinder with a straight magnetic field along the z-axis. The TT-approximation means that the period is independent of the radius and that effects due to non-zero radius are absent as far as the period is concerned. The choice of a uniform equilibrium model means that effects due to stratification are absent. The coronal loop is modelled as a cylindrical plasma with constant density $\rho_i$ embedded in an external plasma with constant density $\rho_e$. The coronal loop is basically a density enhancement with $\rho_i > \rho_e$. The magnetic field is constant and has the same strength both inside and outside the loop.

Our starting point is the well-known expression for the square of the frequency of the kink mode in a uniform cylinder with a straight magnetic field along the z-axis (see e.g. Edwin & Roberts 1983)

$$\omega^2 = \omega_k^2 = \frac{\rho_i \omega_{\Lambda i}^2 + \rho_e \omega_{\Lambda e}^2}{\rho_i + \rho_e}. \quad (1)$$

The subscripts i and e refer to quantities respectively in the coronal loop and in the external plasma surrounding the loop. $\omega_{\Lambda i} = k_i V_{\Lambda i}$ is the local Alfvén frequency, with $k_i$ the parallel wavenumber, $V_{\Lambda i} = B/\sqrt{\mu \rho}$ the local Alfvén velocity, and $B$ the magnetic field strength. Hence we can rewrite Eq. (1) as

$$\omega^2 = 2 k_i^2 B^2/\rho \mu \rho_e \quad (2)$$

where $\zeta = \rho_i/\rho_e > 1$ the density contrast. Now we note that for the observed transverse oscillations, with a wavelength double the length $L$ of the loop, $k_i = \pi/L$ and we convert frequencies to periods and rewrite Eq. (2) as (see e.g. Arregui et al. 2008)

$$T = \tau_{A i} \sqrt{2} A(\zeta). \quad (3)$$

Here $\tau_{A i} = L/V_{A i}$ is the internal Alfvén travel time and the function $A(\zeta)$ is defined as

$$A(\zeta) = \left( \frac{\zeta + 1}{\zeta} \right)^{1/2}. \quad (4)$$

Equation (3) is our first key equation. Let us recall that Eq. (3) has been obtained by use of the TT-approximation, hence effects from non-zero radius and stratification are absent. This equation expresses the period $T$, which is an observable quantity, in terms of the Alfvén travel time $\tau_{A i}$ and the density contrast $\zeta$ which are two quantities that we aim to determine from seismic inversion.

If we have observed values of the period $T$ and we convince ourselves that Eq. (3) is a good first analytical approximation of the period $T$ then we can invert it for either $\tau_{A i}$ or $\zeta$. Actually, we shall do both. Let us first solve Eq. (3) for $\tau_{A i}$. Since we prefer to use dimensionless quantities we introduce $y$ as

$$y = \frac{\tau_{A i}}{T}. \quad (5)$$

From Eq. (3) we obtain

$$y = \tau_{A i}/T = \frac{1}{\sqrt{2}} \frac{1}{A(\zeta)} = \frac{1}{\sqrt{2}} \left( \frac{\zeta + 1}{\zeta} \right)^{1/2}. \quad (6)$$

Since we have not any information on $\zeta$, it might appear that Eq. (6) is not very helpful. However, closer inspection reveals that it contains very valuable information. For a given observed period $T$, Eq. (6) is a parametric representation of $y$ (or equivalently of $\tau_{A i}$) in terms of $\zeta$. In order to stress this point we define the function $F_1$ by use of the right hand member of Eq. (6) as

$$F_1 : [1, \infty] \rightarrow \mathbb{R}, \quad \zeta \Rightarrow F_1(\zeta) = \frac{1}{\sqrt{2}} \left( \frac{\zeta + 1}{\zeta} \right)^{1/2}. \quad (7)$$
For later comparison in Sect. 4 we note that $dF_1/d\zeta > 0$ and $d^2F_1/d\zeta^2 < 0$. Hence $y = F_1(\zeta)$ is a strictly increasing and concave function of $\zeta$. We also note that

$$F_1(1) = \frac{1}{2}, \quad \lim_{\zeta \to \infty} F_1(\zeta) = \frac{1}{\sqrt{2}}.$$

This means that

$$\frac{1}{2} \leq y < \frac{1}{\sqrt{2}}, \quad \frac{T}{2} \leq \tau_{\text{Ai}} < \frac{T}{\sqrt{2}}. \tag{8}$$

According to inequality (8) the Alfvén travel time is constrained to a narrow range; whatever the density contrast is, the Alfvén travel time is in between 0.5 $T$ and 0.707 $T$. If we accept that the density contrast $\zeta$ is not smaller than say 1.5 then 0.5 $T$ is replaced with 0.548 $T$ narrowing further down the range for $\tau_{\text{Ai}}.$

If we are able to determine the length $L$ of the loop, then we can extract $V_{\text{Ai}}$ and find

$$V_{\text{Ai}} = \sqrt{\frac{\sqrt{2}}{L}} \cdot \frac{L}{T} \cdot \Lambda(\zeta),$$

$$\sqrt{\frac{\sqrt{2}}{L}} \cdot \frac{L}{T} < V_{\text{Ai}} \leq \frac{\sqrt{2}L}{T}. \tag{9}$$

Hence, here is the narrow range for the local Alfvén velocity that Arregui et al. (2007) found in their numerical inversion. If the density contrast is not smaller than 1.5, 2 $L/T$ further reducing the available range for $V_{\text{Ai}}$ to less than a 25% relative margin compared to its possible maximal value.

With the help of the first line of inequality (8) we can refine the definition of $F_1$ and replace (7) with

$$F_1 : [1, \infty] \to \left[\frac{1}{2}, \frac{1}{\sqrt{2}}\right], \quad \zeta \Rightarrow F_1(\zeta) = \frac{1}{\sqrt{2}} \left(\frac{\zeta}{\zeta + 1}\right)^{1/2}. \tag{10}$$

Let us now solve Eq. (3) for $\zeta$ and find

$$\zeta = \frac{2y^2}{1 - 2y^2}. \tag{11}$$

Equation (11) is the twin of Eq. (6). For a given observed period $T$, Eq. (11) is a parametric representation of $\zeta$ in terms of $y$ (or equivalently in terms of $\tau_{\text{Ai}}$). In order to stress this point we define the function $G_1$ by use of the right hand member of Eq. (11) as

$$G_1 : \left[\frac{1}{2}, \frac{1}{\sqrt{2}}\right] \to \mathbb{R}, \quad y \Rightarrow G_1(y) = \frac{2y^2}{1 - 2y^2}. \tag{12}$$

Since $dG_1/dy > 0$ and $d^2G_1/dy^2 > 0$, it follows that $\zeta = G_1(y)$ is a strictly increasing and convex function of $y$. Note now that

$$G_1(1/2) = 1, \lim_{y \to 1/\sqrt{2}} G_1(y) = \infty.$$

With this information on the function $G_1$ we can refine its definition (12). Combined with the definition (10) of $F_1$ we obtain the following prescriptions for the functions $F_1$ and $G_1$:

$$F_1 : [1, \infty] \to \left[\frac{1}{2}, \frac{1}{\sqrt{2}}\right], \quad \zeta \Rightarrow F_1(\zeta) = \frac{1}{\sqrt{2}} \left(\frac{\zeta}{\zeta + 1}\right)^{1/2}, \tag{13}$$

$$G_1 : \left[\frac{1}{2}, \frac{1}{\sqrt{2}}\right] \to [1, \infty], \quad y \Rightarrow G_1(y) = \frac{2y^2}{1 - 2y^2}. \tag{14}$$

Let us recapitulate what seismic information we have deduced from the observed value of the period. The quantities $\zeta$ and $y$ are in the following intervals

$$\zeta \in \mathcal{I}_z = [1, \infty], \quad y \in \mathcal{I}_y = \left[\frac{1}{2}, \frac{1}{\sqrt{2}}\right]. \tag{15}$$

and are related to one another by

$$y = F_1(\zeta), \quad \zeta = G_1(y). \tag{16}$$

The functions $F_1$ and $G_1$ are defined by expressions (13). Of course, $G_1$ is the inverse function of $F_1$: $G_1 = F_1^{-1}$ and conversely $G_1^{-1} = F_1$. When the period $T$ is known from observations, then there are infinitely many pairs $(\zeta, y)$ that reproduce the observed period. We can let $\zeta$ vary over the interval $[1, \infty]$ and compute for each value of $\zeta$ the corresponding value of $y = F_1(\zeta)$, or conversely, let $y$ vary over the interval $[1/2, 1/\sqrt{2}]$ and compute for each value of $y$ the corresponding value of $\zeta = G_1(y)$.

3. Asymptotic analytic expressions for damping time

In order for the kink MHD waves to be damped by resonant absorption additional physics has to be introduced in the equilibrium model. The required additional physics is non-uniformity of the local Alfvén velocity. For a constant magnetic field this implies a non-uniform density. Asymptotic expressions for the damping time have been derived by e.g. Hollweg & Yang (1988), Goossens et al. (1992) and Ruderman & Roberts (2002). These asymptotic expressions are derived in the approximation that the non-uniform layer is thin. The true density discontinuity is replaced by a continuous variation in density. Jump conditions are used to connect the solution over the ideal singularity and to avoid solving the non-ideal MHD wave equations. The jump condition for the ideal Alfvén singularity was introduced on an intuitive manner by Hollweg & Yang (1988) and put on a firm mathematical basis by Sakurai et al. (1991), Goossens et al. (1995) and Goossens & Ruderman (1995) for the driven problem, and by Tirry & Goossens (1996) for the eigenvalue problem. The result of this asymptotic analysis is

$$\frac{\tau_d}{T} = F \cdot \frac{R}{\rho_e} - \frac{\rho_i + \rho_e}{\rho_i - \rho_e}. \tag{16}$$

Here $T$ and $\tau_d$ are the period and the damping time, $\rho_i$ is the internal density on the axis of the loop and hence in the interval $[0, R - l]; \rho_e$ is the constant external density where external refers to $[R + l, \infty]$, $l$ is the thickness of the non-uniform layer; $l/R = 0$ corresponds to a uniform loop and a discontinuous variation in the density at the radius $R$ of the loop. A fully non-uniform loop has $l/R = 2$ but cannot be studied by an approximate TB expression for the damping time. The numerical factor $F$ depends on the variation in density across the non-uniform layer. For a linear variation as used by Goossens et al. (1992) $F = 4/l^2$. Ruderman & Roberts (2002) used a sinusoidal variation in density across the non-uniform layer and found $F = 2/\pi$. In what follows we shall adopt $F = 2/\pi$. A sinusoidal variation in density in the non-uniform transitional layer is probably closer to reality than a linear variation. In addition we shall compare our analytic results with numerical results for fully non-uniform 1-dimensional models of coronal loops obtained by Van Doorsselaere et al. (2004) and by Arregui et al. (2007) by the use of the eigenvalue code LEDA originally designed by
Van der Linden (1991). In these studies a sinusoidal variation in density was considered. Note also that in Eq. (16) the period is computed using the TT-approximation.

Rewrite Eq. (16) in terms of $\zeta$ to find

$$\frac{\tau_d}{T} = \frac{2 \zeta + 1}{\pi \zeta - 1} \frac{1}{l/R}.$$  \hfill (17)

Equation (17) is the second key equation of the present investigation. Let us now look at this equation from a seismic point of view. If we have observed values of the period $T$ and the damping time $\tau_d$ and we convince ourselves that Eq. (17) is a good first analytical approximation of the damping time divided by period then we can invert Eq. (17) for either $\zeta$ or $l/R$. Actually we shall do both. Let us first solve Eq. (17) for $\zeta$ and find

$$\zeta \gtrsim \frac{\tau_d}{2R} + \frac{1}{\tau_d T}.$$  \hfill (18)

From a seismic point of view, period and damping time can be considered as known from observations and it makes sense to denote $\tau_d/T$ as a constant $C$. In addition it is convenient to abbreviate $l/(2R)$ as $z$. Hence

$$z \gtrsim \frac{1}{2R} C = \frac{\tau_d}{T}.$$  \hfill (19)

Equation (18) can be rewritten as

$$\zeta = \frac{C \zeta + 1}{C \zeta - 1}.$$  \hfill (20)

Here are several observations to be made. First, since $\zeta > 0$ it follows from Eq. (20) that for a given ratio of $\tau_d/T$ there is a lower bound for the inhomogeneity length scale

$$z \gtrsim \frac{1}{2R} \frac{T}{\tau_d} = \frac{1}{C} = \zeta_{\text{min}}.$$  \hfill (21)

Second, realize that Eq. (20) is a parametric representation of $\zeta$ in terms of $z = l/(2R)$. In order to make this point very explicit, we introduce the function $G_2$ defined as

$$G_2 : \left[ \frac{1}{C}, 1 \right] \to \mathbb{R}, \ z \Rightarrow G_2(z) = \frac{C \zeta + 1}{C \zeta - 1}. $$  \hfill (22)

It is easy to show that $dG_2/dz < 0$ and $d^2 G_2/dz^2 > 0$. Hence $\zeta = G_2(z)$ is a strictly decreasing and convex function of $z$. It attains its absolute minimum for $z = l/(2R) = 1$. This minimal value is

$$\zeta_{\text{min}} = G_2(1) = \frac{C + 1}{C - 1}.$$  \hfill (23)

Conversely $\zeta$ attains its maximal value of infinity in the limit $z \to 1/C$. With this information on the function $G_2$ we can refine its definition (22) as follows

$$G_2 : \left[ \frac{1}{C}, 1 \right] \to \mathbb{R}, \ z \Rightarrow G_2(z) = \frac{C \zeta + 1}{C \zeta - 1}.$$  \hfill (24)

With the minimal value (23) for $\zeta$ we can slightly improve on the lower bound 1/2 for $y$ and $T/2$ for $\tau_{\text{max}}$ given by inequality (8) and on the upper bound $2L/T$ for $V_{\text{Amax}}$ given by inequality (9). These bounds were found with the sole use of the information on the periods. If we also use the information on the damping rate then we obtain

$$y \gtrsim \frac{1}{2} \left( \frac{C + 1}{C} \right)^{1/2}, \ \tau_{\text{max}} \gtrsim \frac{T}{2} \left( \frac{C + 1}{C} \right)^{1/2}, \ V_{\text{Amax}} \lesssim \frac{2L}{T} \left( \frac{C + 1}{C + 1} \right)^{1/2}.$$  \hfill (25)

With the help of the information on the bounds for $y$ and $\zeta$ we can refine the definitions (13) for $F_1$ and $G_1$ respectively to their final versions

$$F_1 : \left[ \frac{C + 1}{C - 1}, \infty \right] \to \mathbb{R}, \ z \Rightarrow F_1(z) = \frac{1}{\sqrt{2}} \left( \frac{\zeta}{\zeta + 1} \right)^{1/2},$$

$$G_1 : \left[ \frac{1}{2} \left( \frac{C + 1}{C} \right)^{1/2}, \ 1 \right] \to \mathbb{R}, \ z \Rightarrow G_1(z) = \frac{2y^2}{1 - 2y^2}.$$  \hfill (26)

Let us now solve Eq. (17) for $z = l/(2R)$ and find

$$z \gtrsim \frac{1}{2R} \left( \frac{1}{\zeta + 1} \right) \frac{1}{C \zeta - 1}.$$  \hfill (27)

Equation (27) is a parametric representation of $z = l/(2R)$ in terms of $\zeta$. As before we make this point explicit by introducing the function $F_2$ defined as

$$F_2 : \left[ \frac{C + 1}{C - 1}, \infty \right] \to \mathbb{R}, \ z \Rightarrow F_2(z) = \frac{1}{\sqrt{2}} \left( \frac{\zeta}{\zeta + 1} \right)^{1/2}.$$  \hfill (28)

It is easy to show that $dF_2/d\zeta < 0$ and $d^2 F_2/d\zeta^2 > 0$, hence $z = F_2(\zeta)$ is a strictly decreasing and convex function of $\zeta$. In addition

$$F_2(\zeta_{\text{min}}) = 1, \ \lim_{\zeta\to\infty} F_2(\zeta) = \frac{1}{C}.$$  \hfill (29)

With this information on the function $F_2$ we can refine its definition (28). Combined with the definition (24) for the function $G_2$ we obtain

$$F_2 : \left[ \frac{C + 1}{C - 1}, \infty \right] \to \mathbb{R}, \ z \Rightarrow F_2(z) = \frac{1}{\sqrt{2}} \left( \frac{\zeta}{\zeta + 1} \right)^{1/2},$$

$$G_2 : \left[ \frac{1}{C}, 1 \right] \to \mathbb{R}, \ z \Rightarrow G_2(z) = \frac{1}{C \zeta - 1}.$$  \hfill (29)

Here $F_2$ is the inverse function of $G_2$; $F_2 = G_2^{-1}$ and conversely $G_2$ is the inverse function of $F_2$.

4. Analytical seismology and comparison with numerical inversion

Let us recapitulate the key results of the previous section. The two quantities that we assume to be known from observations are the period $T$ and the damping time $\tau_d$. Analytical theory based on the TTTB-approximation gives us two equations, namely Eqs. (3) and (17) that express the period $T$ and the damping time $\tau_d$ in terms of the density contrast $\zeta$, the Alfvén transit time (normalised to the period) $y = \tau_{\text{Amax}}/T$ and the inhomogeneity length scale (normalised to the radius of the loop) $z = l/(2R)$. 

with the use of observed values of the period $T$ and the damping time $\tau_d$. Since we have only two equations that relate the three unknown quantities to the two observed quantities there are an infinite number of solutions of the seismic inversion problem, such as first pointed out by Arregui et al. (2007). The seismic variables are constrained to the following intervals

$$\zeta \in I_\zeta = \left[ \frac{C+1}{C-1}, \infty \right]$$

$$y \in I_y = \left[ \frac{1}{2} \left( \frac{C+1}{C} \right)^{1/2}, \frac{1}{\sqrt{2}} \right]$$

$$z \in I_z = \left[ \frac{1}{C}, 1 \right]$$

and are related to one another by

$$y = F_1(\zeta), \quad \zeta = G_1(y), \quad z = F_2(\zeta), \quad \zeta = G_2(z).$$

The functions $F_1, G_1, F_2, G_2$ are defined by (26) and (29).

Of the four functions only two are independent since $G_1$ is the inverse function of $F_1$ and $G_2$ is the inverse function of $F_2$. The set (31) gives us the infinitely many solutions of the seismic inversion in parametric form. Each of the three unknowns can be used as parameter and the two remaining unknowns can be expressed in terms of that parameter. For example choose $\zeta$ as parameter. Let $\zeta$ take on all values in $I_\zeta$ and compute the corresponding values of $y$ and $z$ by the use of $y = F_1(\zeta)$ and $z = F_2(\zeta)$. Or choose $y$ as parameter. Let $y$ take on all values in $I_y$ and then compute the corresponding values of $\zeta$ and $z$ by the use of $\zeta = G_1(y)$ and $z = F_2(G_1(y))$. Finally, use $z$ as parameter to define the solutions of the inversion problem. Let $z$ take on all values in $I_z$ and then compute the corresponding values of $y$ and $\zeta$ by the use of $\zeta = G_2(z)$ and $y = F_1(G_2(z))$.

As an illustrative example we re-analyse loop oscillation event #5 examined by Arregui et al. (2007) in detail using their numerical seismic inversion scheme. The results of the investigation of that loop oscillation event are shown on their Fig. 3a. For this loop oscillation event $T = 272$ s and $\tau_d = 849$ s. The radius $R$ and the length $L$ of the estimated Earth are $R = 3.65 \times 10^6$ m and $L = 1.62 \times 10^8$ m respectively. The ratio of the radius to the length of the loop is $R/L \approx 2 \times 10^{-2}$. This small value is good news for the TT-approximation to the period with effects due to a non-zero radius on period being small.

The constant $C=\left(\pi \tau_d/T \right) = 9.81$. Hence $\zeta_{\min} = 1.23$, $y_{\min} = 0.525$, $y_{\max} = 0.707$ and $z_{\min} = 0.102$. The intervals for $\zeta, y, z$ are now

$$\zeta \in I_\zeta = [1.23, \infty],$$

$$y \in I_y = [0.525, 0.707],$$

$$z \in I_z = [0.102, 1].$$

The corresponding interval for $\tau_{Ai}$ is

$$143 \text{ s} \leq \tau_{Ai} \leq 192 \text{ s}.$$
at the numerical $\zeta = 20$. We have also calculated $z_{\text{min}} = 1/C$ for the events studied by Arregui et al. (2007) and the results agree well with the corresponding values of $(l/R)_{\text{min}}$ in their Table 1.

As an illustration that any of the three seismic quantities can be used as parameter we take $z$ as the parameter. We let $z$ vary and compute for each value of $z$ the corresponding value of $\zeta$ by the use of the function $G_2$ defined in (29),

$$\zeta = \frac{9.81z + 1}{9.81z - 1}.$$  

(33)

Subsequently we compute the corresponding value of $y$ by the use of the function $F_1$ defined in (26),

$$y = \frac{1}{\sqrt{2}} \left( \frac{\zeta}{\zeta + 1} \right)^{1/2}.$$  

(34)

Of course, we can only compute $\zeta$ and $y$ for discrete values of $z$. The results of our computations are summarised on Table 2 and graphically represented in Fig. 1. Recall that the functions $F_1, G_1, F_2, G_2$ (see Eqs. (26) and (29)) are monotonically increasing ($F_1, G_1$) or monotonically decreasing ($F_2, G_2$) and have concave graphs ($F_1$) and convex graphs ($F_2, G_1, G_2$) respectively. This implies for.e. that $y = \tau_{A,i}/T$ is a strictly increasing function of $\zeta$ and a strictly decreasing function of $z$ and conversely that $z$ is a strictly decreasing function of both $\zeta$ and $\tau_{A,i}$. Inspection of the second order derivative of a given quantity with respect to one of the two remaining quantities can tell us that the graph is either concave or convex. For example the graphs of $y$ and of $z$ as function of $\zeta$ are respectively concave and convex. The monotonic variation of $\zeta, y, z$ and the concave or convex appearance of their graphs predicted by our analytic seismic inversion agrees exactly with the behaviour of the numerical inversion. Furthermore, Fig. 1 displays an amazing quantitative agreement between analytic and numerical inversion results.

We have not re-analysed in detail loop oscillation event #10 that was examined by Arregui et al. (2007). The inversion for that loop event is shown on their Fig. 3b. A striking property of the solutions is the non-monotonic behaviour of the seismic variables. This is clearly reflected in the pronounced minimum of $\tau_{A,i}$ as function of $\zeta$ and as function of $l/R$. The decreasing part of $\tau_{A,i}$ as function of $\zeta$ and the increasing part of $\tau_{A,i}$ as function of $l/R$ cannot be recovered by the analytical seismic inversion scheme based on the TTTB-approximation. The analytic TTTB-approximation predicts monotonic variation of the seismic variables and cannot approximate multi-valued solutions with two pairs of $(\zeta, l/R)$ corresponding to the same value of $\tau_{A,i}$. The fact that the analytical seismic inversion fails for this loop oscillation event is not disturbing since this event is characterised by extremely heavy damping with $T/\tau_{A,i} = 0.92$ which we anticipated would fall out of the application range of the analytical scheme anyway.

### 5. Conclusion

In this paper we have presented an analytic approximate seismic inversion scheme based on the TTTB-approximation for computing the period and the damping time. In the TTTB-approximation the period is computed for a uniform loop model in the long wavelength or zero radius approximation. The damping time is computed for relatively weak damping corresponding to thin non-uniform layers. The advantage of this analytical seismic inversion is that it is formulated with the aid of the analytical TTTB-approximation predicts monotonic variation of the seismic variables and cannot approximate multi-valued solutions with two pairs of $(\zeta, l/R)$ corresponding to the same value of $\tau_{A,i}$. The practical implementation of the inversion scheme is stunningly simple. The calculations required to obtain solutions can even done with the use of a hand calculator. This analytical scheme seismic inversion clearly shows that the inversion problem has infinitely solutions in the $(\zeta, y, z)$-space as first pointed out by Arregui et al. (2007). It also reveals that the allowable values of $y$ (or Alfvén travel time) are confined to a narrow range. When applied to a loop oscillation event with heavy damping as the loop oscillation event #5 with $T/\tau_{A,i} = 0.32$ the analytic inversion scheme produces remarkably accurate results. Not only does it recover the overall appearance of the solution curve with the corresponding monotonic behaviour of the seismic variables. In addition, it recovers for a prescribed range of values of $\zeta$ the corresponding values of $y$ (or $\tau_{A,i}$) and $z$ (or $l/R$).

---

**Table 2. Analytic seismic inversion results for loop #5.**

<table>
<thead>
<tr>
<th>$\zeta = l/(2R)$</th>
<th>$\zeta$</th>
<th>$y = \tau_{A,i}/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.105</td>
<td>67.6/7</td>
<td>0.702</td>
</tr>
<tr>
<td>0.110</td>
<td>26.32</td>
<td>0.694</td>
</tr>
<tr>
<td>0.120</td>
<td>12.30</td>
<td>0.680</td>
</tr>
<tr>
<td>0.125</td>
<td>9.85</td>
<td>0.674</td>
</tr>
<tr>
<td>0.150</td>
<td>5.24</td>
<td>0.648</td>
</tr>
<tr>
<td>0.175</td>
<td>3.79</td>
<td>0.629</td>
</tr>
<tr>
<td>0.200</td>
<td>3.08</td>
<td>0.617</td>
</tr>
<tr>
<td>0.225</td>
<td>2.66</td>
<td>0.603</td>
</tr>
<tr>
<td>0.250</td>
<td>2.38</td>
<td>0.593</td>
</tr>
<tr>
<td>0.275</td>
<td>2.18</td>
<td>0.585</td>
</tr>
<tr>
<td>0.300</td>
<td>2.03</td>
<td>0.579</td>
</tr>
<tr>
<td>0.325</td>
<td>1.91</td>
<td>0.573</td>
</tr>
<tr>
<td>0.350</td>
<td>1.82</td>
<td>0.568</td>
</tr>
<tr>
<td>0.375</td>
<td>1.75</td>
<td>0.564</td>
</tr>
<tr>
<td>0.400</td>
<td>1.68</td>
<td>0.560</td>
</tr>
<tr>
<td>0.425</td>
<td>1.63</td>
<td>0.557</td>
</tr>
<tr>
<td>0.450</td>
<td>1.59</td>
<td>0.554</td>
</tr>
<tr>
<td>0.475</td>
<td>1.55</td>
<td>0.551</td>
</tr>
<tr>
<td>0.500</td>
<td>1.51</td>
<td>0.549</td>
</tr>
<tr>
<td>0.525</td>
<td>1.48</td>
<td>0.546</td>
</tr>
</tbody>
</table>
The disadvantage of the scheme is that (i) it does not take into account the effects of non-zero radius and of radial stratification on the period; (ii) it is strictly speaking only valid for weak damping corresponding to thin non-uniform layers. Corrections due to finite tube radius are of the order of the loop radius to length ratio squared. For the largest observed value of $R/L$ in Table 1 the correction is of the order of $10^{-3}$, hence the thin tube approximation does not impose any practical restriction on the applicability of analytical results. As for the thin boundary approximation, for cases with extremely heavy damping, the non-monotonic behaviour displayed by numerical solutions cannot be recovered. This is the price for an analytical scheme. All in all, the accuracy of the results obtained with this analytic inversion is amazing. The final agreement of the analytic seismic inversion with the numerical seismic inversion when the inaccuracies of the numerical inversion are removed is excellent up to the point that the analytic seismic inversion emerges as a tool for validating results of numerical inversions.
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