Line profiles of water for the photon dominated region and embedded sources in the S140 region
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ABSTRACT

H\textsubscript{2}O is a key ingredient in many interstellar environments, like photon dominated regions and star forming clouds. It plays an important role in the oxygen chemistry and can act as a coolant in dense interstellar clouds and shocks. Observations and modelling of water lines thus provide powerful diagnostics of the physical conditions in interstellar emission zones. A radiative transfer method for the treatment of molecular lines is presented. We apply this method to previous SWAS and ISO observations of water vapor in the source S140 in order to make models to plan for, and to interpret, HIFI data. Level populations are calculated with the use of a three-dimensional (multi-zone) escape probability method and with a long characteristic code that uses Monte-Carlo techniques with fixed directions. Homogeneous and inhomogeneous models are used to compute the differences between H\textsubscript{2}O line profiles across the S140 region. We find that when an outflow or infall velocity field with a gradient of a few km s\textsuperscript{-1} is adopted, line profiles with a FWHM of 6 km s\textsuperscript{-1} are found, in agreement with observations. Inhomogeneous models are favoured to produce a single-peaked line profile. When zooming in on smaller regions within the PDR, the shapes of the line profiles start to differ due to the different temperature and density distributions there. The embedded sources are traced by high excitation lines, e.g., 3\textsubscript{21}−2\textsubscript{12}, 3\textsubscript{00}−2\textsubscript{12}, 2\textsubscript{12}−1\textsubscript{01}, and 2\textsubscript{20}−1\textsubscript{11}. The computed intensities are roughly consistent with existing ISO observations. Water emission in a PDR source like S140 requires a combination of a pure PDR and an embedded source in order to match the observations. Because of its good angular resolution, HIFI will be able to distinguish between a dense star forming region or a more diffuse gas component. It is therefore important for future observing programs to consider both in their predictions of the emission characteristics of water in these environments.
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1. Introduction

Our understanding of astrophysical objects, such as molecular clouds, young stellar objects (YSOs), disks, planetary nebulae and photon dominated regions (PDRs), requires both observations and, in order to retrieve information on physical parameters, detailed modelling. Line emission from molecules, such as CO and H\textsubscript{2}O, has been observed extensively in the past decades (Federman et al. 1980; Helmich et al. 1996; Herpin & Cernicharo 2000; Hogerheijde et al. 1998; Ladd et al. 1998; Stark et al. 2004; van Dishoeck 2004) and has been proven to be a powerful tool to reveal the behaviour of the aforementioned environments. Line profiles of molecules contain important information on the conditions of the regions they occupy, such as the density, and the velocity structure. Retrieving information from these lines requires accurate modelling. However, the interpretation of the line shapes has to be treated with great caution. Rawlings & Yates (2001) noted that the classic signature of infall (an asymmetric double-peaked line which possesses a blue wing that is stronger than the red wing) could dissipate when molecules are depleted in spite of infall velocity fields. Moreover, Lee et al. (2004) argued that line observations can be misunderstood if one does not consider the variations in abundance with time or with radius. New instruments are needed to zoom in on these regions and spatially resolve them in order to retrieve more accurate information on their physical and chemical conditions. The launch of Herschel, with on board the Heterodyne Instrument for the Far Infrared (HIFI), will make it possible to observe the Far Infrared world in more detail than ever before with higher angular resolution and sensitivity. As more infrared and submillimeter surveys are planned in the future (e.g., ALMA), more models to interpret the data from these instruments are needed.

One way to model the line emission from various molecules is to make use of an escape probability method, in which the probability $\beta$ indicates the chance for a photon to escape the cloud. This method, in which one solves locally the equations of statistical equilibrium in every gridpoint, has been used in the past to calculate, e.g., the radiative cooling of warm molecular gas (Neufeld & Kaufman 1993), the far-infrared water emission from shock waves (Kaufman & Neufeld 1996) and water maser emission (Neufeld & Melnick 1991). Despite the wide range of applications of this method, other techniques, e.g., Monte-Carlo (MC), Accelerated Lambda Iteration (ALI) and Local linearization (MULTI type) codes, that solve non-LTE multi-level radiative transfer problems, were created in order to meet with the non-local effects that arise in certain problems. Monte-Carlo codes have been used over the years to study, e.g., masers (Spaans & van Langevelde 1992), UV continuum transfer (Spaans 1996) and molecular line transfer (Hogerheijde & van der Tak 2000). These have been proven to be reliable tools. However they have the disadvantage of having convergence problems at high optical depths ($\tau \gtrsim 100$).
Recently, Elitzur & Asensio Ramos (2006) introduced a new method to treat the radiative transfer of lines. This method, the Coupled Escape Probability (CEP), combines the algebraic equations used in the escape probability approximation with a closed set of equations in which the effect on the level populations in some zone \( i \) of radiation produced in all other zones is taken into account. Hence, the CEP method retains all the advantages of the escape probability approach. An eloquent discussion can be found in Elitzur & Asensio Ramos (2006). Our method, developed independently of the CEP, resembles the latter in that we also make use of a multi-zone formalism. However, the non-local component in the CEP treatment, i.e., the second term of Eq. (35) in Elitzur & Asensio Ramos (2006), is replaced in our formalism by a spatial iteration loop on the different escape probabilities in every zone along a number of discrete directions (Poelman & Spaans 2005). Note as well that our formalism already is fully 3D.

In this work, the multi-zone escape probability method of Poelman & Spaans (2005) is used to compute, through a ray-trace technique, line profiles for the S140 region. The models of Poelman & Spaans (2005) for the S140 PDR are extended through the inclusion of embedded sources. For details on the physical structure of the S140 PDR and the employed escape probability formalism, we refer to Poelman & Spaans (2005).

In Sect. 2 we discuss the excitation of certain water lines in an embedded source. Section 3 describes the line profiles in S140 for the ground state transition of ortho-water. Also, in the appendix we test our escape probability model against a benchmark line profile problem and present a long characteristic radiative transfer method.

## 2. Embedded sources

Before going to Sect. 3 in which we discuss the line profiles for the S140 region, we calculate the radiative transfer of certain transitions of ortho- and para-H\(_2\)O when an embedded source is incorporated into the models of the S140 PDR presented in Poelman & Spaans (2005). The PDR lies at the south-western edge of the molecular cloud L1204. The molecular cloud, which extends over more than 30' (10 pc), lies at a distance ∼900 pc, and is illuminated by a BOV star HD 211880, located at about ∼7" to the cloud. As known from observations (IRS 1 to 3, Evans et al. 1989), an embedded cluster of infrared sources is part of the S140 molecular cloud. The temperature and density structure characterizing these sources are different from the ones adopted in Poelman & Spaans (2005) for the PDR and the Extended Molecular Cloud (EMC), and is therefore a useful extension to the performed calculations in the aforementioned paper.

The calculations have been performed in 1D (201 gridpoints), with an adopted size of 0.06 pc and 0.12 pc for the embedded source in model I and II, respectively. Using spherical symmetry, the resulting level populations have been rotated to become a 3D solution from which the intensities have been computed. No systematic velocity field is included, but a velocity dispersion, \( \Delta v_{\text{gas}} = (v_{\text{ih}}^2 + v_{\text{sub}}^2)^{1/2} \), of 2 km s\(^{-1}\) is adopted. The temperature and density structures of the embedded source were derived by van der Tak et al. (2000, 2003), using a power-law density structure \( n = n_0 (r/r_0)^{-\alpha} \). The adopted density and temperature profiles are plotted in Fig. 1. Following Boonman et al. (2003), our density increases from a few times 10\(^8\) cm\(^{-3}\) at the edge to almost 10\(^9\) cm\(^{-3}\) in the centre of the embedded source for both models. We assume, for simplicity, that the temperature of the gas is coupled to the dust because of the high densities. In model I and II, the temperature rises from, respectively, 80 K and 60 K at the edge towards 450 K in the centre. The corresponding H\(_2\)O abundance profiles are plotted in Fig. 2. Note that the average H\(_2\)O abundance in the PDR is \( \sim 1 \times 10^{-8} \), whereas it is a factor 20 and 2 × 10\(^9\) higher in Model I and II, respectively. The adopted water abundance profiles are merely to illustrate the effects that are expected to result when water molecules are thermally released from warm dust grains (cf. Boonman et al. 2003). Note that our embedded sources are only ∼2 × 10\(^{17}\) cm in size, compared to ∼10\(^18\) cm in Boonman et al. (2003). We feel that this is appropriate because 10\(^17\) cm is approximately the size of a clump in the PDR (Poelman & Spaans 2005). Hence, beyond 10\(^17\) cm photo-dissociation of water as described in Poelman & Spaans (2005) dominates. Table 1 lists the observed ISO line intensities discussed in Boonman et al. (2003). The observed line fluxes \( [\text{W cm}\^{-2}\text{ m}\^{-1}\text{s}^{-1}\text{sr}^{-1}] \) have been converted into line intensities \( [\text{erg cm}\^{-2}\text{ s}^{-1}\text{sr}^{-1}] \) by adopting a beam size of ∼88" (0.4 pc at the distance of S140). The resulting intensities of the two adopted models are listed in Table 2, together with the results found in Poelman & Spaans (2005) for the PDR without embedded sources. Higher densities and temperatures lead to increased intensities for high lying transitions. The \( 1_{01} \rightarrow 1_{00} \) at 557 GHz is a factor ∼10 too high compared to the observed SWAS value for both the models. However, beam dilution effects are likely to alleviate this (Spaans & van Dishoeck 2001). The predicted intensity for the \( 3_{03} \rightarrow 2_{22} \) line at 174.6 \( \mu \)m is less than a factor of two lower than the observed value of 7.1 × 10\(^{-8}\) erg cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\) for model II, while model I is lower by a factor of ∼3. A core of water, as in model II, is preferred to model this transition. The predicted intensities for the \( 2_{12} \rightarrow 1_{01} \) line at 179.5 \( \mu \)m and the \( 3_{03} \rightarrow 2_{21} \) line at 136.5 \( \mu \)m are in good agreement with the

![Fig. 1. The distribution of density (left) and temperature (right) as a function of position from the embedded source.](image)  
![Fig. 2. The water abundance distribution, relative to H\(_2\), as a function of position from the embedded source for two (model I (left); model II (right)) different scenarios.](image)  

<table>
<thead>
<tr>
<th>Transition and wavelength</th>
<th>113.5 ( \mu )m</th>
<th>136.5 ( \mu )m</th>
<th>174.6 ( \mu )m</th>
<th>179.5 ( \mu )m</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 4_{14} \rightarrow 3_{13} )</td>
<td>( &lt;6.8 \times 10^{-6} )</td>
<td>( &lt;8.6 \times 10^{-6} )</td>
<td>( 7.1 \times 10^{-5} )</td>
<td>( &lt;4.5 \times 10^{-5} )</td>
</tr>
</tbody>
</table>
Table 2. Embedded source model.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Wavelength</th>
<th>Average intensity model I</th>
<th>Average intensity model II</th>
<th>Average intensity Poelman &amp; Spaans (2005), PDR I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[μm]</td>
<td>[erg cm⁻² s⁻¹ sr⁻¹]</td>
<td>[erg cm⁻² s⁻¹ sr⁻¹]</td>
<td>[erg cm⁻² s⁻¹ sr⁻¹]</td>
</tr>
<tr>
<td>o-H₂O 1₁₀ → 1₀₁</td>
<td>538.3</td>
<td>5.0 × 10⁻⁶</td>
<td>2.2 × 10⁻⁶</td>
<td>1.1 × 10⁻⁷</td>
</tr>
<tr>
<td>o-H₂O 2₁₂ → 1₀₁</td>
<td>179.5</td>
<td>4.5 × 10⁻⁵</td>
<td>1.4 × 10⁻⁵</td>
<td>6.2 × 10⁻⁷</td>
</tr>
<tr>
<td>o-H₂O 2₂₁ → 1₀₁</td>
<td>108.0</td>
<td>3.4 × 10⁻⁵</td>
<td>1.4 × 10⁻⁵</td>
<td>5.7 × 10⁻⁹</td>
</tr>
<tr>
<td>o-H₂O 2₂₂ → 2₁₂</td>
<td>180.5</td>
<td>1.1 × 10⁻⁵</td>
<td>3.8 × 10⁻⁵</td>
<td>4.1 × 10⁻⁸</td>
</tr>
<tr>
<td>o-H₂O 3₀₃ → 2₁₂</td>
<td>174.6</td>
<td>2.5 × 10⁻⁵</td>
<td>5.4 × 10⁻⁵</td>
<td>4.7 × 10⁻⁷</td>
</tr>
<tr>
<td>o-H₂O 3₁₂ → 2₁₁</td>
<td>259.9</td>
<td>6.8 × 10⁻⁶</td>
<td>3.1 × 10⁻⁵</td>
<td>1.3 × 10⁻¹¹</td>
</tr>
<tr>
<td>o-H₂O 3₁₂ → 3₀₃</td>
<td>273.2</td>
<td>4.9 × 10⁻⁶</td>
<td>1.6 × 10⁻⁵</td>
<td>7.8 × 10⁻¹⁴</td>
</tr>
<tr>
<td>o-H₂O 3₂₁ → 2₁₂</td>
<td>75.3</td>
<td>3.7 × 10⁻⁵</td>
<td>2.2 × 10⁻⁴</td>
<td>–</td>
</tr>
<tr>
<td>o-H₂O 4₃₂ → 3₁₂</td>
<td>257.7</td>
<td>2.7 × 10⁻⁴</td>
<td>8.0 × 10⁻⁴</td>
<td>–</td>
</tr>
<tr>
<td>o-H₂O 4₁₄ → 3₀₃</td>
<td>113.5</td>
<td>2.7 × 10⁻⁵</td>
<td>1.3 × 10⁻⁴</td>
<td>–</td>
</tr>
<tr>
<td>o-H₂O 5₃₀ → 3₂₁</td>
<td>136.5</td>
<td>5.0 × 10⁻⁵</td>
<td>2.2 × 10⁻⁴</td>
<td>–</td>
</tr>
<tr>
<td>p-H₂O 1₁₁ → 0₀₀</td>
<td>269.3</td>
<td>1.5 × 10⁻⁵</td>
<td>1.5 × 10⁻⁵</td>
<td>2.5 × 10⁻⁷</td>
</tr>
<tr>
<td>p-H₂O 2₀₂ → 1₁₁</td>
<td>303.4</td>
<td>1.2 × 10⁻⁵</td>
<td>1.0 × 10⁻⁵</td>
<td>2.7 × 10⁻⁸</td>
</tr>
<tr>
<td>p-H₂O 2₁₀ → 1₁₁</td>
<td>100.9</td>
<td>1.7 × 10⁻⁵</td>
<td>1.4 × 10⁻⁵</td>
<td>8.8 × 10⁻¹⁰</td>
</tr>
<tr>
<td>p-H₂O 2₂₁ → 2₀₂</td>
<td>398.6</td>
<td>4.2 × 10⁻⁶</td>
<td>4.6 × 10⁻⁶</td>
<td>2.7 × 10⁻¹⁰</td>
</tr>
<tr>
<td>p-H₂O 2₂₀ → 2₁₁</td>
<td>243.9</td>
<td>2.2 × 10⁻⁶</td>
<td>1.4 × 10⁻⁵</td>
<td>–</td>
</tr>
<tr>
<td>p-H₂O 3₁₃ → 2₀₂</td>
<td>138.5</td>
<td>1.8 × 10⁻⁵</td>
<td>7.8 × 10⁻⁵</td>
<td>–</td>
</tr>
<tr>
<td>p-H₂O 3₁₃ → 2₁₀</td>
<td>1635.7</td>
<td>1.9 × 10⁻¹¹</td>
<td>1.6 × 10⁻⁷</td>
<td>–</td>
</tr>
<tr>
<td>p-H₂O 3₂₂ → 2₁₁</td>
<td>89.9</td>
<td>1.8 × 10⁻⁵</td>
<td>1.5 × 10⁻⁴</td>
<td>–</td>
</tr>
<tr>
<td>p-H₂O 4₀₄ → 3₁₃</td>
<td>125.3</td>
<td>1.4 × 10⁻⁵</td>
<td>9.5 × 10⁻⁵</td>
<td>–</td>
</tr>
</tbody>
</table>

* Like Doty & Neufeld (1997) we find weak maser action in this line.

![Fig. 3](image-url)  
**Fig. 3.** The figures show the predicted distribution of the intensities (erg cm⁻² s⁻¹ sr⁻¹) of two transitions of ortho-H₂O. The left figure depicts 1₁₀ → 1₀₁, on the right one has the 3₁₂ → 2₁₂ transition. The star is located to the left of the figures.

observed upper limits for both models. The observed upper limit for the 4₁₄ → 3₀₃ line at 113.5 μm is best reproduced by model I. Model II produces too much intensity for this transition by a factor of ~20.

The intensities listed in Table 2 show that water emission from a PDR source, like S140, requires a combination of a pure PDR contribution for o-H₂O 1₁₀ → 1₀₁ (Poelman & Spaans 2005), and an embedded source for high excitation lines (Model I/II) in order to match the observations.

### 3. Line profiles

In this section, we present line profiles for the 1₁₀ → 1₀₁ transition of ortho-H₂O at a few positions in the S140 PDR (without embedded sources), as well as line profiles when the beam is as large as the PDR (Figs. 5 and 7). Line profiles for a static embedded source (Fig. 6) are also shown.

The computed temperature, density and water abundance distributions, as calculated with the inhomogeneous code of Spaans (1996), is used as input for solving the H₂O equations of statistical equilibrium by means of an escape probability method. For a full description of the model, we refer to Poelman & Spaans (2005). Figure 3 shows illustrative maps of the predicted distribution of the intensities of two ortho-H₂O transitions. The parameters used for this model are listed in Table 3 (see Poelman & Spaans 2005). It is seen that different lines probe different regions in the PDR. The 1₁₀ → 1₀₁ transition peaks near the eastern edge of the PDR where the gas temperature drops towards 50 K, the 3₁₂ → 2₁₁ lines where the temperatures are highest, at the western edge of the cloud. In the following we present line profiles when zooming in on different regions of the PDR, see Fig. 3. The two areas, L and R, are indicated by a circle.

In Figs. 5 and 7 we plot the line profiles for a static PDR model, and a PDR model with an outflow velocity field, respectively. Figure 5 shows the line profiles when S140 is considered as a spherical, static cloud. A homogenous (dotted) and inhomogenous (solid) distribution have been considered. The left (middle) panel represents the line profiles when one takes the mean over a region, with a size comparable to the HIFI beam¹, toward the south-west (north-east) side of the cloud. It is seen that different regions lead to different line shapes. In the left part of the cloud the abundance of water is lower, due to photodissociation, compared to the other side of the cloud. This leads to a lower water column, hence lower opacity when compared to

¹ Half Power Beamwidth between 13° and 39°, depending on frequency band.

Table 3. PDR model parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Size [pc]</th>
<th>nₕ [cm⁻³]</th>
<th>nₗ [cm⁻³]</th>
<th>F₀ [%]</th>
<th>v [km s⁻¹]</th>
<th>Δvₕ [km s⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDR</td>
<td>0.5</td>
<td>4 × 10⁷</td>
<td>1 × 10⁸</td>
<td>2.5</td>
<td>0.03</td>
<td>1.2</td>
</tr>
</tbody>
</table>

*Clump density; ² interclump density; ³ fraction of the total volume that is occupied by the clumps; ⁴ clump size; ⁵ velocity dispersion.
Fig. 4. Line profiles for a static two-level problem ($1_0$ and $1_{10}$ states). The line profiles are calculated for a 1D (left), 2D (middle) and 3D (right) configuration for different $\text{o-H}_2\text{O}$ abundances. The bottom curve resembles the line profile when the $\text{o-H}_2\text{O}$ abundance is $10^{-10}$, whereas the top one is the line profile in case the $\text{o-H}_2\text{O}$ abundance is $10^{-7}$. $Y$-axis in units of erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ per cm s$^{-1}$.

Fig. 5. Line profiles for the $1_{10} \rightarrow 1_{01}$ transition in case of a static PDR are plotted. Line profiles are plotted when zooming in on a certain area in the PDR (left and middle panel), and when taking the mean over the PDR (right panel). The left (middle) panel represents the south-west (north-east) part of the cloud. Dotted (solid) lines are the line profiles in case of an (inhomogeneous) model. $Y$-axis in units of erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ per cm s$^{-1}$.

Fig. 6. Line profiles for the $1_{10} \rightarrow 1_{01}$ (dashed) and $3_{03} \rightarrow 2_{12}$ (solid) transitions of $\text{o-H}_2\text{O}$ for a static embedded source (Model I). $Y$-axis in units of erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ per cm s$^{-1}$.

From $-2$ to $+2$ km s$^{-1}$, yielding a velocity equal to zero in the middle of the cloud, and gradually increasing towards the edge of the cloud, i.e., $V_{\text{outflow}} \sim R$. As in Fig. 5, a homogenous (dotted) and inhomogenous (solid) density distribution have been considered. The left (middle) panel represents the line profiles when one takes the mean over a region, with a size comparable to the HIFI beam, toward the south-west edge (north-east) side of the cloud. Line profiles coming from the right part have a larger width than the ones from the left part. The overall tendency of the shapes of the line profiles in the inhomogeneous case is comparable to the homogeneous models. At scales as large as the PDR, (right panel of Fig. 7) line profiles are plotted in case of a homogeneous (dotted) and inhomogeneous (solid) PDR model. Also, a line profile for a model with a smaller clump size $l_c = 0.02$ pc (dashed-dotted), i.e., with clumps that are about 30% smaller, is plotted. This clump size is consistent with other PDR characteristics (Spaans & van Dishoeck 1997) of S140. We see that the line profile for the homogeneous model is more self-absorbed than when an inhomogeneous distribution is adopted. Reducing the clump size by a factor of 1.5, leads to a more single-peaked line profile, comparable with observations (Snell et al. 2000; Ashby et al. 2000). Although not shown, altering the velocity dispersion to 2 km s$^{-1}$ broadens the line profile by a factor of ~2, in disagreement with observations.

If only microturbulence is considered within the cloud, then stronger self-absorption effects occur than when macroturbulent motions are considered as well. The widths of the profiles are broader in the eastern part of the cloud, compared to the western side. However, the peak intensity is higher in the west side of the cloud. Note that the slopes of the line profiles depend on the adopted velocity dispersion. The differences between the slopes of the homogeneous and inhomogeneous models do not only depend on the density distribution (clumpiness versus...
homogeneity), but are also a result of the chemical and temperature balance within the clouds. Velocity fields with a moderate velocity gradient, as in \( V_{\text{outflow}} \), give rise to an almost flat line profile with a FWHM of ~6 km s\(^{-1}\), in agreement with observations (Snell et al. 2000; Ashby et al. 2000). Similar results are found for an infall velocity field with a comparable gradient.

4. Discussion and conclusions

Ashby et al. (2000) presented Monte-Carlo radiative transfer models for the 557 GHz \( 1_{01} \rightarrow 1_{01} \) ground-state transition of ortho-H\(_2\)O in the S140 PDR observed by SWAS. These models adopt power-law representations for their density and temperature profiles, with the mean density of H\(_2\) being a factor of ~40 larger than the density we adopted, \( n_{\text{H}_2} = 2 \times 10^4 \) cm\(^{-3}\), in our PDR models. They are unable to produce a single-peaked line profile with the observed integrated intensity by any combination of the ortho-H\(_2\)O abundance and turbulent velocity when a static cloud is adopted. A combination of turbulent and macroscopic motions, infall and/or outflow, is needed to reproduce the observed line profile. With our adopted density and temperature distributions, a single-peaked line profile is also not found for a static cloud. When an outflow (or infall) velocity field is incorporated, line profiles with a FWHM of ~6 km s\(^{-1}\) are obtained for a velocity field with a gradient of a few km s\(^{-1}\). However, when modelling the line profiles for a static embedded source, with a size ~7 times smaller than the PDR, i.e., strongly beam-diluted in the SWAS 3.3’x4.5’ beam, we find strongly self-absorbed line profiles that remain self-absorbed for modest velocity gradients.

On scales of the PDR, we see that the shapes of the line profiles in the inhomogeneous case are less self-absorbed than when an homogeneous model is adopted. At smaller scales, and comparable to the size of the HIFI beam, different line profile shapes are found when zooming in on different areas of the PDR. Note that the beam of HIFI, depending on the frequency of the transition, will be ~5 times smaller than the PDR, being able to zoom in on certain regions, and to confirm the predicted change in the line profiles. Therefore, HIFI can distinguish the embedded sources from the PDR. The former produce a completely different emission line distribution (see Table 2), with the bulk of the emission emanating in lines like, e.g., \( 3_{21}-2_{21}, 3_{03}-2_{12}, 2_{12}-1_{01} \) and \( 2_{02}-1_{11} \). Clearly, a combination of pure PDR and star-forming core characteristics is needed to plan for and interpret HIFI data.
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in good agreement with the analytical benchmark solutions for abundances ranging from $10^{-10}$ to $10^{-7}$.

In our “Long Characteristics Method” code, photon packages travel along fixed directions on a Cartesian grid.

Consider an atom or molecule having $l$ levels, with Einstein $A_{ij}$, $B_{ij}$ coefficients and collisional rates $C_{ij}$ between levels $i$ and $j$. Let $n_i(x, y, z)$ be the population density of the $i$th level in point $(x, y, z)$. The equations of statistical equilibrium can then be written as:

$$n_i(x, y, z) \sum_{j \neq i} R_{ij}(x, y, z) = \sum_{j \neq i} n_j(x, y, z) R_{ji}(x, y, z), \quad (A.1)$$

where

$$R_{ij}(x, y, z) = \begin{cases} A_{ij} + B_{ij} J_p + C_{ij}(x, y, z) & (i > j) \\ B_{ij} J_p + C_{ij}(x, y, z) & (i < j) \end{cases} \quad (A.2)$$

$J_p$ is the total integrated radiation field at position $p(x, y, z)$ in the cloud, i.e., $J_p = \int \phi_j(\nu) d\nu$. The line profile function, $\phi_j(\nu)$, determines at which frequency, i.e., position in the line profile, the line emits or absorbs, and is normalized to unity, i.e., $\int_0^\infty \phi_j(\nu) d\nu = 1$.

When thermal as well as turbulent broadening are involved, a Gaussian line profile is produced

$$\phi_j(\nu) = \frac{1}{\Delta \nu_D} \frac{\exp{-\frac{4\pi^2(\nu - \nu_0)^2}{\Delta \nu_D^2}}}{\nu}, \quad (A.3)$$

with

$$\Delta \nu_D = \frac{\nu_0}{c} \left( \frac{2kT}{m} + \xi \right)^{1/2}, \quad (A.4)$$

where $\xi$ is a root mean-square measure of the turbulent velocities. Note that the frequency shift $\Delta \nu = \nu - \nu_0$ that enters the line profile depends on the velocity field, $\Delta \nu = \Delta \nu[v(p), v'(p')]$.

The angle integrated radiation field at frequency $\nu$ at position $p(x, y, z)$ in the cloud is

$$J_p(\nu) = \int \phi_j(\nu) d\nu, \quad (A.5)$$

where the sum is over all directions $k$ in the cloud. The number of directions is arbitrary, but a 6-ray (4-ray/2-ray) approximation is implemented for the 3D (2D/1D) models. The total radiation field at frequency $\nu$ at position $p(x, y, z)$ along a direction $k$ in the cloud, i.e., $k_p(x, y, z)$, is the sum of the local contribution and the contributions coming from the other directions towards the point $p(x, y, z)$. In case of a 1D approximation the upward (downward) direction along $k$ is denoted with $+(-)$, i.e.,

$$k_p(x, y, z) = \sum_{\nu' \rightarrow \nu} k_p(x, y, z) e^{-\tau_{\nu'}} + \sum_{\nu' \leftarrow \nu} k_p(x, y, z) e^{-\tau_{\nu'}}. \quad (A.6)$$

Here, $\tau_{\nu'}$ is the optical depth of the line at frequency $\nu$ between two points $p(x, y, z)$ and $p'(x', y', z')$. The opacity in the line, associated with the line profile, can be written as

$$\alpha_{ij} = \frac{h\nu}{4\pi} n_i(x, y, z) B_{\nu} \left( 1 - \frac{n_j(x, y, z)}{n_i(x, y, z)} \right) \phi_j(\nu). \quad (A.7)$$

The optical depth follows by multiplying the opacity with the distance $d = p(x, y, z) - p'(x', y', z')$ between the two gridpoints. The local intensity initially carried by a photon package in a point $(x, y, z)$ is given by

$$\nu_{loc}(x, y, z) = \frac{1}{4\pi} A_{ij} h\nu n_i(x, y, z) \phi_j(\nu) d\nu + \text{Dust + CMB}, \quad (A.8)$$

with $d\nu$ the size of the corresponding gridcell.

In this way, we use global information to determine iteratively in every gridpoint the ambient level populations. When testing this code against the benchmark model described in the beginning of this Appendix, we find that the level populations are completely consistent with the analytical solutions, as do the level populations calculated with our escape probability method. However, the long characteristics scheme, even though it always works, is very time consuming when a large grid is involved.

Note that the escape probability method used in this paper, as described in Poelman & Spaans (2005) is not a one-zone but a global approach. It has been modified such that the calculation of the level populations in a grid point depends on level populations in all other grid points through the different escape probabilities that connect any two grid points. This multi-zone implementation of the escape probability constitutes a large acceleration over long characteristics and Monte-Carlo techniques.
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