The evolution of twisting coronal magnetic flux tubes
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\textbf{Abstract.} We simulate the twisting of an initially potential coronal flux tube by photospheric vortex motions, centred at two photospheric flux concentrations, using the compressible zero-beta ideal MHD equations. A twisted flux tube is formed, surrounded by much less twisted and sheared outer flux. Under the action of continuous slow driving, the flux tube starts to evolve quasi-statically along a sequence of force-free equilibria, which rise slowly with increasing twist and possess helical shape. The flux bundle that extends from the location of peak photospheric current density (slightly displaced from the vortex centre) shows a sigmoidal shape in agreement with observations of sigmoidal soft X-ray loops. There exists a critical twist, above which no equilibrium can be found in the simulation and the flux tube ascends rapidly. Then either stable equilibrium ceases to exist or the character of the sequence changes such that neighbouring stable equilibria rise by enormous amounts for only modest additions of twist. A comparison with the scalings of the rise of flux in axisymmetric geometry by Sturrock et al. (1995) suggests the former. Both cases would be observed as an eruption. The critical end-to-end twist, for a particular set of parameters describing the initial potential field, is found to lie in the range $2.5\pi < \Phi_\text{c} < 7.5\pi$. There are some indications for the growth of helical perturbations at supercritical twist. Depending on the radial profiles of the photospheric flux concentration and vortex velocity, the outer part or all of the twisted flux expands from the central field line of the flux tube. This effect is particularly efficient in the dynamic phase, provided the density is modeled realistically, falling off sufficiently rapidly with height. It is expected to lead to the formation of a cavity in which the twisted flux tube is embedded, analogous to the typical structure of coronal mass ejections.
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1. Introduction

The slow evolution of magnetic flux in the solar corona is governed by the condition of frozen-in plasma (Lundquist number $S \gg 1$), by the strong variation of the plasma beta (the ratio of thermal pressure to magnetic pressure) from $\beta > 1$ in the dense convection zone to $\beta \sim 10^{-3} \ldots 10^{-2}$ in the inner corona, and by the related huge difference between the sound and Alfvén velocities in the convection zone on the one hand and the coronal Alfvén velocity on the other. Together these conditions imply that, to a good approximation, the coronal field evolves in a quasi-static manner through a series of nearly force-free equilibria. This evolution is driven by motions in a bottom layer in which the strength of the field is constant (the latter); the former is often simply taken to nearly coincide with the photosphere.

Departures from equilibrium at large spatial scales and the development of dynamics at the corresponding temporal scales characteristic of the corona occur sporadically in coronal mass ejections (CMEs), eruptive prominences, and flares. Many of these phenomena can be attributed to the opening of a closed magnetic configuration into interplanetary space. This can be achieved by a series of reconnection events that lead to the eruption of a new magnetic flux bundle. Theoretical investigations have also stimulated interest in single twisted flux tubes, since their eruption can be energetically favourable compared to the eruption of a whole sheared magnetic arcade. The eruption of a whole arcade requires the lifting of the whole overlying flux, which is often simply taken to nearly coincide with the photosphere.
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energetically unfavourable (Aly 1991; Sturrock 1991) and requires an unrealistically large amount of shear (e.g., Mikić & Linker 1994; Amari et al. 1996a), or a special magnetic configuration, which enables the energetically favourable so-called magnetic breakout of the arcade by removing the overlying flux through magnetic reconnection (Antiochos et al. 1999). In the case of a single flux tube, part of the overlying flux may bend sideways when twist is imposed at the footpoint area of the flux tube causing it to ascend (Amari et al. 1996b). The latter process requires less energy input than the lifting of the flux overlying an arcade of magnetic loops. It is not clear whether such loop twisting may lead to a real instability in the sense that magnetic energy is liberated; nevertheless, it is of interest as a building block for more sophisticated models of solar eruptions.

In our simulations twisting motions are applied at the photospheric footpoints of an initially potential coronal magnetic flux bundle. These motions serve both to create a twisted flux tube and to push it into the region of possible instability. Observational evidence for twisting photospheric motions can be found, e.g., in Kempf (1910), Hofmann et al. (1987), Brandt et al. (1988), Nightingale et al. (2002). Such observations are not very numerous, and a direct relationship between twisting photospheric motions and eruptive events is difficult to establish observationally. Part of this problem is clearly due to the difficulty in detecting such motions in observations of the photosphere, part is due to the fact that magnetic flux may generally emerge in an already twisted state (e.g., Lites et al. 1995; Leka et al. 1996) so that only moderate additional twist is required after emergence to destabilize it. There is also the possibility that eruptions arise from the creation of unstable twisted flux by magnetic reconnection (Pevtsov et al. 1996; van Driel-Gesztelyi et al. 2000; Moore et al. 2001) rather than from continuous photospheric twisting. Again, we regard our model as a building block and reference system for more sophisticated models of solar eruptions.

Continuous twisting of a flux tube of finite length inevitably leads to kink instability. The threshold for instability depends on the ratio of the azimuthal and axial field components of the flux tube, \( B_\phi/B_z \), the length-to-width ratio of the tube, \( L/r \), and on the radial profile of the flux tube. It is usually expressed in terms of the flux tube twist

\[
\Phi = \frac{L B_\phi(r_0)}{r_0 B_z(r_0)}.
\]

where \( r_0 \) is a characteristic radius, typically one at which the current density has fallen significantly compared with its peak value within the flux tube, or in terms of a radially averaged flux tube twist. For a straight, cylindrically symmetric flux tube with fixed (line-tied) ends and uniform twist (the Gold-Hoyle force-free equilibrium), the threshold was numerically found to be \( \Phi_{GH} \approx 2.49 \pi \) (Hood & Priest 1981; Einaudi & van Hoven 1983). For force-free equilibria having other radial profiles, similar values for the critical average twist are found if the axial field component does not change sign (see, e.g., reviews by Einaudi 1990; Hood 1992 and references therein). Other values of the critical average twist are found for equilibria that include pressure gradients or a reversal of \( B_z \) at some radius, but these cases are not relevant to our study. For loop-shaped flux tubes with fixed ends, a threshold value is not known. It is not even clear whether an instability exists at all or whether the flux tube avoids the instability by expansion (in length and width) to ever larger equilibrium configurations as more twist is applied at its footpoints. There are, however, several indications that a critical amount of twist, above which a qualitative change of behaviour occurs, exists in this system as well (Amari et al. 1996b; Klimchuk et al. 2000). The nature of the change of behaviour has not yet been systematically investigated. Either a true instability is then reached, or successive equilibrium configurations have very rapidly increasing loop size for small additions of twist above this value. It is difficult to distinguish between these cases with finite-size simulation boxes. Also, on the Sun both cases would appear as an eruption of the flux tube if the apex height of successive equilibria quickly reaches the solar wind acceleration region.

Previous treatments of slow (quasi-static) twisting of a loop-shaped flux tube may be categorized according to whether stable force-free equilibria were calculated (Van Hoven et al. 1995; Klimchuk et al. 2000) or whether the twisting was enforced well into a region where the system became dynamic (Amari et al. 1996b; Tokman & Bellan 2002), which was then followed. In all investigations the twisted flux tube was found to inflate, to develop an S shape (though not necessarily of the sense suggested by the observations), and to remain stable for twists \( \Phi \leq 2\pi \). Van Hoven et al. (1995) obtained a stable equilibrium for an applied end-to-end twist of \( 2.82\pi \), a value which presumably reflects the stabilizing influence of an overlying current-free magnetic arcade. Klimchuk et al. (2000) calculated stable equilibria for \( \Phi = \pi \) and \( 2\pi \), noting that “the relaxation becomes prohibitively slow for twists much larger than \( 2\pi \)”. This might indicate a qualitative change of behaviour above a critical twist. In view of the typical size relations between coronal magnetic loops and sunspots, they applied the twist only to a sub-area of the photospheric flux concentration, displaced from the peak, which presumably leads to a more stable flux tube than the twisting of the whole centre of the flux concentration that was used in all other papers. Amari et al. (1996b) followed the evolution of a continuously and relatively slowly twisted flux tube using a reduced set of zero-beta ideal MHD equations. The density was determined from the prescribed condition of uniform Alfvén velocity, implying a substantial decrease of the density with height as is characteristic of the corona. These authors found a strong indication for eruptive behaviour above a critical twist, beyond which the quasi-static evolution of the system ceased and an accelerated rise of the flux tube commenced with up to near-Alfvénic velocities. Also, relaxed states could not be found for twists exceeding the critical value which was on the order of \( 2.5\pi \) (Amari, personal communication 2002). An analogous system was studied by Tokman & Bellan (2002). They included resistivity but prescribed uniform density. Dynamical behaviour was also found but only after magnetic reconnection between different parts of the twisted flux commenced. At this point, a twist of “a few turns” up to a “highly twisted” field was reached, depending on the vortex velocity (quantitative measures of the twist were not given). These findings, indicative of ideal MHD stability up
to substantial amounts of twist, may be markedly influenced by the high inertia of the simulation plasma in the upper parts of the box.

Twists in the range (3–15)π were estimated in a sample of prominences with helical patterns near the point of their eruption (Vršnak et al. 1991).

In the present paper we study a system that is similar to the one in Amari et al. (1996b) in several respects and we obtain similar indications for eruptive behaviour. We check for the existence of a critical twist beyond which no stable equilibrium exists by attempting to relax the system for different values of applied twist. Deviations from a force-free configuration are monitored as the twist is increased. We also investigate the influence of the inertia and the driving velocity on the dynamics by studying several initial density profiles, by including the continuity equation in the integration, and by reducing the driving velocity below commonly used values. Finally, by varying the vortex distance, we confirm that a low-lying highly sheared volume between the two vortices has negligible influence on the results.

We leave a study of the stabilizing influence of overlying current-free closed flux and the tendency of coronal loops to approach a constant coronal cross section for a subsequent investigation.

Following a description of the numerical method in Sect. 2, we study the quasi-static and dynamic phases of the evolution of a twisted flux tube, including the influence of the footpoint distance, initial density profile, and vortex velocity, in Sect. 3.

The relaxation runs are presented in Sect. 4, the relationship between the two vortices has negligible influence on the results. We do not expect this to be the case, because the initial potential field is uniquely determined by the boundary conditions and the applied vortex motions do not introduce knots or null points into the frozen-in field. This is supported by the simulations, which did not yield any indication for the existence of multiple equilibria at the same boundary condition. However, since the dynamics depends strongly on the inertia, we include the continuity equation as a step toward a more realistic description of the dynamics of arched flux tubes.

The equations are normalized by quantities which are derived from a characteristic length, l_d, of the initial configuration, B_{0_{tan}} (the maximum normal component of the initial magnetic field in the bottom plane [z = 0]), \rho_0, and \nu_0 = B_{0_{tan}}/(\mu_o \rho_0)^{1/2} (the density and Alfvén velocity at the position of B_{0_{tan}}). These are l_d, \nu_0, \tau_z = l_d/\nu_0, \rho_0, B_{0_{tan}}, and B_{0_{tan}}/\mu_0 l_d for x, u, t, \rho, B, and j, respectively. The normalization does not change the form of Eqs. (2)–(4), and Ampère’s law becomes

\[ j = \nabla \times B \]

after normalization. The normalized variables will be used henceforth.

2.2. Initial configuration

As initial condition we use a potential magnetic field created by two dipoles with vertical and oppositely directed moments \( n \hat{z} \) and \( -n \hat{z} \), located at \((0, y_0, -z_0)\) and \((0, -y_0, -z_0)\), respectively, with the plasma at rest:

\[ B_0 = B_{0_+} + B_{0_-}. \]

\[ B_{0_{\pm}} = \frac{\pm n}{[(x^2 + (y + y_0)^2 + (z + z_0)^2)^{3/2}} \times \begin{pmatrix} 3x(z + z_0) \\ 3(y + y_0)(z + z_0) \\ -x^2 - (y + y_0)^2 + 2(z + z_0)^2 \end{pmatrix}, \]

\[ u_0 = 0. \]

The dipole depth is set to \( z_0 = 1.5 \) throughout this paper. The value of \( n \) follows from the condition \( B_{0_{tan}} = 1 \).

This field permits variation of the distance between the vortices without changing their profiles much, which will be
used below to separate the influence of the shear that occurs for small dipole distances from the influence of the twist. Normalized dipole half distances \( y_0 = 0.5, 1, \) and \( 2 \) will be used. The field also yields a stronger concentration of the flux in the photosphere than the often used horizontal subphotospheric dipole. It is therefore probably a better model of the flux distribution in a sunspot group, but on the other hand, all of the overlying closed flux extends from the area of the flux concentration and becomes influenced by the photospheric vortices (Fig. 1). Although high overlying flux becomes only weakly twisted, there is, strictly speaking, no overlying flux that stays current-free. The stabilizing influence of such flux must be rather small or completely absent in our system, making it a useful reference case. We also note that the outer sign reversal of \( B_z \) on the bottom plane of the simulation is located sufficiently far from the vortex centres so that the velocities are nearly vanishing, and no current enhancements are induced, at these locations.

Three different initial density distributions are considered in this paper:

\[
\rho_0 = \begin{cases} 
B_0^2 & |B_0| \ 1 & \text{.} 
\end{cases}
\tag{9}
\]

The first distribution is equivalent to uniform Alfvén velocity, \( \nu_0 = 1 \), at the beginning of the calculation. This condition was also used by Amari et al. (1996b), but here it implies a lower density in the outer parts of the box, since the far field of a pair of antiparallel dipoles decays more rapidly with distance than that of a single dipole. Uniform density was used by Van Hoven et al. (1995) and Tokman & Bellan (2002). The distribution \( \rho_0 = |B_0| \) is an arbitrarily chosen intermediate case.

We use different \( \rho_0 \) profiles for two reasons. First, they provide us with a check of the numerically obtained force-free equilibria, which are expected to be independent of the density. Second, the dynamics is strongly influenced by the inertia, with the low densities in the case \( \rho_0 = B_0^2 \) enabling us to study the expansion of the flux from the flux tube axis, which may be relevant for the formation of a cavity in CMEs.

The calculations are started with a preparation phase in order to reduce the small spurious Lorentz forces that result from the discretization errors in the calculation of the initial current density. A relaxation of the initial configuration is performed with the vortices switched off. It is terminated when the maximum Lorentz force densities are \( \leq 10^{-6} \). The time is then reset to zero.

2.3. Imposed vortex motions

A twisting velocity field is prescribed in the base plane throughout the driving phase of the simulation (actually it is applied in the first layer of grid points below \( \{z = 0\} \)). It is chosen such that the velocity always points along the contours of \( B_0(x,y,0) \), which leaves \( B_z \) invariant in this layer. This is achieved by

\[
\begin{align}
\nu_x(x,y,-\Delta z,t) &= v_0 f(t) \nabla^\perp |\xi[B_0(x,y,0)]|, \\
\nu_z(x,y,-\Delta z,t) &= 0
\end{align}
\tag{10}
\]

with \( \nabla^\perp := (\partial_y, -\partial_x) \). A smooth function

\[
\xi = \frac{B_0^2}{B_0^2} \exp(B_0^2 - B_0^2)/\delta B_0^2)
\]

chosen as in Amari et al. (1996b), determines the vortex profile. It is normalized such that the maximum of \( \nabla^\perp \xi \) equals unity. Its width is fixed by \( \delta B_0^2 = 1 \) in this paper, a value which yields a vortex width comparable to the width of the flux concentration. The velocities decrease rapidly for larger distances. These two vortices of the same sense are approximately centred at the dipole axes; their centre locations are at \( \pm y_1 \) with \( y_1 = 0.69, 1.03, 2.00 \) for \( y_0 = 0.5, 1.0, 2.0 \), respectively (Fig. 2).

In order to simulate a quasi-static evolution, the peak velocity, \( v_0 \), must be chosen much smaller than the normalized peak Alfvén velocity of the initial equilibrium (which is unity, or very close to unity, for all density profiles specified in Eq. (9)). Values \( v_0 = 10^{-2} \) and \( 10^{-3} \) are employed (the former was most often used in the literature).

The function \( f(t) \) describes the temporal profile of the imposed twisting. The driving phase starts with a linear ramp \( (0 \leq t \leq t_1 = 10) \) to a value \( f(t_1) = 1 \), which is then held fixed. If a final relaxation phase is added, \( f(t) \) is linearly reduced to zero in an interval \( t_{1/2} = 1–5 \), after which it is again held fixed.

2.4. Numerical implementation

As the physical domain we consider a finite cube of size \( [-L_x, L_x] \times [-L_y, L_y] \times [0, L_z] \). Since both the initial configuration, Eqs. (7)–(9), and the twisting velocity field, Eqs. (10)–(11), possess line symmetry with respect to the \( z \) axis and since this symmetry is preserved throughout the evolution, the simulation domain can be restricted to the “half cube” \( [-L_x/2, L_x/2] \times [0, L_y] \times [0, L_z] \). Inside this area, the Eqs. (2)–(4) are discretized on a nonuniform Cartesian grid. We take \( L_x = L_y = 100 \) and \( L_z = 200 \). The grid spacing increases exponentially from a minimum \( \Delta x_{min} = \Delta y_{min} = \Delta z_{min} = 0.03 \) in the vicinity of the origin to maximum values \( \Delta x_{max} = \Delta y_{max} = 9 \) and \( \Delta z_{max} = 12 \) at the outer boundaries. In order to implement the
boundary conditions, two layers of “ghost points” are added to the box in each direction\textsuperscript{1}. Including these, the grid size is 195 × 165 × 150.

Equations (2)–(4) are rewritten in a flux conserving form,
\begin{equation}
\partial_t \mathbf{U} + \nabla \cdot \mathbf{F}(\mathbf{U}) + \partial_y G(\mathbf{U}) + \partial_z H(\mathbf{U}) = 0,
\end{equation}
where \( \mathbf{U} = (\rho, \rho u_x, \rho u_y, \rho u_z, B_x, B_y, B_z) \) is the vector of the integration variables and \( \mathbf{F}, \mathbf{G}, \) and \( \mathbf{H} \) are nonlinear flux terms (e.g., Ugai & Tsuda 1977). A modified two-step Lax-Wendroff method is employed for the numerical integration. It was adapted from that used by Ugai & Tsuda (1977) to our problem (see Appendix A). A variable time step is used according to the CFL criterion.

At the bottom boundary, the velocity is given by Eqs. (10)–(11). The tangential components of the magnetic field, \( B_{x,y} \), are obtained by extrapolation (accurate to second-order). The normal component, \( B_z \), is determined from \( \nabla \cdot \mathbf{B}(z = 0) = 0 \); it stays very close to \( B_z(t = 0) \) throughout the simulation. For simplicity, the density is kept fixed at its initial value, \( \rho(x, y, -\Delta z, t) = \rho_0 \). Since the velocity points along the contours of \( B_z \), while \( \rho_0 = \text{const.} \) at the contours of \( \mathbf{B} \), this choice introduces an error for \( \rho \) in the bottom plane if those contours disagree. This error is tiny for \( y_0 \geq 1 \) and still relatively small for \( y_0 = 0.5 \), and it is irrelevant as long as the evolution stays quasi-static (see Sect. 2.1). We expect its influence on the dynamical evolution to be smaller than the effect of neglecting the pressure gradient force for all considered values of \( y_0 \).

Closed upper and lateral outer boundaries are implemented by specifying \( \rho = \rho_0, u = 0, \) and \( \mathbf{B} = \mathbf{B}_0 \) (with \( u = 0 \) set also at the first layer of grid points inside these boundaries). The line-symmetric boundary conditions at the front plane (\( y = 0 \)) are realized by even mirroring of \( \rho, u_z, B_z, \) and \( B_y \) at the \( z \) axis (i.e., \( f(x, -y, z) = f(-x, y, z) \)) and by odd mirroring of \( u_x, u_y, \) and \( B_x \) (i.e., \( f(x, -y, -z) = -f(-x, y, z) \)).

The huge variation of the density for the initial conditions \( \rho_0 = \mathbf{B}_0^3 \) and \( \rho_0 = |\mathbf{B}_0| \) in the chosen large box presents a challenge for any numerical scheme. Good stability properties of the scheme are also required by the stresses that develop between the twisted and the surrounding flux (especially if the latter is rigid by itself or embedded in fluid with high inertia) and by the strong dynamics that develop for strong twist. Although the Lax-Wendroff scheme is rather diffusive and although viscosity is included, further stabilization is needed for many runs. This is achieved by applying “artificial smoothing” as introduced by Sato & Hayashi (1979) to \( \rho \) and \( \rho u \) after each integration step in addition to the stabilization by viscosity (see Appendix B for details). Both viscosity and artificial smoothing can be prescribed nonuniformly. We adopted the philosophy of supplying as much numerical diffusion as required by the different runs, while at the same time trying to keep identical numerical diffusion for runs that have similar initial conditions and are directly compared with each other in subsequent sections. There are two groups. Most runs with continuous driving in the base plane have a large ellipsoidal “inner region” with uniform viscosity and smoothing and outward increasing numerical diffusion in the remainder of the box (where the densities are very low) and at the bottom plane (where the stresses are applied). All other runs have uniform viscosity and smoothing parameters in the whole box. Details are given in Appendix B and Tables B.1 and B.2. All analysis presented in this paper refers to states with the twisted flux tube completely inside the inner region or to states obtained with uniform viscosity and smoothing in the whole box.

The numerical diffusion gradually reduces the strong density gradients of \( \rho_0 = \mathbf{B}_0^3 \) and \( \rho_0 = |\mathbf{B}_0| \), leading to a slow increase of the density in the outer part of the box during the calculations. The Alfvén velocity then starts to decrease with growing distance from the dipoles also for \( \rho_0 = \mathbf{B}_0^3 \), but the drop of its height profile remains similar in magnitude to the conditions in the corona (e.g., Dulk & McLean 1978) for several \( 10^2 \tau_A \), i.e., during the whole driving phase of the runs presented in this paper as well as during short (successful) relaxations. This modified density distribution appears to be closer to coronal conditions than the initial \( \rho_0 = \mathbf{B}_0^3 \). The decline of the Alfvén velocity becomes less realistic during relaxation runs.

\textsuperscript{1} For an ideal MHD simulation, as presented here, one layer in each direction would suffice to implement the chosen boundary conditions. However, since our code is written to allow also resistive MHD simulations, two layers are used.
of \(10^3 \tau_a\) duration, which are considered unsuccessful anyway (Sect. 4).

3. Quasi-static and dynamic evolution of twisting flux tubes

In this section we describe and analyse the evolution of a continuously twisted system. First a typical set of parameters \(y_0, \rho_0(x), \) and \(v_0\) is chosen and characteristics of the rise of the twisted flux, the evolution of the magnetic energy and current density during the rise, and the deviation from a force-free configuration are discussed. We then proceed to a parametric study. Varying \(y_0\) enables us to separate the influence of twist and shear, using different assumptions for \(\rho_0(x)\) permits studying the influence of inertia on the evolution of twisted low-density coronal flux, and a smaller \(v_0\) keeps the system closer to a force-free configuration. The effect of lowering the inertia is found to be particularly significant; it points to a possible explanation of the typical three-part structure of CMEs. See Table B.1 for an overview of the parameters used in the various runs.

3.1. Flux tube expansion

We choose a simulation with \(y_0 = 1, \rho_0 = B_0^2,\) and \(v_0 = 10^{-2}\) as our reference case. It is described in the following two subsections. All field lines of the initial potential field are symmetrical with respect to the \([y = 0]\) plane. Most of the field lines that start in the region where the twisting velocity field is imposed are closed and connect the half planes \([x, y > 0, 0]\) and \([x, y < 0, 0]\). The central field line connecting the vortex centres has an initial apex height \(h_0 = 1.22\) and length \(L_0 = 3.50\).

A flux-normalized volume can be assigned to each field line by the expression

\[
F(x, y, t) = \int_C |B|^{-1} \, ds,
\]

where the integral is to be evaluated along the field line \(C\) starting at \((x, y, 0)\). It is a useful diagnostic of the central field line (Amari et al. 1996b). Its initial value in our reference run is \(F_0 = F(0, y_1, 0) = 14.5\).

As the vortices are switched on, the volume permeated by field lines rooted in the area of the vortices starts to expand in all three spatial directions (as can be expected from the analogous behaviour of a twisted cylindrically symmetric configuration, in which the growing axial component of the field acts like additional plasma pressure, Sturrock 1994). These field lines now assume helical shapes and can be divided into three groups which evolve differently (Fig. 3; see also Tokman & Bellan 2002). Field lines starting in the vicinity of the vortex centres (central field lines) experience the strongest twist at the bottom plane (Fig. 2) while their footpoints do not move significantly. They form a central twisted flux tube which ascends and also expands laterally. Field lines initially starting in the region between the vortex centres (inner field lines) become sheared. They do not show a strong height expansion; instead they are stretched, since their footpoint distance is initially increasing. Their projection onto the bottom plane shows a distinct inverse S shape, which is a direct consequence of the enforced motion of their footpoints. Finally, field lines initially starting beyond the vortex centres (outer field lines) exhibit the most rapid rise and lateral expansion while their footpoint distance is initially decreasing. The S-shaped projection of the outer field lines has a bending opposite to that of the inner field lines, due to the opposite displacement of the footpoints. The central flux tube starts to develop a weak inverse S shape (as the inner field lines), but reverses this early in the evolution (which

![Fig. 3. Different evolution of the three groups of magnetic field lines that are directly influenced by the vortex motions: “central field lines” (starting in the vicinity of a vortex centre) form the rising and expanding twisted flux tube; “inner field lines” (initially starting between the vortex centres) form a weakly expanding inverse-S-shaped structure; and “outer field lines” (initially starting beyond a vortex centre) show the strongest rise and expansion and a forward S shape. The reference run \((y_0 = 1, \rho_0 = B_0^2, \) and \(v_0 = 10^{-2}\) is shown at a) \(t = 0\) and b) \(t = 75\). The start regions of the selected inner and outer field lines are marked by the heavy arrows in Fig. 2b.)
is then still quasi-static) to show the same bending as the outer flux during the rest of the simulation. It should be noted that there is no sharp transition between these flux systems; it is not possible to find a clear boundary between the central flux tube and the outer or inner flux. The sigmoidal (S- or inverse-S) shape of the twisted flux is discussed further in Sect. 5.

The evolution of the central twisted flux tube can be divided into two markedly different phases, a quasi-static phase and a strongly dynamic phase. This can clearly be seen in the plots of its geometrical parameters and rise velocity in Fig. 4. The velocity of the flux tube, although permanently increasing, stays small (\(|u| \ll v_a\)) up to \(t \approx 75\). The relaxation runs discussed in Sect. 4 show that the flux tube indeed stays nearly force free and, hence, runs through a sequence of near-equilibrium states in this phase. During \(t = 75–130\) the flux tube is rapidly accelerated to near Alfvén velocity, after which the expansion proceeds nearly linearly in length and width, i.e., nearly self-similarly (we find approximately \(F \propto L^{1.2}\) in the quasi-static phase and \(F \propto L^{2.9}\) in the dynamic phase). The rapid acceleration and the subsequent fast expansion both indicate that the system cannot settle to a new equilibrium after \(t \approx 75\). These findings are completely similar to those obtained by Amari et al. (1996b) for a different model of the initial magnetic field and density and support their conclusion that flux tubes erupt for sufficiently strong twist.

Figure 5 shows the temporal evolution of the velocity profile along the \(z\) axis (where \(u_t\) and \(u_\phi\) vanish). During the whole simulation, the outer flux expands even more rapidly than the central flux tube. (Super-Alfvénic velocities are reached because the pressure gradient is not included in the momentum equation; see Sect. 2.1.) The expansion of the outer flux is slowed down only as it runs into the region of enhanced numerical diffusion; this was confirmed by a comparison run with a larger inner region of uniform numerical diffusion.

Obviously, the outer flux is not pushed upwards by the central flux tube in the present simulation but moves away from the central flux tube, primarily in response to its own footpoint twisting. This expansion of the outer flux is present already in the sequence of near-equilibria in the quasi-static phase. The main expansion occurs in the dynamic phase, provided the density decreases sufficiently rapidly with distance from the dipoles so that the effect of the inertia remains weak (particularly in our runs with \(\rho_0 = \rho_0'\)). The expansion includes the central flux in this run—opposite to the pinching expected from the nearly uniform twisting of the central flux. To see the origin of this apparent discrepancy, we consider the radial component of the Lorentz force density \(f = j \times B\) in a cylindrically symmetric (straight) flux tube, \(B = (0, B_\phi(r), B_z(r))\), taken here as an approximation to our loop-shaped twisted flux tube:

\[
f_r = -\left(\frac{B_\phi^2}{r} + \frac{1}{2} \frac{\partial_r B^2}{B^2}\right).
\]

The first term in this expression always points inwards, but the second term may have either sign; it causes expansion of the flux if \(B^2\) decreases sufficiently rapidly with distance from the axis. We have verified this to be the case in the bottom plane of our system and also in the cross-sectional plane at the apex of the central field line.

A pinching of the central flux towards the axis occurs for flatter functions \(B^2(r)\) (e.g., Mikić et al. 1990). However, for a finite radial range of twist (\(B_\phi \neq 0\)), the second term always leads to expansion of the flux at greater radii \((B^2(r \rightarrow \infty) \rightarrow 0)\). In an ideal plasma, a volume of reduced density surrounding twisted core flux is necessarily formed. Pileup of flux and plasma must occur at the boundary to the unperturbed flux rooted beyond the photospheric vortex (although the resulting density profile may remain monotonously decreasing outwards if the initial profile is very steep and the vortex profile is smooth, as in our reference run). The resulting configuration bears striking resemblance to the three-part structure observed in many CMEs, which consists of a highly twisted prominence embedded in a cavity and a denser arc at the outer edge of the...
cavity (e.g., Hundhausen 1999). Further simulations including the pressure gradient term and initial magnetic field and density models that are better tuned to the conditions expected in the corona will be required to check for quantitative agreement of this effect with CME observations.

We note that the effects of pinching and expansion of flux may roughly cancel out if photospheric vortex motions are applied to a subarea of a photospheric flux concentration that is displaced from the point of maximum field strength, as in Klimchuk et al. (2000). The second term in Eq. (13) is then expected to change sign twice along all vortex revolutions closer to the centre than the point of maximum field strength. This may underlie the approximate constancy of the cross section of the flux tube for different amounts of twist found by Klimchuk et al. (2000).

3.2. Evolution of energy, currents, Lorentz forces, and twist

As the magnetic field is changed due to the applied vortex motions, it becomes nonpotential, the total magnetic energy increases, and high current densities develop. The relative magnetic energy \( \frac{W(t)}{W_0} \), where \( W_0 \) is the magnetic energy of the initial potential field, increases monotonously during the whole simulation (Fig. 6a). Only a weak tendency to saturate is seen after the onset of the dynamic phase. The energy, which is injected into the system by the vortex motions at its base, is then not only converted to magnetic energy but an increasing fraction is converted to kinetic energy of the plasma. At the end of the simulation, the kinetic energy amounts to about seven percent of the total energy increase of the system.

The strongest current concentration forms in the vicinity of the vortex centres due to the twist, however, also the shear between the vortices leads to buildup of currents in a central sheet that is formed cospatial with the inner field lines (Fig. 7). The shear and the resulting current increase with decreasing vortex distance \( y_0 \) (Sect. 3.3). The total current through the bottom plane of our physical domain (\( |x| \leq \text{L}_x, |y| \leq \text{L}_y \)) must vanish, since the applied vortices are compact (their velocities at the lateral boundaries are negligibly small). A net current through the bottom plane of the simulation domain (\( |x| \leq \text{L}_x, 0 \leq y \leq \text{L}_y \)) remains in our reference run, due to the shearing motions near the origin (Fig. 6b). This current nearly vanishes for larger vortex distance (it did not exceed 0.026 for \( y_0 = 2 \)).

Despite the buildup of strong current densities, the Lorentz force densities remain rather small. Figures 6c, d show that the peak Lorentz force density on the grid is more than one order of magnitude smaller than the peak current density on the grid during the whole simulation. This is expected for the quasi-static phase but may be surprising for the dynamic phase, where it reflects the fact that the twisted flux can expand easily due to small inertia. These plots do not provide a quantitative measure of the deviation from a force-free state, since \( |j| \) and \( |f| \) do not necessarily peak at identical grid points. In Fig. 8 we plot \( |j \times B|/|j||B| \), a measure of the angle between \( j \) and \( B \), along the central field line for various times. This shows clearly that a deviation from a force-free state develops at the flux tube apex at the beginning of the dynamic phase (\( t \gtrsim 75 \)). The deviation continues to grow during the dynamic phase. Of course, during the whole driving phase, there must be Lorentz forces near the footpoints of the flux tube where the twisting
is imposed, but these are hardly reflected in Fig. 8 because \(|j|\) and \(|B|\) are much larger at the footpoints so that a much smaller angle is sufficient to support the necessary Lorentz forces. Another measure of the deviation from a force-free configuration is given by the variation of the force-free parameter \(\alpha = j \cdot B / B^2\) along the field lines, which is shown in Sect. 4.

The global twist of the central flux tube, \(\Phi_e\), or \(2\pi\) times the number of enforced windings that the field lines make about its axis, is calculated from the imposed vortex velocity at the bottom boundary as

\[
\Phi_e = \frac{2}{\rho_{\text{foot}}} \bar{u}(r_{\text{foot}}) r_{\text{foot}}
\]

where \(\bar{u}(r_{\text{foot}})\) is the average vortex velocity at a circle with radius \(r_{\text{foot}}\) centred at \((0, y_1, -\Delta z)\). This quantity is plotted in Fig. 9a. It is seen that the inner part of the flux tube (\(r_{\text{foot}} \leq 0.1\)) is nearly uniformly twisted (as is already clear from Fig. 2c). In addition we monitored the local twist at the apex of the central flux tube, \(\Phi_a\), which we define analogously to Eq. (1) as

\[
\Phi_a = \frac{L |B_y(r_{\text{apex}})|}{r_{\text{apex}} B(r_{\text{apex}})},
\]

using local cylindrical coordinates \(r, \varphi, \hat{z}\), oriented at the flux tube axis at the apex, and the length \(L\) of the central field line. Here \(r_{\text{apex}}\) is determined for every \(r_{\text{foot}}\) from the condition of flux conservation; it is found to obey \(r_{\text{apex}} \approx (B_0 / B_{\text{apex}})^{1/2} r_{\text{foot}}\). The implied assumption of circular cross section at both the feet and the apex of the flux tube is satisfied to a good approximation for all runs with \(\rho_0 = B_0^2\) and during the quasi-static phase of all other runs. The value of \(\Phi_a\) is actually obtained as an average along the circle of radius \(r_{\text{apex}}\) at the loop apex. Figure 9b shows that also \(\Phi_a\) is nearly uniform for \(r_{\text{foot}} \leq 0.1\). In the following, the twist will always be determined for \(r_{\text{foot}} = 0.03\).

Since the simulation indicates nearly uniform twist for radii \(r_{\text{apex}}(r_{\text{foot}} \leq 0.1) \ll L\), and rather small Lorentz forces, it is appropriate to compare the inner part of the twisted flux tube with the known solution for a uniformly twisted force-free cylindrical equilibrium by Gold & Hoyle (1960). We plot the quantity \(\alpha L / \Phi = 2\) at the axis of the Gold-Hoyle equilibrium during the whole simulation, which indicates that the configuration stays relatively close to a force-free state in the vicinity of the apex of the central field line.

Figure 9b shows the temporal evolution of \(\Phi_e\) and \(\Phi_a\). They nearly agree during the quasi-static phase, indicating that the injected twist is then distributed nearly uniformly along the central flux tube. The onset of the dynamic phase occurs at \(\Phi_e \sim 2.6\pi\) and \(\Phi_a \sim 2.1\pi\) – values relatively close to the critical twist for onset of instability in the Gold-Hoyle equilibrium, \(\Phi_{\text{crit}} \approx 2.49\pi\) (Hood & Priest 1981). A characteristic of the fast expansion of the central flux tube in the dynamic phase of the simulation is nearly constant apex twist, which stays close to the value at the onset of the dynamic phase while the global twist is linearly rising. The implied scaling \(\alpha \propto L^{-1}\) is consistent with the nearly self-similar expansion noted above.

3.3. Influence of the central shear

As a first step of our parametric study, we investigate to which extent the main properties of the dynamical evolution discussed above depend on the presence of shear motions between the vortices. Varying \(y_0\) influences mainly the amount of shear while the amount of twist stays nearly unchanged. The shear-driven current densities are negligibly small for \(y_0 = 2\) and increase for decreasing \(y_0\), reaching \(\approx 60\) percent of the peak current density induced by the twist for \(y_0 = 0.5\) (see Fig. 7 for the case \(y_0 = 1\)).

Studies of sheared magnetic arcades which are translationally invariant in the direction of shear have shown a rapid rise of the arcade in the sequence of ideal MHD equilibria if the footpoints on either side of the arcade axis are displaced from the initial potential configuration by more than about 2.5 footpoint distances (e.g., Mikić & Linker 1994; Amari et al. 1996a). Such displacements appear to be much larger than observed displacements in the photosphere but they do occur near the origin in our system for sufficiently long duration of the imposed vortex motions. (A similar situation existed in the previous investigations of flux tube twisting by Amari et al. 1996b and Tokman & Bellan 2002.) Although Fig. 5 does not contain indications that the rise of the central flux tube is driven from the region of the inner field lines, the question remains how strongly the general evolution is influenced by the shear. Amari et al. (1997) found that the eruption of the twisted flux tube occurred also for
smaller shear than in Amari et al. (1996b), but they did provide neither an information on how the shear was varied nor quantitative relations between the characteristics of the shear and the eruption.

Figure 10 shows that the evolution of the twisted flux tube is qualitatively similar for all three values of $y_0$. A quasi-static and a dynamic phase can be distinguished in all cases, in agreement with the expectation (from Fig. 5 and Amari et al. 1997) that a sufficiently twisted flux tube erupts also in the absence of shear.

It is also seen that the system with the smallest amount of shear (and hence with the smallest total induced current in the box), $y_0 = 2$, becomes dynamic at the smallest amount of twist and reaches the highest expansion velocities. This surprising trend results from a secondary effect associated with the variation of $y_0$ in our initial field: the amount of outer flux that closes in our box decreases and its average driving velocity increases for increasing $y_0$.

3.4. Influence of the initial density distribution and the driving velocity

The distribution of density should have no influence on the evolution of our system in the quasi-static phase if this phase is indeed a non-bifurcating succession of neighbouring force-free equilibria and the driving velocity is small enough so that the inertia does not prevent reaching the neighbouring equilibria. It is, however, expected to have a strong influence on the expansion of the system in the dynamic phase, where an acceleration to near-Alfvénic velocities was observed in our reference run. The initial density distributions in Eq. (9) differ by several orders of magnitude at heights reached by the central and outer flux in the dynamic phase.

We have started this part of the parametric study using $y_0 = 1$, $v_0 = 10^{-2}$, and the three distributions $\rho_0(x)$ as given in Eq. (9) and found that the rise of the central flux tube differs by a small but noticeable amount between the three cases already in the time interval in which our reference run was quasi-static. The rise shows a systematic lag, increasing with higher density, which indicates that those cases require a smaller $v_0$. (This is confirmed by the relaxation runs discussed in Sect. 4.) Huge differences occur for times $80 \leq t \leq 200$ (the dynamic phase of the reference run), in which the rise velocity of the central flux tube reaches only $\approx 0.2$ for $\rho_0 = |B_0|$ and $\approx 0.02$ for $\rho_0 = 1$.

In Fig. 11 we compare the cases $\rho_0 = B_0^2$ and $\rho_0 = |B_0|$ for $v_0 = 10^{-3}$. In the quasi-static phase, the evolution of the central flux tube is now indeed nearly independent of the chosen $\rho_0$. In the dynamic phase, the rise velocities and the corresponding accelerations again show a strong dependence on the density, but the overall dynamic evolution is nevertheless qualitatively similar.

It is possible to create very strongly twisted flux tubes by choosing high densities in the outer parts of the box, e.g., $\rho_0 = 1$, and high driving velocities, $v_0 > 10^{-2}$ (Tokman & Bellan 2002). Such states are only seemingly quasi-static (the velocities are kept low by the inertia so that $|\mathbf{u}| \ll v_0$, but the flows continue to rise for several $10^2 \tau_m$) and cannot be taken

**Fig. 10.** Evolution of apex height and rise velocity of the central field line for $\rho_0 = B_0^2$, $v_0 = 10^{-2}$, and different dipole half distances: $y_0 = 0.5$ (plus signs); $y_0 = 1$ (diamonds); $y_0 = 2$ (asterisks). $h_0 = 0.67, 1.22, 3.24$ for $y_0 = 0.5, 1, 2$, respectively.

**Fig. 11.** Evolution of apex height and rise velocity of the central field line for $y_0 = 1$, $v_0 = 10^{-3}$, and different initial density profiles: $\rho_0 = |B_0|$ (plus signs); $\rho_0 = B_0^2$ (asterisks).
as indication for ideal MHD stability of highly twisted flux tubes. Both of the above conditions cannot be met by the majority of coronal flux if it is twisted by photospheric motions. Prominences may be an exception, however. Strong overlying flux is expected to provide the prime contribution to the stability of twisted flux tubes in the corona.

Figure 12 shows that the outer flux for \( \rho_0 = |B_0| \) evolves similarly to the reference case (Fig. 5) but with a much weaker expansion. This difference is clearly due to the inertia, since it occurs only in the dynamic phase. Modeling the formation of a cavity around an erupting twisted flux tube thus requires a careful treatment of the density.

The comparison of the runs with \( y_0 = 1, \rho_0 = B_0^c \) and different driving velocity in Figs. 4a, d and 11 (and also in Fig. 17 below) shows that the overall evolution is qualitatively identical and that the quasi-static phase and the point of transition to dynamic behaviour are also quantitatively very similar if the elapsed time is transformed to accumulated twist (equivalent to roughly a scale factor of 10 between the time axes).

In the dynamic phase, far greater apex heights are reached by the slower driven system, which has more time to evolve than the faster driven system for the same \( \Phi_\alpha \). This substantiates the interpretation in Amari et al. (1996b) and in Sect. 3.1 that the flux tube erupts if its twist exceeds a critical value.

4. Relaxation

The relaxation runs serve two purposes: first, to confirm that the twisted flux tube in our system evolves closely along a sequence of force-free equilibria in the quasi-static phase and second, to substantiate our interpretation that there is a critical amount of twist above which the flux tube cannot find a new equilibrium within the simulation box. To start a relaxation, all velocities in the bottom layer were reduced to zero within 1–5 Alfvén times and then kept at zero. The flux tube is assumed to have reached a relaxed force-free state if all of the following conditions are satisfied: (a) velocity of flux tube apex continuously falling for at least 120\( \tau_a \) to values below \( 3 \times 10^{-5} \); (b) integrated Lorentz force density in box continuously falling in the same time interval; and (c) \( \alpha \approx \text{const.} \) along the central field line. Table B.2 gives an overview of the parameters used in the various relaxation runs.

Figure 13 shows that the twisted flux tube in our runs with \( \rho_0 = B_0^c \) or \( |B_0| \) and \( v_0 = 10^{-3} \) or \( 10^{-2} \) indeed evolves closely along a sequence of force-free equilibria as long as the system remains quasi-static. The agreement improves for smaller densities in the outer part of the box \( \rho_0 = B_0^c \), which permit the central and outer flux to move more easily in response to the footprint motions, and, of course, for smaller driving velocity. The apex heights of the relaxed states are nearly indistinguishable from the apex heights of the continuously twisted run with \( \rho_0 = B_0^c \) and \( v_0 = 10^{-3} \) up to a global (end-to-end) twist \( \Phi_\alpha \approx 2.5\pi \). This is true for both the relaxations started from this same run (triangles in Fig. 13) and the relaxations started from the run with \( \rho_0 = |B_0| \) and \( v_0 = 10^{-2} \) (squares in Fig. 13). Hence, the obtained equilibria are independent of the density distribution and vortex velocity, as expected.

A sensitive diagnostic of the approach to a force-free state is given by the variation of the force-free parameter \( \alpha \) along the field lines. In force-free states it is constant along each field line. In Fig. 14 we plot \( \alpha \) along the central field line for the three runs shown in Fig. 13 and a relaxed state, all at nearly the same twist, \( \Phi_\alpha \approx 2.5\pi \). Small deviations from a force-free state due to the driving at the footpoints are obvious for the two runs with \( v_0 = 10^{-2} \), while the run with \( v_0 = 10^{-3} \) and the relaxed state are nearly perfectly force free.

The following four figures illustrate our attempts to relax configurations with higher global twist, which have already entered the dynamic phase. In Fig. 15 we plot the apex height of
the twisted flux tube and the Lorentz force density integrated over the box during three representative relaxation runs. These were started from that continuously twisted run with \(y_0 = 1\) which remained closest to equilibrium during the quasi-static phase (\(\rho_0 = B_0^2\) and \(v_0 = 10^{-3}\)) at global twists of \(\Phi_g = 2.53\pi, 2.75\pi,\) and \(2.95\pi\). The Lorentz force densities at the \(z\) axis are shown in Fig. 16 for \(\Phi_g = 2.53\pi\) and \(2.95\pi\). At \(\Phi_g = 2.53\pi\), the flux tube reaches an equilibrium easily and quickly. At \(\Phi_g = 2.95\pi\), it is impossible to relax the system. The apex height continues to rise and the total Lorentz force (which is dominated by the contributions from the loop footpoint areas) does not decay for more than \(10^{-2}B_0\). The Lorentz forces at the \(z\) axis even increase during the relaxation attempt, primarily at the position of the flux tube. This shows that the gradual decrease of the rise velocity, apparent in Fig. 15a, is caused by the continuous slow rise of the density in the outer parts of the box, which is due to the numerical diffusion acting on the strong density gradient during the long integration. The relaxation run was terminated as the still ascending flux tube reached a height of \(\approx 50 h_0\). The relaxation at \(\Phi_g = 2.75\pi\) is also considered unsuccessful. Using the diffusion parameters given in Table B.2, a continuous slow rise of the flux tube is found, while the total Lorentz force in the box stops decreasing at a value more than three times higher than the one reached in the relaxation at \(\Phi_g = 2.53\pi\) (Fig. 15). The Lorentz forces at the \(z\) axis first decrease and then start to increase, again primarily at the position of the flux tube. If the numerical diffusion is reduced to values applied during the twisting phase, the run becomes numerically unstable (as does the run at \(\Phi_g = 2.95\pi\)). We have therefore repeated the relaxation, applying an artificial gradual reduction of the density (up to a factor 50), to counteract the density increase due to the numerical diffusion. The flux tube then continues its rise to far greater heights than those shown in Figs. 15 and 13. This run was terminated at \(t = 1350\) and \(\rho h_0 = 17\). In contrast, the relaxed flux tube at \(\Phi_g = 2.53\pi\) stays at its equilibrium position if a similar artificial density reduction is applied. Finally, an intermediate state of the system at \(\Phi_g = 2.75\pi\) during the relaxation at a relatively low level of the Lorentz forces (\(t = 900\)) was twisted further up to \(\Phi_g = 2.95\pi\). The relaxation started from this stage gave the same results as the previous attempt at this amount of global twist.

Similar results were obtained from relaxation attempts using the system with \(\rho_0 = |B_0|\) and \(v_0 = 10^{-2}\) at twists \(\Phi_g > 2.5\pi\). These runs begin with smaller velocities, due to the higher inertia, but again, the system did not relax at \(\Phi_g = 2.91\pi\) during more than \(10^4\) Alfvén times. At \(\Phi_g = 2.65\pi\) a very slow evolution was found, in which the Lorentz forces at the \(z\) axis first decreased but started to increase again slowly after several \(10^2\) Alfvén times.

Figure 17 shows the apex height as a function of global twist for our reference run and the otherwise similar run with \(v_0 = 10^{-3}\) in the full range of global twists covered by the simulations. Apex heights at the termination of relaxation runs
Triangles show apex heights at the end of relaxation runs for states calculated from the run with $v_0 = 10^{-3}$, the final two datapoints show still rising states, which were not relaxed at termination of the runs.

(which represent only lower limits for $\Phi_c \geq 2.75\pi$) are added. The sharp transition above 2.5\pi is obvious and leads us to conclude that there is a critical twist, $\Phi_c$, in our system above which either a stable equilibrium ceases to exist, or a sequence of stable equilibria exists but is characterized by huge increase of height for small increase of twist. The critical twist of the considered configuration lies in the range

$$2.5\pi < \Phi_c < 2.75\pi.$$ 

Our numerical simulations cannot yield a final decision between the two possibilities, due to the finite box size. However, a strong indication is obtained from a comparison with related analytical results for the asymptotic behaviour of axially symmetric twisted force-free fields, which also show a rapid expansion for sufficiently large twist (or shear) angle. Sturrock et al. (1995) found that the flux rises exponentially with the square of the angle of footpoint displacement, which implies that a closed-field equilibrium exists for any finite angle. On the other hand, Uzdensky (2002) argued in favour of opening (loss of closed-field equilibrium) at a finite angle. The expression by Sturrock et al. (1995) fits the simulation data very well (Fig. 18) – but only for twists smaller than the above critical value. This indicates that loss of stable equilibrium and dynamic opening of the field occur in the loop-shaped configuration at $\Phi_c = \Phi_c$.

For practical purposes, the decision between the two possibilities is of limited importance anyway, since the final apex height of the relaxation run at $\Phi_c = 2.95\pi$ implies the rise of the flux tube by at least a factor of 50, probably at a speed comparable to the Alfvén velocity, which would observationally appear as an eruption. If we scale the footpoint distance in this simulation to a typical distance of the leading and the following polarity in an active region, ~70,000 km, the minimum apex height of 50$h_0$ at $\Phi_c = 2.95\pi$ scales to $3R_\odot$.

The critical twist in our system is only slightly larger than the critical twist of the uniformly twisted Gold-Hoyle equilibrium, $\Phi_{GH} \approx 2.49\pi$. This appears reasonable for the following two reasons. First, the inner part of our twisted flux tube is nearly uniformly twisted and, hence, similar to the Gold-Hoyle equilibrium, except for the curvature, which is comparatively weak ($r_{curvature}/r_{apex}(r_{foot} = 0.03, \Phi_c = 2.53\pi) \approx 5$). Second, the surrounding untwisted flux and possibly also the less twisted outer flux in our system are expected to have a weak stabilizing effect. On the other hand, our system is less stable than the one studied by Van Hoven et al. (1995). We suppose that this difference is mainly due to the action of overlying arcade-like nearly potential flux in their system. An investigation of the stabilizing effect of such flux is left for future work.

We suppose that there is no complete loss of equilibrium as the twist is raised beyond $\Phi_c$, but simply a loss of stability. The long-wavelength ideal kink mode is a probable candidate for the destabilization. If the twisted flux tube becomes kink-unstable, helical perturbations are expected to grow. Such perturbations are difficult to diagnose, since the flux tube develops a helical shape already in the quasi-static phase. Some indications for the growth of a kink perturbation can, however, be found. Projections of the twisted flux tube onto the bottom plane, plotted in Fig. 19 for the run with $y_0 = 1$, $\rho_0 = B_0$, and $v_0 = 10^{-3}$, show two of them. First, the rotation of its upper part about the $z$ axis, a measure of the helical distortion from the initially planar shape, accelerates at the onset of the dynamic phase and continues to increase during the relaxation at $\Phi_c = 2.95\pi$. Second, the angle between $J$ and $B$ increases in the upper part of the flux tube all through the relaxation run (as indicated already in Fig. 8). A similar, slightly weaker growth of the helical distortion of the flux tube occurred in the two-step relaxation run at $\Phi_c = 2.95\pi$ described above. The magnetic energy in the box was found to decrease during these relaxation runs but only by a small amount (~0.1 percent), which is
Fig. 19. Field lines of the magnetic field (solid) and current density (dotted) in the central flux tube projected onto the bottom plane for $y_0 = 1, \rho_0 = B_{0z}$, $v_0 = 10^{-3}$ after relaxation at $\Phi_g = 2.06\pi$. Contours with $\alpha > 0 (j_z > 0)$ are shown solid, contours with $\alpha < 0 (j_z < 0)$ are shown dotted. (The contours of $\alpha$ in the bottom plane are similar to the contours of $|j|$; see Fig. 3 in Török & Kliem 2002.) $B_z > 0$ in the whole area shown. The vortex centre is marked by a plus sign, the location of peak current density is marked by an asterisk. These are the start points of the two flux tubes shown in Fig. 21.

due to the low densities in the upper parts of the box and the only slightly supercritical value of the twist.

5. Sigmoidal shape

As mentioned in Sect. 3.1 and apparent from Fig. 19, the projection of the central flux tube onto the bottom plane is forward-S shaped during most of the evolution. Since the force-free parameter $\alpha$ is negative in the central flux tube for our chosen sense of twist, this shape is opposite to the typical bending of sigmoidal soft X-ray loops in the solar corona (Pevtsov et al. 1997; Nightingale et al. 2002). It has been suggested by Magara & Longcope (2001) that such loops are distinguished from the neighbouring flux by a higher current density (supposing that the heating is related to the current density). Figure 20 shows that the highest current density in our system does not occur on the central field line. Although the displacement of the current density peak from the vortex centre is rather small, its effect on the shape of the associated flux bundle is significant. This flux bundle has an inverse S shape (Fig. 21), before and after relaxation, in agreement with the tendency of soft X-ray sigmoidals that are rooted in $\alpha < 0$ regions. It rises with increasing twist in a manner similar to the central flux tube but with a somewhat smaller apex height (typically by a factor $\approx 0.8$).

Figure 21 also shows that the type of the sigmoidal shape (forward or inverse S) of force-free fields is in general not only related to the sign of $\alpha$. Our simulations, which use a different method of twist injection into the corona than Magara & Longcope (2001), support their conjecture that current-related
heating distinguishes sigmoidal soft X-ray loops from the surrounding coronal fields.

6. Conclusions

Our conclusions can be summarized as follows.

(1) A twisted magnetic flux tube that is created from a potential field and continuously driven by slow vortex motions at its footpoints starts to evolve quasi-statically through a sequence of stable force-free ideal-MHD equilibria to a very good approximation. The sequence of equilibria is characterized by a weak expansion with increasing twist, which agrees with the scaling obtained by Sturrock et al. (1995) for axisymmetric configurations, and is found to be independent of the distribution of density and the driving velocity.

The field lines become helical, with forward and inverse S shapes coexisting closely. The S shape of the flux tube that extends from the vortex centre is opposite to the S shape of the flux tube that extends from the (slightly displaced) region of maximum current density; the latter is consistent with the typically observed bending of S-shaped soft X-ray loops.

(2) There is a critical end-to-end twist, \( \Phi_c \), above which the flux tube does not find a new equilibrium in the simulation only if the density is modeled sufficiently realistically such that the Alfvén velocity is not too rapidly decreasing with height. It leads to a volume of reduced density surrounding the twisted flux tube. In a more realistic model than the one studied here, it is expected to lead also to pileup of magnetic flux and density at the boundary to the untwisted and unsheared flux further out. Such a configuration is similar to the three-part structure, consisting of a prominence, a cavity, and an outer arc, which is often observed in CMEs.
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Appendix A: The modified two-step Lax-Wendroff method

Starting from Eq. (12) the two-step Lax-Wendroff method is derived using a second order Taylor expansion of \( U \) in time, where the time derivatives of \( U \) are replaced by spatial derivatives of \( F, G, \) and \( H \) (e.g., Richtmyer & Morton 1967). One iteration of the scheme consists of two steps. We have used a modified version of the first step, which calculates auxiliary values at \( t = (2n + 1)\Delta t \) from the values at \( t = 2n\Delta t \),

\[
U^{n+1}_{i,j,k} = U^n_{i,j,k} - \frac{\Delta t}{2\Delta x} (F^n_{i+1,j,k} - F^n_{i-1,j,k}) - \frac{\Delta t}{2\Delta y} (G^n_{i,j+1,k} - G^n_{i,j-1,k}) - \frac{\Delta t}{2\Delta z} (H^n_{i,j,k+1} - H^n_{i,j,k-1})
\]  

(A.1)
and a standard version of the second step, which calculates the physical values at $t = (2n + 2)\Delta t$,

$$
U_{i,j,k}^{n+2} = U_{i,j,k}^{n} + \frac{\Delta t}{\Delta x} \left( F_{i+1,j,k}^{n+1} - F_{i,j,k}^{n+1} \right)
$$

$$
- \frac{\Delta t}{\Delta y} \left( G_{i,j+1,k}^{n+1} - G_{i,j,k}^{n+1} \right)
$$

$$
- \frac{\Delta t}{\Delta z} \left( H_{i,j,k+1}^{n+1} - H_{i,j,k}^{n+1} \right).
$$

(A.2)

In standard versions of the Lax-Wendroff scheme, an averaging term

$$
\frac{1}{6} \left( U_{i-1,j,k}^{n} + U_{i+1,j,k}^{n} + U_{i,j-1,k}^{n} + U_{i,j+1,k}^{n} + U_{i,j,k-1}^{n} + U_{i,j,k+1}^{n} \right)
$$

is used in place of the first term on the r.h.s. of Eq. (A.1). This has the consequence that the effective first order spatial derivatives at the grid point $(i, j, k)$ are calculated by averaging the derivatives obtained at the six nearest neighbours $[(i - 1, j, k), (i + 1, j, k), (i, j - 1, k), (i, j + 1, k), (i, j, k - 1), \text{and} (i, j, k + 1)]$, thus enhancing the diffusion and improving the numerical stability, but it is not advantageous if one requires derivatives of quantities which exhibit a strong spatial variation, as for example the magnetic field components in our model in the regions of strong field. This is true even for good grid resolution. Therefore, we modified the scheme by replacing the averaging term with $U_{i,j,k}^{n}$. Now the spatial derivatives are calculated directly at the grid points and the numerical diffusion as well as the discretization errors of the current density are reduced. We performed test runs with both versions of the scheme and found similar dynamical evolution of our model systems.

The stability of the Lax-Wendroff scheme requires also that the viscous term be included in the second step of the iteration only (e.g., Roache 1972).

### Appendix B: Treatment of the numerical parameters

Artificial smoothing is applied to selected integration variables $\psi = (\rho, \rho u_x, \rho u_y, \rho u_z)$ after each full time step by the replacement (Sato & Hayashi 1979)

$$
\psi_{i,j,k}^{n} \rightarrow \sigma \psi_{i,j,k}^{n} + \frac{1 - \sigma}{6} \left( \psi_{i-1,j,k}^{n} + \psi_{i+1,j,k}^{n} + \psi_{i,j-1,k}^{n} + \psi_{i,j+1,k}^{n} + \psi_{i,j,k-1}^{n} + \psi_{i,j,k+1}^{n} \right).
$$

The smoothing is not applied to $B$ to avoid unphysical currents and Lorentz forces. It would have been desirable to smooth the velocities only, but numerical stability required to smooth also the density.

In particular the very low densities in the case $\rho_0 = B_0^2$ required a high numerical diffusion in the outer regions of the simulation domain. Therefore, we implemented both the artificial smoothing of the density and the viscosity (Eq. (2.1)) such that they could be prescribed nonuniformly. In an “inner region”, including about one third of the box size in each direction ($\sqrt{x^2 + y^2 + (0.5z)^2} \leq 30$), but excluding a bottom layer described below, the parameters determining the diffusion, $\nu$ and $(1 - \sigma)$, were prescribed uniformly. Outside this region, the viscosity and the density smoothing were either continued uniformly or permitted to increase exponentially towards the outer boundaries, as the stability of the individual runs required. The bottom layer, where the highest gradients and Lorentz forces occur, also required higher diffusion than the rest of the inner region for stability. Nonuniform smoothing of density and velocity, increasing from the values in the inner region to $(1 - \sigma) = 0.05$ in a layer between $z = z_1$ and $z = 0$ was applied, with $z_1 = 1.2$ in the driving phase and $z_1 = 0.3$ during relaxation. The chosen values of the numerical parameters are compiled in Table B.1 for the continuously driven runs and in Table B.2 for the relaxation runs.

### References


### Table B.1

<table>
<thead>
<tr>
<th>$\nu_0$</th>
<th>$\rho_0$</th>
<th>$y_0$</th>
<th>$y_{\text{out}}$</th>
<th>$1 - \sigma_0$</th>
<th>$1 - \sigma_{\text{in}}$</th>
<th>$1 - \sigma_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$B_0^2$</td>
<td>0.5</td>
<td>0.1–1</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005–0.1</td>
</tr>
<tr>
<td>0.01</td>
<td>$B_0^2$</td>
<td>1.0</td>
<td>0.1–1</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005–0.1</td>
</tr>
<tr>
<td>0.01</td>
<td>$B_0^2$</td>
<td>2.0</td>
<td>0.1–1</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005–0.1</td>
</tr>
<tr>
<td>0.01</td>
<td>$</td>
<td>B_0</td>
<td>$</td>
<td>1.0</td>
<td>0.1–1</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>1.0</td>
<td>0.1–1</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005–0.1</td>
</tr>
<tr>
<td>0.001</td>
<td>$B_0^2$</td>
<td>1.0</td>
<td>0.1</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005–0.01</td>
</tr>
<tr>
<td>0.001</td>
<td>$</td>
<td>B_0</td>
<td>$</td>
<td>1.0</td>
<td>0.1</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

### Table B.2

<table>
<thead>
<tr>
<th>$y_0$</th>
<th>$\rho_0$</th>
<th>$y_{\text{out}}$</th>
<th>$(1 - \sigma)$</th>
<th>$\Phi_0$</th>
<th>$t_{\text{relax}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>$B_0^2$</td>
<td>0.001</td>
<td>0.0004</td>
<td>2.06 $\pi$</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0004</td>
<td>2.30 $\pi$</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td>2.53 $\pi$</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.002</td>
<td>2.75 $\pi$</td>
<td>753</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.005</td>
<td>2.95 $\pi$</td>
<td>1095</td>
</tr>
<tr>
<td>1.0</td>
<td>$</td>
<td>B_0</td>
<td>$</td>
<td>0.01</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
<td>0.86 $\pi$</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
<td>1.33 $\pi$</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
<td>2.28 $\pi$</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0005</td>
<td>2.50 $\pi$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
<td>2.65 $\pi$</td>
<td>1120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
<td>2.91 $\pi$</td>
<td>1358</td>
</tr>
</tbody>
</table>