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Abstract. A method for the detailed investigation of polarization maps and images obtained from high-resolution
observations is described in this paper. It has been developed for the analysis of the environment of young stellar
objects (YSO), ultra-compact HII regions (UCHII), and the optically thin light scattering region of active galactic
nuclei (AGN). The method is based on a 3D Monte-Carlo radiative transfer (RT) code. The main principle of this
method lies in the detailed investigation of the paths of test-photons in the considered medium. To demonstrate
the efficiency and limit of this method, it is applied to a simple YSO configuration consisting of the central star,
an optically thick disk, and an optically thin envelope.
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1. Introduction

RT simulations provide a well-established basis for the
analysis and interpretation of images and polarization
maps. The common way is to define a model, to simulate
the RT, and to compare the parameters of the escaping ra-
diation with the observed properties of the radiation (e.g.,
spectral energy distribution [SED], intensity and polariza-
tion maps).

The ideal – but in many cases hardly feasible – way
is to define a model but not the values of the respec-
tive model parameters. Only limits for these values resp.
boundary conditions are given. The exact values of the
model parameters have to be derived from inverse RT
simulations, whereby the observed quantities (i.e., the
SED, images and polarization maps) represent the input
parameters.

The main problem of inverse RT simulations are non-
unique solutions (see, e.g., Thamm et al. 1994). Because
of that, this data analysis technique is not widespread.
Successful attempts have been undertaken, e.g., by Wang
& Ueno (1989), McCormick (1987), Wilson & Sen (1986),
and Karanjai & Karanjai (1985a, 1985b). In each case,
the models are quite simple and the number of derived
parameters is very small (typically 2. . . 4, e.g., the asym-
metry factor of scattering particles and the albedo of single
scattering).
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In this paper, the first inverse three-dimensional
Monte-Carlo RT technique for the investigation of polar-
ization and intensity maps is presented. In contrast to di-
rect Monte-Carlo RT simulations, the test-photons are not
followed from their origin (e.g., a star or warm dust grains)
to the detector but from the detector to their origin. The
main idea is to “scan” the model (e.g., a dusty, clumpy
shell around a YSO) following test-photons in backward
direction.

In Sect. 2.1 a short overview about the RT code is
given. The technique of inverting the RT is explained in
Sect. 2.2, and the appropriate algorithm is presented in
Sect. 2.3. Restrictions on the applicability of the method
are discussed in Sect. 2.4. Finally, the method is applied
to a YSO configuration in Sect. 3.

2. Computational method

2.1. Monte-Carlo radiative transfer code

The method is based on a three-dimensional self-
consistent Monte-Carlo continuum RT code. Because the
code has already been described in detail (see, e.g., Wolf
et al. 1999 – hereafter WHS99; Wolf & Henning 2000;
Fischer et al. 1994), in this paper only a short introduc-
tion into its basic principles is given:

The spatial distribution of the stars and the scatter-
ing/absorbing medium (dust grains and/or electrons) is
defined inside a convex model space. The radiation en-
ergy is partitioned into so-called weighted test-photons
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(particle picture). The energy, intensity, and polarization
of a weighted test-photon are described by its wavelength
λP and the Stokes vector (I ,Q ,U ,V )T. The RT for each
of these test-photons is subdivided into 3 steps: the emis-
sion of a weighted test-photon by the star or a dust grain,
its interaction with dust grains or electrons in the stellar
environment, and its observation after leaving the model
configuration.

1. Emission from a star or a dust grain:
The initial Stokes vector of each newly emitted unpo-
larized test-photon is
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2. Scattering and absorption:
The free path length l of the test-photon can be derived
from the optical depth τext along l:

τext = − ln(1− ζ), (2)

where ζ is a random number uniformly distributed on
the interval [0, 1].
The modification of the Stokes vector due to the ith
interaction can be described with the help of a special
4×4 Mueller matrix Ŝ(θ), where θ is the scattering an-
gle (see also Bickel & Bailey 1985; Bohren & Huffman
1983).
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Here, the scatterers are assumed to be spherical dust
grains or electrons. In the case of dust scattering the
absorption has to be considered additionally – the
weighted test-photon loses energy but will not vanish.
The absorption of energy leads to dust heating.
The new direction of the scattered test-photon path is
determined by the scattering probability distribution
function.

3. Observation:
If the test-photon leaves the model space, it will
be “observed” by array-detector-like planes being ar-
ranged around the model space (see Fig. 1 in WHS99).
The Stokes vector has to be projected onto the
respective plane.

A more detailed description of the solution of the RT
problem in our code, especially the calculation of the spa-
tial dust temperature distribution and the thermal dust
re-emission, is outlined in WHS99.

2.2. Raytracing

Usually, dust temperature distributions, spectral energy
distributions, polarization and intensity maps are the
final and only result of RT simulations. Due to the
straightforward implementation of the physical processes,
Monte-Carlo RT codes – similar to the one described be-
forehand (see Sect. 2.1) – provide an additional source of
information. The paths of the test-photons symbolize the
flow of radiative energy inside the model space. Because
the number of test-photons needed for RT simulations is
extremely large (106 . . . 109), the parameters of the test-
photons (Stokes vector, wavelength, last scattering posi-
tion, recent scattering direction) are stored after escaping
the model space only. All information about the paths of
the single test-photons inside the model space is lost.

In the method for the analysis of polarization and in-
tensity maps described here, the investigation of the back-
ward – inverse – direction of the test-photon transfer is
proposed. Based on polarization/intensity maps derived
from Monte-Carlo RT simulations, the paths of all test-
photons being accumulated in a selected pixel of the map
are raytraced. From the distribution of the test-photon
paths the flow of radiative energy into a single pixel can
be reconstructed.

This technique can be used as a basis for a more
straightforward search for model configurations of spa-
tially resolved dusty envelopes. Instead of varying ev-
ery parameter of the model configuration, one only has
to find out in which pixel(s) the simulated polariza-
tion/intensity strongly differs from the observed value.
From the distribution of the test-photon paths those
regions where the model has to be modified (e.g., mod-
ification of the dust density distribution) can be deter-
mined. Only those regions with a significant spatial den-
sity of test-photon paths contribute to the modification
of the intensity/polarization of the test-photons, whereby
the other regions have only a negligible influence.

2.3. Algorithm

The proposed method is based on the following algorithm:

1. Simulation of the polarization/intensity map;
2. Selection of the region in the map which has to be

investigated
– Because the quantity of information arising from

the transport of all test-photons is usually very
large, it is useful, to restrict the analysis of the
polarization/intensity map to a small region, i.e., a
single pixel;

3. Repetition of the RT
– The scattering positions of all test-photons which

would be collected in the relevant pixel(s) have to
be stored;

4. Rebuild the test-photon paths
– Because the test-photon transfer is strongly de-

termined by random processes, many independent
test-photons (typically >104, mostly depending on
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the spatial resolution of the map and the optical
depth of the configuration) are needed for a mean-
ingful density distribution of test-photon paths.

Finally, if the locations of largest influence on the consid-
ered pixels have been found, its model parameters (den-
sity distribution, dust grain properties, etc.) have to be
changed. Depending on the complexity of the problem
(mainly given by the number of free parameters and the
structure of the density distribution), different techniques
to find the best next choice of model parameters may be
applied. In the case of complex models, evolution strate-
gies are most promising.

2.4. Restrictions on applicability

This method of data analysis has been primarily developed
for “fine-tuning” of model configurations (model geome-
try, dust/electron density distribution) and detailed inves-
tigation of the RT in model configurations. While obser-
vations provide two-dimensional maps, this method allows
a three-dimensional analysis of the observed objects.

However, the following restrictions of the applicability
of the method have to be taken into account:

1. The method does not work unequivocally. This is a
fundamental problem of RT simulations being applied
to fit real observations (see, e.g., Thamm et al. 1994). It
is mainly based on the lack of sufficient model bound-
ary constraints. But, using observations at different
wavelengths, the uncertainty in the choice of model
parameters can be strongly decreased. This is due to
the fact, that the model has to fit the observations for
every wavelength taking into account the wavelength
dependent optical properties of the dust.

2. The RT problem is nonlocal in nature. Thus – in
the general case – same spatial regions and therefore
the modifications of its parameters, may contribute
equally to the radiation reaching different pixels. One
may run into convergence problems because the loca-
tion of those pixels for which the observed radiation
differs significantly from the simulated radiation may
change between two consecutive iterative steps. One
way out of this problem is to consider the whole ra-
diation escaping from the model space (instead of the
radiation reaching a few pixels only) and its change
between two consecutive iterative steps. The detailed
analysis of such algorithms is beyond the scope of this
publication.
Furthermore, in the case of simple model geome-
tries/density distributions – for which we stress
the application of this method – the problems de-
scribed above are mostly of insignificant importance.
Additionally, the method may be applied to those
models only, in which spatially small regions have to be
investigated (“fine-tuning”!). It cannot be used to de-
rive a complete density distribution from the scratch.

Fig. 1. Model configuration consisting of an optically thick
disk, an optically in shell and a dust free regions around the
point-like star (see also Sect. 3.1).

The method works best for optically thin (τ ≤ 10) config-
urations resp. at wavelengths for which the configurations
are optically thin. As pointed out in Sect. 3, the distribu-
tion of the test-photon paths smears out when the optical
depth increases. The higher the optical depth, the less we
can learn about inner, embedded structures.

3. Application

3.1. Model configuration

For the demonstration of the method we define a very
simple configuration consisting of a point-like star which
is embedded in an optically thin, spherical dust shell.
Additionally, the star is surrounded by an optically thick
disk with a dust-free region around the star (see Fig. 1;
Rsi = 12.5 AU, Rso = 500 AU, hs = 25 AU). The dust
grains are spherical (radius aGrain = 0.005. . .0.25µm; ex-
ponential grain size distribution: aGrain(r) ∝ r−3.5) and
consist of 62.5% astronomical silicate and 37.5% graphite
(optical data from Draine & Lee 1984). The wavelength
of the test-photons is 1.25µm. The optical depth at
this wavelength amounts to 0.2 along the z-axis and to
8000 perpendicular to the z-axis.

It is the aim of this demonstration to investigate
4 qualitatively different regions – each of them represented
by a single pixel – in the polarization map of this object
seen edge-on (see Fig. 2): Pixel #1: region of high linear
polarization in the optically thin shell; Pixel #2: high lin-
ear polarization near the optically thick disk; Pixel #3:
lowest linear polarization near the disk (so-called “zero
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Fig. 2. Polarization map of the configuration shown in Fig. 1
seen edge on. The radiation being detected in four marked
pixels is considered (see also Sect. 3.1). The centro-symmetric
polarization pattern arises from light scattering in the optically
thin shell while scattering by the optically thick disk leads to
polarization vectors being oriented parallel to the disk surface.

point of polarization”); Pixel #4: high linear polarization
at the outer boundary of the shell.

3.2. Test-photon path densities

Applying the algorithm proposed in Sect. 2.1, the test-
photon paths are projected onto 3 planes arranged orthog-
onally around the model space (see Fig. 3). This will allow
a three-dimensional reconstruction of the paths. The ob-
server and therefore the polarization map with the marked
pixels (Fig. 2) is located opposite to the y-z plane.

In Fig. 4 the qualitative different paths of the test-
photons being collected in Pixel #1 and #3 are shown.
The intensity of the test-photons at each point of their
path is taken into account by gray-scaling (dark lines sym-
bolize high intensity). One can see that most of the test-
photons which are scattered into Pixel #1 reach the re-
spective line of sight after only one scattering event. Due
to the vertical extension of the optically thick disk, those
test-photons which are collected in Pixel #3 have to be
scattered at least once before they reach the respective
line of sight. In both cases an additional scattering act
is necessary for the test-photon to escape from the shell.
The described behaviour is illustrated in the scattering
statistics (see Fig. 5)

The symmetry of the test-photon paths in the
y-z plane makes clear, that the intensity and polarization
of the radiation escaping this optically thin shell is deter-
mined equally by the dust density distribution at x ≤ 0
and x > 0.

With increasing spatial density of the test-photon
paths (dark regions in the projection planes), the influ-
ence of (local) variations of the dust parameters, i.e., the

Fig. 3. Arrangement of the planes for the projection of the
test-photon paths. The whole model configuration is defined
inside the model space. The polarization pattern (see Fig. 2)
has been obtained in the plane of observation.

dust density or size distribution as well as the chemical
composition, on the observed radiation grows. The cho-
sen way of visualizing the test-photon paths is therefore
suitable for the description of the properties and spatial
location of such “disturbances”. Based on a simple model
of an observed object, its individual pecularities can be
investigated. As mentioned in Sect. 2.2, this method is
practicable for those wavelengths only, for which the ob-
jects have a low or moderate optical depth (τ ≤ 10). This
is demonstrated by a radiative transfer simulation in an
optically thick shell (τ = 10). Due to the increased num-
ber of scatterings (m̄(τ = 10) = 11.8, m̄(τ = 0.2) = 3.5,
m̄ . . . mean number of scatterings of a test-photon before
escaping the model space), the resulting test-photon paths
are strongly “smeared out” (see Fig. 6; for comparison see
Fig. 4, y-z plane for Pixel #1).

3.3. Detailed modification of intensity/polarization
maps

In the following it will be shown how the test-photon path
densities derived in Sect. 3.2 can be used for a detailed
modification of the polarization map, resp. the intensity
map. For this reason it is assumed that the simulated po-
larization map shown in Fig. 2 almost perfectly agrees
with an observed polarization map of a YSO configura-
tion with a geometry as shown in Fig. 1. Furthermore, it
is assumed that the only remarkable deviation between the
simulated and the observed polarization/intensity map
appears in the region represented by Pixel #1. To modify
the intensity and polarization measured in this region, the
quantity

ζ(r) =
Itp(r) · ρtp(r)

max [Itp(r) · ρtp(r)]
(4)

is defined. It combines the mean density of test-photon
paths ρtp(r) (of all photons collected in Pixel #1) with the
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Fig. 4. Projections with overlayed contour plots of the spatial density of the test-photon paths for Pixel #1 and #3 onto the
3 orthogonally arranged projection planes (see Fig. 3). Dark gray regions mark a high spatial density of test-photon paths. In
the upper right edge of each plot the respective plane is denoted. The circles mark the outer boundary of the shell. The parallel
lines in the lower 4 plots mark the location of the disk.
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Fig. 5. Scattering statistics for the test-photons being detected
in the four pixels marked in Fig. 2. (ms . . . number of scatter-
ings; P (ms) . . . probability for test-photon to leave the model
space after ms scattering acts.) Only test-photons being col-
lected in Pixel #1 can reach the resp. line of sight directly.

Fig. 6. y-z plane projection of the paths of all test-photons
being collected in Pixel #1. The shell is optically thick (τ =
10). The circle and the 2 parallel lines mark the outer boundary
of the shell resp. the location of the disk. The distribution of
the paths is smeared out. For comparison see Fig. 4, y-z plane
for Pixel #1.

corresponding mean intensity Itp(r) of the test-photons
at the position r in the model space. Thus, the quantity
ζ(r) provides a measure for the influence of the dust num-
ber density at the position r. Modifications of the dust
density distribution according to ζtp(r) result in a spe-
cific modification of the observable quantities mapped in

Fig. 7. Relative change of the intensity I measured in Pixel #1
due to the increase of the dust density distribution in the region
where ζ(r) > 90%. See Sect. 3.3 for detailed explanations.

Fig. 8. Relative change of the linear polarization Pl measured
in Pixel #1 due to the increase of the dust density distribution
in the region where ζ(r) > 90%. See Sect. 3.3 for detailed
explanations.

Pixel #1. For demonstration, the dust number density was
increased in those regions where ζ(r) > 90%. The result-
ing relative changes of the intensity and polarization are
shown in Figs. 7 and 8 for two different grain size dis-
tributions: (1) a small grain population with grain radii
aGrain = 0.005 . . . 0.25 µm and (2) a large grain popula-
tion (aGrain = 0.1 . . . 1.0 µm). In both cases the optical
depth of the disk and the shell of the unmodified density
distribution was the same. While the increased number of
scatterings – caused by the increased density – results in a
decrease of the linear polarization degree Pl, the intensity
measured in Pixel #1 reaches its maximum at n/n0 ≈ 10
(here, n0 (n) is the original (increased) dust density in the
region where ζ(r) > 90%). This maximum marks the tran-
sition from the optically thin to the opticall thick regime
along the line of sight of this pixel.

As described in Sect. 2.4, the RT is nonlocal in nature
and the modification of the dust density in a selected re-
gion may influence the radiation reaching different pixels.
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Therefore, the influence of the modification of the dust
density distribution on all other pixels (except Pixel #1)
was considered. It was found that the relative change of
the intensity and polarization in all other pixels was al-
ways below 10% of the change of these observable quanti-
ties in Pixels #1.

4. Conclusions

A method for detailed investigations of polarization
and intensity maps is proposed. Based on Monte-Carlo
RT simulations the paths of all test-photons being scat-
tered into selected pixels of the maps – representing the
regions to be investigated – are raytraced. This way, the
inverse investigation of the RT is provided.

From the spatial density distribution of the test-
photon paths it is possible to derive those locations where
the scattering medium has the most important influence
on the observed radiation. This is the base for a straight-
forward, purposeful modification of models to fit observed
polarization and intensity maps. The method is meant to
be applied to the investigation of polarization and inten-
sity maps of YSOs, UCHIIs, and AGNs. It is limited to
those wavelengths at which the optical depth is lower than
approximately 10.

For the demonstration of this method the RT in a sim-
ple model of a YSO is considered. It is shown, that a three-
dimensional reconstruction of the test-photon paths and
therefore a three-dimensional investigation of the consid-
ered objects is possible.

Finally, it was demonstrated how this method can be
used for a detailed modification of a intensity map and the
corresponding polarization map of a YSO configuration.
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